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Modeling and evaluating the performance of large-scale wireless sensor networks (WSNs) is a challenging problem. The traditional method for representing the global state of a system as a cross product of the states of individual nodes in the system results in a state space whose size is exponential in the number of nodes. We propose an alternative way of representing the global state of a system: namely, as a probability mass function (pmf) which represents the fraction of nodes in different states. A pmf corresponds to a point in a Euclidean space of possible pmf values, and the evolution of the state of a system is represented by trajectories in this Euclidean space. We propose a novel performance evaluation method that examines all pmf trajectories in a dense Euclidean space by exploring only finite relevant portions of the space. We call our method "Euclidean model checking." Euclidean model checking is useful both in the design phase—where it can help determine system parameters based on a specification—and in the evaluation phase—where it can help verify performance properties of a system. We illustrate the utility of Euclidean model checking by using it to design a time difference of arrival (TDoA) distance measurement protocol and to evaluate the protocol's implementation on a 90-node WSN. To facilitate such performance evaluations, we provide a Markov model estimation method based on applying a standard statistical estimation technique to samples resulting from the execution of a system.
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1. INTRODUCTION
A wireless sensor network (WSN) is a system of embedded nodes collaborating with each other through wireless communication channels. Each sensor node has its own processor and memory, one or more sensors, wireless communication channels, and an independent power source. Because nodes in a WSN are capable of computation...
and wireless communication, nodes can filter, analyze, and synthesize data locally and communicate the results. WSNs have been proposed for use in applications which involve continuously collecting and analyzing large amounts of data. Such applications include environmental monitoring [Szewczyk et al. 2004], structural health monitoring [Xu et al. 2004; Rice et al. 2010], and target tracking [Aslam et al. 2003; Mechitov et al. 2003].

We are interested in the problem of reasoning about the performance of a WSN. One method for proving the properties of a system is model checking [Clarke et al. 2000]; model checking involves checking all the states of a system to see if they satisfy a property. However, because of the large number of nodes in a typical WSN, it is difficult to use the traditional representation of global states for model checking. Consider a WSN with 100 nodes, each of which can be in one of three states. If we model the global state of a system as a cross product of all the local nodes, as is the case with the standard model of concurrent systems, then the system has $3^{100}$ possible states. This results in the well-known state space explosion problem, that is, enumerating the states and checking if a property holds in each state in such a system is not possible given the large number of states. Moreover, it turns out that such global states do not give much meaningful information about what is interesting about the system.

Another challenge is that the behavior of a WSN may be random. There are two sources of the randomness: the stochastic nature of events in the operating environment (at least over longer periods of operation) and the use of randomized algorithms. Because the performance of a WSN depends largely on random factors, it is important to predict and control the response to randomness in order to meet the system requirements. A complication here is that changing one design parameter often affects several other aspects of the system at the same time. Of course, this makes it even more crucial to have a systematic way of evaluating the performance of a WSN.

Addressing the State Space Explosion Problem. One approach for addressing the state space explosion problem—pioneered by the second author’s group—is to use statistical methods for performance evaluation. Statistical model checking enables us to examine the probabilistic properties of systems. Instead of exploring all reachable states by executing a system along every possible path, statistical model checking gathers statistics from Monte Carlo simulations and checks formulas against these [Sen et al. 2005]. We take a different approach in this article: we build a model of the evolution of probability distributions of local states and then verify if the aggregate properties we are interested in hold in this model. In other words, our verification process itself is not statistical in nature. In this respect, our approach is similar to the work on probabilistic theorem proving [Hasan and Tahar 2009]. However, the model checking techniques we use are quite different from those used in probabilistic theorem proving, as will be explained in Section 7.

Prior work on probabilistic and statistical model checking has checked properties of systems using the Probabilistic Computation Tree Logic (PCTL) [Hansson and Jonsson 1994]. We argue that PCTL is not a suitable logic for evaluating how the aggregate performance properties are evolving over time, as it characterizes what fractions of the computation paths will satisfy a given specification. Rather, for evaluating the sort of aggregate properties of systems, we need to know what fraction of nodes are in certain states at any given time.

Our approach to addressing the state space explosion problem is to abstract the global system state as a probability mass function (pmf), where the pmf represents the fraction of the nodes in certain states [Kwon and Agha 2006]. While a pmf abstraction abstracts the state of individual nodes, it provides sufficient information to evaluate the overall performance of a system. Using a pmf representation, one can evaluate the expected
behavior of a system for properties such as expected energy consumption, reliability, availability, etc. Moreover, given the law of large numbers [Papoulis 1991], the fact that there are a large number of nodes in a WSN means that the pmf abstraction can provide an accurate representation of the system state. This representation also abstracts the model from the interactions between nodes and from the asynchronous events.

To differentiate our method for model checking from probabilistic model checking, we introduce the term Euclidean model checking; the term is appropriate as we represent a state as a point in an Euclidean space and check the validity of a property in the subspace defined by the trajectory of these points as the state evolves. Specifically, the state of a system is represented as a vector of probabilities. This means that the trajectory is bounded in a convex subspace of the Euclidean space. However, our model checking method is applicable to nonprobabilistic systems as well and is not restricted to the convex region. Specifically, we have applied the method to models of control systems where the trajectories are not bounded in a convex subspace of an Euclidean space [Kwon and Agha 2008].

Applications of Our Method. The pmf representation is useful not only for the processes that are spatially copresent, but also for processes that are temporally juxtaposed, that is, when some protocols run many times, possibly on different nodes. Specifically, the pmf abstraction may be used by collecting execution samples of different processes or protocols and aligning their starting times. Moreover, we can model the state (pmf) transition dynamics as a discrete-time Markov chain (DTMC). As far as a protocol execution is concerned, the participating processes are logically separated from the rest of the system and can be regarded as running asynchronously. The protocol evaluation example in Section 3.2 and Section 4.4 illustrate this way of modeling systems.

When the real systems are modeled in a Markov chain, their steady-state analysis can be done by computing the limiting probability distributions regardless of their initial or intermediate states. However, the transient state analysis depends on the initial states: because there are uncountably many initial states and so many state trajectories, manual checking is not possible. We propose a model checking approach that quantitatively evaluates all state trajectories, that is, the expected system behaviors from every initial state to the limiting state.1

A Temporal Logic. The first step to enabling an automated evaluation is to describe system properties in a language that is human readable and machine interpretable. The language must be expressive enough to describe nontrivial properties. With these concerns in mind, we have developed a probabilistic temporal logic called iLTL that describes (un)desirable sets of state trajectories2 of DTMCs [Kwon and Agha 2011].

iLTL has logical and temporal operators of linear temporal logic (LTL) [Lichtenstein and Pnueli 1985]: iLTL specifies properties resulting from the state transitions of all linear state trajectories without considering the branches. Because the state transitions of a Markov chain are deterministic once the initial state is given, LTL is a suitable logic for describing how the states would evolve over time. The atomic propositions of iLTL are linear equalities and linear inequalities about expected rewards. Observe that each linear equality specifies a hyperplane in an Euclidean space whose points are vectors representing pmf’s, and each linear inequality specifies a half space in this

---

1Although the model checking algorithm can handle the dense set of initial probability distributions, the current implementation of Euclidean model checking of iLTL formulas is not robust against numerical errors.

2In the rest of this article, we will refer to a probability mass function (pmf) as a ‘state.’ In most cases, the term ‘state’ for a pmf is distinguishable from the use of the term for a state of a Markov chain. However, when necessary, we will use the term system state for the state of a Markov chain.
Euclidean space. Thus, their intersection forms a convex region in the Euclidean space, and we can specify arbitrary regions by taking the unions or the complements of the convex regions. Also, the temporal operators of iLTL enable us to specify how these regions should change over time.

When a Markov chain model does not satisfy an iLTL specification, the model checking results in a counterexample, that is, an initial pmf whose trailing state trajectory would violate the specification. This counterexample often contains important information about system design parameters, such as a probabilistic scheduling policy, to achieve a desired goal. Thus another application of model checking is to find an initial pmf which satisfies an iLTL specification, if such a pmf exists. This is accomplished by negating the given specification and finding a counterexample to the negated specification, if one exists (thus finding an example that satisfies the original goal). Failure to find such a counterexample tells us that the original specification cannot be met. Finding a design parameter from a counterexample or verifying the correctness or the impossibility of a design are two main applications of model checking.

How Model Checking of iLTL Formulas Works. A common assumption about Markov chains is their unique limiting probability distribution. Under this assumption, every state trajectory converges to a limiting probability distribution and so does the evaluation of atomic propositions of iLTL formulas, (in)equalities about expected values. An interesting question is at what point in the execution of a system do the evaluations of atomic propositions stop changing. We compute an upper bound of this time, and refer to it as the search depth. The time complexity of iLTL model checking is exponential in terms of the search depth. Because the search depth is computed before the main model checking process begins, users can adjust their specifications without waiting indefinitely for the results. Our algorithm has been implemented in a tool available at http://osl.cs.uiuc.edu.

An important concern about mathematical analysis on a real system is the accuracy of the model in terms of the real system: if a model does not capture real-system behaviors, analyzing the model would be meaningless. To ensure that the model is accurate, we develop a Markov chain estimation method based on the samples of a real system. Observe that because of the memoryless property, each pair of consecutive samples provides information that can be used to estimate the pmf. As a result, even samples from a single execution are often sufficient to accurately estimate the Markov chain. There are two main constraints in our model estimation method: (1) the states of DTMCs must be known and (2) the underlying systems must be identical. We explain these assumptions in more detail in Section 5.1. We also suggest the use of a statistical testing method that can reject an estimated model if the model is not sufficiently accurate.

We envision two primary applications for our proposed performance evaluation framework:

— Euclidean model checking may be useful in selecting the design parameters of a protocol for a particular application. These parameters can be found from the counterexamples of the negated goal.3

— Euclidean model checking can evaluate the performance of a real system whenever a Markov model is available or can be built. Users can systematically evaluate whether a model simultaneously satisfies multiple aspects of requirements, such as throughput, reliability, availability, and the energy consumption level.

3This is different than HyTech [Henzinger et al. 1997] which finds the necessary and sufficient constraints on unspecified parameters (the design parameters) in the system description.
Application to Performance Evaluation. We propose the following steps as a framework for evaluating the performance of large-scale probabilistic and memoryless systems.

1. Define the states of a system such that the performance criteria of interest can be evaluated. Some natural choices of such states are the states of a protocol, the modules of a program, or the process states of a running application.
2. Build a probability transition matrix that defines the conditional transition probabilities between the states. This matrix can be estimated by periodically sampling the execution of a real system or can be iteratively determined in the design process based on the performance evaluation results.
3. If the probability transition matrix is estimated from a real system, then statistically test the model as to whether it accurately represents the real system.
4. Write specifications in iLTL using the states defined in the first phase and model check whether the performance of the model satisfies the specifications.

In Steps (2) and (3), estimating and testing the probability transition matrix of Markov chains are orthogonal to the performance evaluation method of Step (4), that is, other Markov chain estimation techniques can be freely substituted.

We demonstrate the usefulness of our model checking method as a performance evaluation framework by designing a TDoA (time difference of arrival) distance measurement protocol and then evaluating its performance metrics on a WSN with 90 nodes.

Organization of Paper. In Section 2, we discuss the assumptions and the limitations of our iLTL-based performance evaluation method. Section 3 formally defines the DTMC models of iLTL and explains their properties that are used in this work. We conclude the section by building a DTMC model for a TDoA distance measurement protocol. Section 4 provides the syntax and the semantics of iLTL. We evaluate the performances of the TDoA model built in Section 3. Section 5 describes a DTMC model estimation method and a statistical test. In Section 6, the usefulness of our proposed performance evaluation framework is demonstrated by evaluating the performance of a real WSN with 90 nodes. Finally, in Section 7 we explain model checking approaches in general, performance evaluation techniques for WSNs, and the related work of our own. In particular, the differences between iLTL and conventional probabilistic temporal logics are discussed.

2. MODELING ASSUMPTIONS AND LIMITATIONS

As noted in the introduction, we assume that the behavior of the system we are analyzing is Markovian. The performance evaluation framework explained in this article may not properly handle systems with nondeterministic and probabilistic behaviors. Although we are extending our work to Markov decision processes which provide a model for systems with nondeterministic and probabilistic behaviors [Korthikanti et al. 2010], we focus here on fully probabilistic Markovian systems.

Markov models have two useful properties which simplify the analysis of a system: namely, the memoryless property and the unique limiting probability distribution property.4 Because sensor nodes often make decisions based on their current state (or on a limited history which can be encoded in a small number of states), sensor networks

4The unique limiting probability distribution property is a property of Markov chains such that their probability distributions at the infinite future are determined solely by the structure of the chains regardless of their initial probability distributions. Not every Markov chain has this property, and we discuss this issue later with more details.
satisfy the memoryless property, and we can use DTMCs to represent the system behaviors quite accurately [Kwon and Agha 2006]. The memoryless property simplifies the computation of future probabilities, and the unique limiting probability distribution property makes the steady-state\(^5\) analysis statically feasible. In other words, one can easily compute the steady state of a finite state Markov chain from the probability transition matrix or from the infinitesimal generator matrix without considering the initial states.

The system models of this article are built up from a system composed of many subsystems. Our model estimation and model checking methods assume that these underlying systems are identical. As we will further discuss in Section 5.1, this identicalness does not mean that individual sensor nodes are identical. It simply means that the processes we are interested in are identical. For example, a distance measurement operation may involve several sensor nodes that may have different hardware or different software running on it, but the distance measurement protocol should be identical regardless of the set of sensor nodes involved.

If a system is composed of several nonidentical systems, one can still adapt our performance evaluation method. Using the Kronecker operators or Stochastic Automata Networks (SAN),\(^6\) a single system model can be built out of nonidentical subsystems even when there are interactions between the subsystems [Langville and Stewart 2004; Plateau and Atif 1991; Lam et al. 2004]. In this case, the size of the model can grow exponentially in terms of the number of nonidentical subsystems. Observe that the size of the model does not grow as a function of the number of nodes, but as a function of the number of different kinds of the subsystems.

Our proposed performance evaluation framework is well suited for systems with many processes running concurrently. However, the framework is also effective when a single process is run repeatedly (i.e., sampled in time). As long as the repeated processes are identical and independent, by juxtaposing their sampled executions one can consider them as one would consider samples from concurrent processes. Even in the case of a single execution of a process, our performance evaluation methods are still applicable. In this case, the model checking result may have a purely mathematical meaning. Just as the expected value of 3.5 cannot be observed in a single dice-rolling experiment, the model checking result may be different from real-system behavior. However, from the viewpoint of the expectations, the results are still valid.

The atomic propositions of \(\text{iLTL}\) are linear equalities or inequalities about expected rewards. The current implementation of the \(\text{iLTL}\) model checker uses linear programming against these atomic propositions to find a counterexample and may have numerical errors due to rounding. For example, the checker may fail to detect that \(P[D = s] > 0.1 \lor P[D = s] \leq 0.1\) is a tautology. However, in most cases, one can add small margins in the specification to avoid this numerical problems.

Euclidean model checking does not directly address the problem of interactions between nodes, and it does not model the behavior of a system in response to rare environmental events (e.g., the effect of a typhoon on the behavior of a bridge’s structural health monitoring system). However, for the sort of aggregate properties we are interested in, this need not be a serious limitation. While individual interactions are asynchronous events, over larger time scales, the behavior may nevertheless be

\(^5\)A steady state, is a state, or a probability distribution in this article, that does not change over time. With the unique limiting probability distribution property, it is the probability distribution at the infinite future.
\(^6\)SAN is a model for interacting Markov processes. Specifically, SAN uses synchronized events to model the interactions between systems. Because CTMC models are used in SAN, one can convert DTMC subsystems to CTMCs in order to combine them and convert the combined model back to a DTMC. Please refer to Section 3.1 for the conversion between CTMCs and DTMCs.
Markovian. Moreover, rare events are by definition, rare. This means that the effect of rare events on the aggregate properties of a system over a longer period of time may be negligible. Alternately, one can also simulate rare events and analyze their effect by building a model of the system response to such events, thus establishing both properties in the immediate aftermath of a rare event and determining whether their impact over a longer period is negligible.

3. MARKOV CHAIN MODELS

In this section, we formally define Markov chain models and their computation paths. We also explain some properties of these models that are important for the analysis we describe in this article. We conclude this section by building a DTMC model for a time difference of arrival (TDoA) distance measurement protocol.

3.1. Markov Chain Models

We model real-world systems as Markov chains and evaluate the performances of the systems by checking the properties of the model. In this section, we formally define Markov chains and their computation paths. The computation paths are state trajectories of Markov chains described in difference equations. We solve the equations into their closed form such that any future states can be expressed in terms of their initial states. We also define Markov reward chains to express the properties in expected reward forms and multiple DTMC models to compare the computation paths of several DTMCs together. Some interesting operations on Markov chains used in this article are explained here. Some of them are the discretization of CTMCs and a probability aggregation operator. We show that the matrix diagonalization plays a key role in these operations.

Let $\Omega$ be a universal set called sample description space. Then a class of subsets of $\Omega$, called $\mathcal{F}$, is a $\sigma$-field if it has the empty set $\emptyset$ and the universal set $\Omega$ and is closed under countable intersections, unions, and complements. Measures can be defined on $\sigma$-fields and the $\sigma$-fields that have a measure that is consistent with the probability axioms—also known as a probability measure—are called sets of events. A probability space $\mathcal{P}$ is a triple $(\Omega, \mathcal{F}, P)$, where $\Omega$ is a sample description space, $\mathcal{F} \subseteq 2^{\Omega}$ is a $\sigma$-field of events, and $P : \mathcal{F} \to [0, 1]$ is a probability measure. A random variable (rv) $X : \Omega \to \mathbb{R}$ is a mapping from the sample description space to the real line such that the set $\{\zeta \in \Omega : X(\zeta) \leq x\}$ is an event for every $x \in \mathbb{R}$, but in this article, we are only interested in mappings from $\Omega$ to a finite set of system states $S = \{s_1, \ldots, s_n\}$. We write $P[X = s_i]$ for the probability $P(\{\zeta \in \Omega : X(\zeta) = s_i\})$. A stochastic process $X : \mathbb{R}^+ \to (\Omega \to \mathbb{R})$ is a mapping from the time to rv$s$, but a mapping $X : \Omega \to (\mathbb{R}^+ \to \mathbb{R})$ from the sample description space to time functions called a sample function is also a stochastic process. Since we are interested in a finite set of system state $S$, we write $P[X(t) = s_i]$ for the probability $P(\{\zeta \in \Omega : X(\zeta)(t) = s_i\})$.

Definition 1. For a discrete rv $X : \Omega \to S$, the probability mass function (pmf) of $X$ is a function $P_X : S \to [0, 1]$ that associates a probability to each system state $s \in S$ as $P_X(s) = P[X = s]$ such that $\sum_{s \in S} P_X(s) = 1$.

Following the frequency interpretation of probability, one can heuristically estimate a pmf as the number of outcomes that certain states appeared divided by the total number of experiments. That is, $P[X = s_i] \simeq \frac{n_i}{n}$, where $n$ is the number of experiments.

---

7Probability axioms: for every event $E, F, E_i \in \mathcal{F}$, (1) $P(E) \geq 0$, (2) $P(\emptyset) = 0$, (3) $P(E \cup F) = P(E) + P(F)$ if $E \cap F = \emptyset$, (4) $P(\bigcup_{i=1}^{\infty} E_i) = \sum_{i=1}^{\infty} P(E_i)$ if $E_i \cap E_j = \emptyset$ for all $i \neq j$ when the number of events is infinite.

8If we consider a discrete rv $X$ that ranges over $\mathbb{R}$, the pmf $P_X : \mathbb{R} \to [0, 1]$ is defined as $P[X \leq x] - P[X < x]$. 
and \( n \) is the number of outcomes \( s_i \) appeared.\(^9\) From the law of large numbers, for any \( \epsilon > 0 \), the probability \( \left| P[X = s_i] - \frac{n_i}{n} \right| < \epsilon \) tends to 1 as \( n \) increases.

A Markov process is a stochastic process that satisfies the memoryless property, that is, the future probability distributions of a Markov process depend only on its present state. Markov processes with a countable\(^10\) number of states are called Markov chains. Markov chains are further categorized into continuous-time Markov chains (CTMCs) and discrete-time Markov chains (DTMCs).

**Definition 2.** Let \((\Omega, \mathcal{F}, P)\) be a probability space. A discrete-time Markov chain (DTMC) is a stochastic process \( D : \mathbb{N} \to (\Omega \to S) \) that satisfies the following memoryless property.

\[
P[D(k) = s_k | D(k-1) = s_{k-1}, \ldots, D(0) = s_0] = P[D(k) = s_k | D(k-1) = s_{k-1}],
\]

for all \( s_k, \ldots, s_0 \in S \) and for all \( k \in \mathbb{N} \). Similarly, a continuous-time Markov chain (CTMC) is a stochastic process \( C : \mathbb{R}^+ \to (\Omega \to S) \) that satisfies the following memoryless property.

\[
P[C(t + s) = s_a | C(t) = s_b, C(r) = s_c] = P[C(t + s) = s_a | C(t) = s_b],
\]

for all \( s_a, s_b, s_c \in S \) and for all \( t, s, r \in \mathbb{R}^+ \) such that \( s \geq r \).

**Definition 3.** Let \( D \) be a DTMC and \( M \in [0, 1]^{n \times n} \) be a probability transition matrix such that \( M_{ij} = P[D(k+1) = s_i | D(k) = s_j] \) for \( k \geq 0 \). A state transition diagram (STD)\(^11\) \( D = (S, M) \) of \( D \) then is a labeled directed graph whose nodes are the states in \( S \) and whose edges are the state transitions labeled with their probabilities: the set of edges is \( \{(s_i, s_j, M_{ij}) \in S \times S \times [0, 1] : M_{ij} > 0 \} \).

For a CTMC \( C \), let \( R \in \mathbb{R}^{n \times n} \) be an infinitesimal generator matrix such that \( R_{ij} \) is the state transition rate from \( s_j \) to \( s_i \) and \( R_{ii} = -\sum_{j=1, j \neq i} R_{ji} \). An STD \( \dot{C} = (S, R) \) of \( C \) then is a labeled directed graph whose nodes are the states in \( S \) and whose edges are the state transitions labeled with their rates. The set of edges is \( \{(s_i, s_j, R_{ij}) \in S \times S \times \mathbb{R} : R_{ij} \neq 0 \} \).

Note that although the formal model of our specification logic is a DTMC, systems modeled as CTMCs can still be analyzed after discretizing them through periodic sampling. We discuss this topic in detail later in this section.

**Definition 4.** A computation path of a DTMC \( \dot{D} = (S, M) \) is a probability vector function \( x : \mathbb{N} \to [0, 1]^n \) such that \( x(k)_i = P[D(k) = s_i] \) for \( i = 1, \ldots, n \). A computation path of a CTMC \( \dot{C} = (S, R) \) is a probability vector function \( y : \mathbb{R}^+ \to [0, 1]^n \) such that \( y(t)_i = P[C(t) = s_i] \) for \( i = 1, \ldots, n \).

The pmf vectors at a certain time \( t \in \mathbb{R}^+ \) or \( k \in \mathbb{N} \) can be expressed in terms of their initial pmf vector by solving the Kolmogorov forward equation \( \frac{d}{dt}y(t) = R \cdot y(t) \).

\[
y(t) = e^{Rt} \cdot y(0), \quad \text{where } e^{Rt} = \sum_{k=0}^{\infty} \frac{(R \cdot t)^k}{k!}.
\]

and by solving the difference equation \( x(k+1) = M \cdot x(k) \).

\[
x(k) = M^k \cdot x(0).
\]

\(^9\)The probability measure estimated this way is compatible with the probability axioms: \( P[E] \geq 0 \) because \( P[E] = \sum_{s_i \in S} P[E] = 1 \) because \( s_i \subseteq S \), \( P[\emptyset] = 0 \) because \( \sum_{s_i \in S} P[E] = n \), \( P[E \cup F] = P[E] + P[F] \) when \( E \) and \( F \) are disjoint because \( P[E \cup F] = \sum_{s_i \in E, s_j \in F} P[E \cup F] = \sum_{s_i \in E} P[E] + \sum_{s_j \in F} P[F] = P[E] + P[F] \), and the condition about countable union is unnecessary here because \( |S| \) is finite.

\(^10\)In this paper, we consider only Markov chains with a finite number of states.

\(^11\)For simplicity, we call \( D \) a DTMC instead of an STD of DTMC. Similarly, we call \( \dot{C} \) a CTMC.
Using these closed form equations, we can rewrite future states in terms of their initial states and can effectively reduce the model checking space to that of a single initial pmf vector.

Conventionally, the solutions $y$ and $x$ of the differential and difference equations are referred to as state trajectories, pmf vectors $y(t)$ and $x(k)$ in the state trajectories as states, the changes of states as state transitions, and $M$ and $e^R$ as state transition matrices. In the view of classical model checking, these uncountable sets of pmfs are analogous to the finite set of states of Kripke structures [Hughes and Creswell 1997].

It is often necessary to examine the state transitions of multiple systems together in order to compare their respective performances or to evaluate their combined effects. To support this capability, we extend the DTMC model to a multiple DTMC model. A multiple DTMC model is simply a multiset of noninteracting DTMCs denoted by a disjoint sum of individual DTMCs. However, we arrange them in the following structure that is similar to the DTMC model so that the analysis and the explanations we made on the DTMC model can be applied similarly [Kwon and Agha 2011].

**Definition 5.** Let $\dot{D}^{(i)} = (S^{(i)}, M^{(i)})$ for $i = 1, \ldots, m$ be noninteracting individual DTMCs with (pairwise) disjoint states $S^{(i)},$ Then their multiple DTMC, denoted by $\mathit{D}^{(1)} + \cdots + \mathit{D}^{(m)}$ or by $\sum_{i=1}^{m} \dot{D}^{(i)}$, is a tuple $(S, M)$, where

$$S = S^{(1)} \cup \cdots \cup S^{(m)} \quad \text{and} \quad M = \begin{bmatrix} M^{(1)} & 0 \\ \vdots & \ddots \\ 0 & M^{(m)} \end{bmatrix}.$$ 

The block diagonal matrix $M$ is a probability transition matrix: all elements are non-negative, and each column adds up to one. Thus, many theorems valid for a DTMC are still valid for the multiple DTMC model. However, we would like to emphasize that its state is not a single pmf but a set of pmfs—the trajectory of each pmf is determined by the block diagonal matrix $M$.

We define a computation path of a multiple DTMC model as an extended probability vector function: let $x^{(i)}$ be the probability vector function of $D^{(i)}$. Then the extended vector function $x : \mathbb{N} \rightarrow [0, 1]^{S^{(1)} + \cdots + S^{(m)}}$ is $x(k) = [x^{(1)}(k)^T, \ldots, x^{(m)}(k)^T]^T$ for $k \geq 0$. With the extended vector function $x$, the following difference equations still hold.

$$x(k+1) = M \cdot x(k) \quad \text{and} \quad x(k) = M^k \cdot x(0) \quad \text{for} \quad k \geq 0.$$ 

Because of the similarities between the DTMC models and the multiple DTMC models, we call them both DTMCs.

A Markov reward chain (MRC) [Ciardo et al. 1990] is a Markov chain extended with a reward function. An atomic proposition of iLTL is an (in)equality about the expected reward of an MRC. Because a typical iLTL formula contains multiple different atomic propositions, an iLTL formula can be thought of as specifying properties on the parallel transitions of multiple MRCs with the same underlying Markov chain. However, we would like to clarify that the main purpose of defining MRCs here is to simplify the explanation of the specifications on the computation paths, not to use MRCs as a model of the specification. Specifically, we use MRCs to specify regions in the pmf space: an (in)equality about the expected reward of an MRC forms a half space or hyper plane in the pmf space, which are the building blocks to specifying complicated regions in the pmf space.

---

12This type of construction is well known in universal algebra. Also, interacting DTMCs can be modeled as a single DTMC by SAN [Plateau and Atif 1991].

13This condition can be easily met by renaming the common states with fresh names.
Definition 6. A Markov reward chain $R$ is a triple $R = (S, \mathbf{M}, \rho)$, where $\mathcal{D} = (S, \mathbf{M})$ is a DTMC and $\rho : S \rightarrow \mathbb{R}$ is a reward function. An expected reward of $R$ at time $k$, denoted by $E[R(k)]$, is

$$E[R(k)] = \sum_{i=1}^{n} \rho(s_i) \cdot P[D(k) = s_i].$$

A reward can be regarded as a value earned when the process visits a state. In this article, we consider only constant rewards. Thus, a reward function can be represented by a row vector $\mathbf{r} \in \mathbb{R}^{\mid S\mid}$ with $r_i = \rho(s_i)$. With this vector representation, the expected reward can be written in a vector form as $\sum_{i=1}^{n} \rho(s_i) \cdot P[D(k) = s_i] = r \cdot \mathbf{x}(k)$.

Operations on DTMCs. Many interesting properties about DTMCs can be expressed in terms of expected rewards. For example, there is a reward function corresponding to a time offset in the probability: let $d$ be a time offset. Then $P[D(k + d) = s_i] = (\mathbf{M}^d)_{ij}$, where $\mathbf{M}_i$ is the $i^{th}$ row of $\mathbf{M}$ and $R = (S, \mathbf{M}, \rho)$ with $\rho(s_j) = (\mathbf{M}^d)_{ij}$ for $1 \leq j \leq n$. Another interesting example is an accumulated reward, such as the expected amount of total energy required for an application. Because such accumulated rewards are frequently used as a performance criterion, we define a special aggregation operator $Q$ for transient states $s_i$ (i.e., such that $\lim_{t \rightarrow \infty} P[D(t) = s_i] = 0$) as

$$Q[D(k) = s_i] = \sum_{i=k}^{\infty} P[D(t) = s_i].$$

The aggregation operator $Q$ can be expressed as an expected reward of an MRC $R = (S, \mathbf{M}, \rho)$ with $\rho(j) = (\sum_{i=0}^{\infty} \mathbf{M}^i)_{ij}$ for $1 \leq j \leq n$, because $Q[D(k) = s_i] = (\sum_{i=0}^{\infty} \mathbf{M}^i)_{is} \cdot \mathbf{x}(k) = E[R(k)]$. With the preceding definition of $Q$, the total expected energy consumption of a protocol modeled by an MRC $(S, \mathbf{M}, e)$ can be simply written as $\sum_{s \in S} e(s) \cdot Q[D(0) = s]$, where $D$ is a DTMC $(S, \mathbf{M})$ and $e : S \rightarrow \mathbb{R}$ is a function for the expected energy consumption of a state during a sampling period. $Q$ also represents the expected number of times a state is visited. For example, let $I$ be the initial state of a retrial-based error recovery system, then $Q[D(0) = I]$ is the total expected number of retrials.

The diagonalization (also called spectral decomposition) of a probability transition matrix is one of the prerequisites for Euclidean model checking. Such diagonalization also ensures numerical stability and eases the computation of the matrix power, the infinite matrix sum in the aggregation operator $Q$, and the matrix exponential.\(^{14}\) Let $\text{diag}(\mathbf{v})$ be a diagonal matrix whose diagonal is $\mathbf{v}$ and let $\mathbf{M} = \mathbf{P} \cdot \text{diag}([\lambda_1, \ldots, \lambda_n]) \cdot \mathbf{P}^{-1}$ be the diagonalization of $\mathbf{M}$.\(^{15}\) Then, a numerically stable solution for the matrix power $\mathbf{M}^k$ can be computed as $\mathbf{P} \cdot \text{diag}([e^{\lambda_1 k}, \ldots, e^{\lambda_n k}]) \cdot \mathbf{P}^{-1}$. The conversion between CTMC and DTMC can be easily performed as $e^{\mathbf{M}} = \sum_{k=0}^{\infty} \frac{\mathbf{M}^k}{k!} = \mathbf{P} \cdot \text{diag}([\sum_{k=0}^{\infty} \frac{\lambda_1^k}{k!}, \ldots, \sum_{k=0}^{\infty} \frac{\lambda_n^k}{k!}]) \cdot \mathbf{P}^{-1} = \mathbf{P} \cdot \text{diag}([e^{\lambda_1}, \ldots, e^{\lambda_n}]) \cdot \mathbf{P}^{-1}$, where $\mathbf{M}$ here is an infinitesimal generator matrix instead of a probability transition matrix. For computing the matrix exponential, there are computationally more efficient techniques, such as uniformization. However, because the Euclidean model checking algorithm already requires diagonalization, we use the technique described here. The infinite

\(^{14}\)Note that using the Jordan form, these operations can be performed on ‘defective’ matrices as well.

\(^{15}\)Hence, $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $\mathbf{M}$.
Let a CTMC $C$ and its discretized DTMC $D$ be
\[
\dot{C} = (s_1, s_2, s_3, R),
\]
\[
\dot{D} = (s_1, s_2, s_3, M),
\]
\[
R = \begin{bmatrix}
-0.2 & 0 & 0.2 \\
0.2 & -0.2 & 0 \\
0 & 0.2 & -0.2
\end{bmatrix},
\]
\[
M = e^R.
\]

The state trajectories of $C$ and $D$ are
\[
y(t) = e^{Rt} \cdot y(0),
\]
\[
x(k) = M^k \cdot x(0),
\]
where $y(t_i) = P(C(t) = s_i)$ and $x(k_i) = P(D(k) = s_i)$ for $i = 1, 2, 3$.

Fig. 1. State trajectories of CTMC $C$ (solid lines) and of its sampled DTMC $D$ (dots and crosses).

The state trajectories of $C$ and $D$ are
\[
y(t) = e^{Rt} \cdot y(0),
\]
\[
x(k) = M^k \cdot x(0),
\]
where $y(t_i) = P(C(t) = s_i)$ and $x(k_i) = P(D(k) = s_i)$ for $i = 1, 2, 3$.

Discretization of CTMCs. When the infinitesimal generator matrix of a CTMC $C$ is diagonalizable, one can get its discretized DTMC $D$ such that its state trajectories correspond to a series of states obtained by periodically sampling on the state trajectories of $C$. Specifically, let $T$ be a sampling period, $t = T \cdot k$, and $R$ be an infinitesimal generator matrix. Then
\[
y(t) = e^{Rt} \cdot y(0),
\]
\[
x(k) = M^k \cdot x(0),
\]
where $y(t_i) = P(C(t) = s_i)$ and $x(k_i) = P(D(k) = s_i)$ for $i = 1, 2, 3$.

Thus, the DTMC obtained by sampling a CTMC $\dot{C} = (S, R)$ with a period $T$ is $\dot{D} = (S, e^{RT})$. Also, the generator matrix of a CTMC that can produce pmf trajectories that pass through the discrete state trajectories of a DTMC can be obtained by taking the log on the eigenvalues of the probability transition matrix. This conversion is useful when we need to combine DTMCs obtained with different sampling periods. Moreover, techniques such as Stochastic PEPA [Calder et al. 2006] can generate a CTMC from a high-level description about the system. Thus, one can get a sampled DTMC from the CTMC.

As an example of this conversion, Figure 1 shows state trajectories of a CTMC $C$ and its discretized DTMC $D$. The three solid lines are state trajectories of $C$ starting from three initial states $y(0) = [1, 0, 0]^T$, $y(0) = [0, 1, 0]^T$, and $y(0) = [0, 0, 1]^T$. These trajectories converge to a unique limiting pmf $y(\infty) = [1/3, 1/3, 1/3]^T$. The dots in the figure are state trajectories of $D$ starting from the same initial states as their continuous counterparts. As the figure shows, the discrete state trajectories are exactly on the continuous state trajectories of the same starting point. In fact, for any point in a continuous state trajectory, there is a sampled state trajectory that steps on the

16Some readers may be curious why $\sigma_i = 0$ when $|\lambda_i| = 1$. Suppose that $s_i$ is a transient state and let $I_{s_i}$ be the $i^{\text{th}}$ row of the identity matrix $I \in \mathbb{R}^{n \times n}$. Then $I_{s_i}$ is orthogonal to the columns $P_{s_j}$ of $P$ corresponding to the eigenvalues $|\lambda_j| = 1$; otherwise $\lim_{t \to \infty} x(t_k)$ will never vanish for some $x(0)$, as can be inferred from $x(t_k) = I_{s_i} \cdot \text{diag}(\lambda_{t_1}^{k}, \ldots, \lambda_{t_n}^{k}) \cdot P^{-1} \cdot x(0)$. Because $I_{s_i} \cdot P_{s_j} = 0$ when $|\lambda_j| = 1$, we can safely set $\sigma_j = 0$. 
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point. Specifically, for any point \( y(t) \) on \( y \), there is a discrete state trajectory \( x \) such that \( x(k) = y(t) \) for some \( k \in \mathbb{N} \) and \( x(0) = y(t_0) \) with some \( t_0 \in [0, T] \). For example, the crosses in Figure 1 show a state trajectory of \( D \) when its initial state \( x(0) \) equals \( y(1/3) \). In Section 4, we show how we examine all state trajectories starting from any point on the range of pmf (the dot dashed triangle).

When discretizing a CTMC to a DTMC, the granularity of the sampling is an important parameter which significantly affects the model checking process. Intuitively, fast sampling will produce a sequence of pmfs that does not change much, and slow sampling may miss some important changes in pmfs. To elaborate, suppose that the instantaneous generator matrix of a CTMC is diagonalized as \( R = P \cdot \text{diag}(\lambda_1, \ldots, \lambda_n) \cdot P^{-1} \) and that the initial pmf \( y(0) = P \cdot \mathbf{s} \) is the eigenvector corresponding to eigenvalue \( \lambda_i \), then the state trajectory, called mode corresponding to eigenvalue \( \lambda_i \), lies on a line \( y(t) = P \cdot \mathbf{s} \cdot e^{\lambda_i \cdot t} \) for \( t \geq 0 \). Observe that a state trajectory can be expressed as a linear combination of the modes. Its discretized state trajectory sampled at a period \( T \) is \( x(k) = P \cdot \mathbf{s} \cdot e^{\lambda_i \cdot T \cdot k} \) for \( k \geq 0 \). Thus, fast sampling (small \( T \)) produces slowly changing modes which could increase the number of steps required for model checking without adding any meaningful information. Moreover, the sampling itself could change the characteristics of the system. On the other hand, slow sampling (large \( T \)) may lose the details of the evolutionary behavior of a system. For example, during a sampling period, a system’s output may exceed a safety boundary and then return within the boundary—without the safety violation being detected in the model checking process. Slow sampling could also dilate the accuracy of the quantitative evaluations, especially when the quantities are accumulated rewards, such as the total energy consumption. In this case, approximating the curve by the piecewise linear model\(^{17} \) could improve the accuracy compared to using the piecewise constant models. Fortunately, the expected rewards for the piecewise linear model can be easily expressed, for example, if \( E = \sum_{i=1}^{n} Q[D(k) = s_i] \) is an accumulated reward for a piecewise constant model, then its piecewise linear model counterpart is \( E' = \sum_{i=1}^{n} 0.5 \cdot (Q[D(k) = s_i] + Q[D(k + 1) = s_i]) \). Observe that \( E' \) can be written as an expected reward for \( D(k) \). Although the piecewise linear model could improve the accuracy, it will not eliminate the discretization errors entirely. In control theory, a sampling rate of nine samples during the rise time of a signal is accepted as a ‘rule of thumb’ [Franklin et al. 1994].

3.2. DTMC Model of a TDoA Protocol

We now model a time difference of arrival (TDoA) distance measurement protocol as a DTMC. We first build a CTMC model using state transition rates and reliabilities of the components. We then discretize the CTMC model to get a DTMC model. The performance metrics of the system will be evaluated in the next section using the DTMC model obtained.

TDoA is a commonly used protocol for WSNs, particularly in localization services (e.g., see [Kwon et al. 2010]). The TDoA protocol involves three nodes: a pair of sender/receiver nodes and a central node which initiates the protocol and collects the result. Although TDoA can be run efficiently by collectively measuring the distances between a single sender node and all of its neighboring receiver nodes, in our example, we assume that the TDoA protocol measures the distance between a single sender node and a single receiver node. The protocol may run many times with

---

\(^{17}\) When constructing a continuous signal from a discretized signal, the piecewise linear model (i.e., first-order hold model) approximates the curve by pieces of line segments connecting the sampled values, whereas the piecewise constant model (i.e., zero-order hold model) assumes constants between the samples and jumps at the sample points.
different sender/receiver pairs. To get their average behavior, state transitions of these executions are chronologically juxtaposed so that their starting times are aligned.\footnote{This sample collection method may look different than the example of Section 6, where the samples are collected from multiple nodes and are spatially juxtaposed.}

TDoA measures the distance between two nodes by measuring the delay between receiving the radio signal and receiving the sound signal. Figure 2 shows a state transition diagram of the TDoA protocol with timeout-based retrials. We define the states as phases of the protocol using the following four steps.

1. A central node sends an \textit{init} command to a sender node (I state).
2. The sender node transmits a radio signal and a sound signal to a receiver node (M state).
3. The receiver makes either a good measurement (G state) or a bad measurement (B state), depending on the presence of a noise, and reports the result back to the central node.
4. The central node checks the result and either accepts it or discards it to restart the protocol.

If a good measurement is accepted, the process is a success (S state), and if a bad measurement is accepted, the process is a failure (F state). This TDoA protocol relies on the timeout mechanism to recover from various failures: if the central node does not receive a result within a timeout period, it restarts the protocol. The RI, RM, and RR states represent the restart states from different states of the protocol. The J state and the infinite rates of Figure 2 are explained later.

Table I summarizes the parameters of the STD. We assumed that (a) sending the \textit{init} command takes 1 sec ($1/\lambda_I$) and has reliability (i.e., the probability of success) $p_I = 0.9$; (b) the measurement takes 2 sec ($1/\lambda_M$) and has reliability $p_M = 0.7$; (c) reporting takes 1 sec ($1/\lambda_R$) and has reliability $p_R = 0.9$; and (d) the timeout limit is 9 sec. Hence, the restart rates from the RI, RM, and RR states are $\lambda_{RI} = 1/(9 - 1)$, $\lambda_{RM} = 1/(9 - 1 - 2)$, and $\lambda_{RR} = 1/(9 - 1 - 2 - 1)$, respectively.

The performance of the measurement depends on the sensitivity of the sensors: increasing the sensitivity will increase the probability of making a measurement ($p_M$), but it will also increase the probability of picking up noise ($p_N$) instead of the signal. We assumed that $p_N = 0.5$. The central node checks the consistency of the reported measurements; the error probabilities are $p_{FP} = 0.3$ for the false positives and $p_{FN} = 0.3$ for the false negatives.

Fig. 2. A state transition diagram of a TDoA protocol.
Table I. Transition Rates and Probabilities of Events for the TDoA Example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rate (Hz)</th>
<th>Parameter</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_I$</td>
<td>1/1</td>
<td>$p_I$</td>
<td>0.9</td>
</tr>
<tr>
<td>$\lambda_M$</td>
<td>1/2</td>
<td>$p_M$</td>
<td>0.7</td>
</tr>
<tr>
<td>$\lambda_R$</td>
<td>1/1</td>
<td>$p_R$</td>
<td>0.9</td>
</tr>
<tr>
<td>$\lambda_{RI}$</td>
<td>$1/(9 - 1)$</td>
<td>$p_N$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda_{RM}$</td>
<td>$1/(9 - 3)$</td>
<td>$p_{FP}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\lambda_{RR}$</td>
<td>$1/(9 - 4)$</td>
<td>$p_{FN}$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Note: The timeout period is nine sec.

Fig. 3. Based on the state transition rates and the probabilistic choices between states, an infinitesimal generator matrix $R$ is built for the TDoA protocol.

A CTMC $\hat{C} = (S, R)$ is built from the STD of Figure 2 and the parameters of Table I, where $S = \{I, M, G, B, S, F, RI, RM, RR\}$ and $R$, as given in Figure 3. Sampling $C$ with a period $T$ produces a DTMC $\hat{D} = (S, \hat{M})$, where $\hat{M} = e^{RT}$.

Now let us consider some examples of rewards. First, let the reliability of the protocol be the probability that the TDoA protocol eventually accepts a good measurement. Without the infinite rate from state $S$ to state $F$ with infinite rate. This arrow is added to ensure that $D$ has a unique limiting state, which is one of the requirements of Euclidean model checking. Although there are difficulties in handling the infinite rate in a CTMC, the rate becomes 1 in a DTMC: $P[D(\infty) = S] = Q[D(0) = I]$.

**4. SPECIFICATION LOGIC**

In this section, we explain the syntax and semantics of our property specification logic iLTL. iLTL has the same set of logical and temporal operators as LTL. However, unlike...
Likewise, this ternary relation concerns a single computation path; it states whether the pmf $\psi$ is true at the next time step $t$ and $\psi$ is an iLTL formula. For simplicity, we write $D \models \psi$ for $(D, \psi) \in \models$. Figure 4 defines the ternary satisfaction relation. This ternary relation concerns a single computation path; it states whether the pmf transitions given by the computation path $x$ satisfy the formula $\psi$ at time $t$. The binary satisfaction relation is as follows.

The syntax of an iLTL formula $\psi$ is as follows.

$$\psi ::= T \mid F \mid ap \mid (\psi) \mid \neg \psi \mid \psi \land \psi \mid \psi \lor \psi \mid \psi \rightarrow \psi \mid \psi \leftrightarrow \psi \mid X \psi \mid \square \psi \mid \Diamond \psi \mid \psi \cup \psi \mid \psi \cap \psi \mid \psi R \psi.$$ 

An atomic proposition $ap$ is an equality or inequality between expected rewards. For $S = \{s_1, \ldots, s_n\}$ and a DTMC $D = (S, M)$, the atomic propositions are defined as follows.

$$ap ::= r_1 \cdot P_{op}[D(t_1) = s_1] + \cdots + r_n \cdot P_{op}[D(t_n) = s_n] \cong r,$$

where $P_{op}$ is either $P$ or $Q$, $t_i \in \mathbb{N}$ is a time offset, $r_i \in \mathbb{R}$ is a reward associated with state $s_i$, and $\cong$ is one of $<, \leq, =, \geq, >$. Because the $Q$ operator and the time offset can be replaced with a reward vector, we write “$\sum r_i \cdot P[D = s_i] \cong r$” as a representative syntax for the atomic propositions. Observe that this atomic proposition is a comparison between $r$ and the expected reward of a MRC $(S, M, \rho)$ with $\rho(s_i) = r_i$. We denote the set of all atomic propositions by $AP$.

### 4.2. Semantics

We first explain the semantics of iLTL informally, and then describe its formal semantics using satisfaction relations. For the informal semantics, we categorize the elements in three groups: atomic propositions, logical operators and temporal operators.

**An atomic proposition “$\sum r_i \cdot P[D = s_i] \cong r$” is true at time $t$ if and only if (iff) $\sum r_i \cdot P[D(t) = s_i] \cong r$. The value of $t$ is provided based on the interpretation of temporal operators.**

Note that by Equation (2), the truth value of $ap$ depends only on the time $t$ and the initial pmf $x(0)$.

The meaning of **logical operators** is as follows. $\neg \psi$ is true at $t$ if and only if $\psi$ is false at $t$; $\psi \land \phi$ is true at $t$ if and only if $\psi$ is true at $t$ and $\phi$ is true at $t$; and $\psi \lor \phi$ is true at $t$ if and only if $\psi$ is true at $t$ or $\phi$ is true at $t$. $\psi \rightarrow \phi$ is equivalent to $\neg \psi \lor \phi$ and $\psi \leftrightarrow \phi$ is equivalent to $(\psi \rightarrow \phi) \land (\phi \rightarrow \psi)$.

The meaning of **temporal operators** is as follows. $X \psi$ is true at $t$ if and only if $\psi$ is true at the next time step $t + 1$; $\square \psi$ is true at $t$ if and only if $\psi$ is true always from $t$; and $\Diamond \psi$ is true at $t$ if and only if $\psi$ eventually becomes true at some time $t' \geq t$. $\psi U \phi$ is true at $t$ if and only if $\psi$ is true before $\phi$ eventually becomes true, that is, there is a time $t' \geq t$ when $\phi$ is true and $\psi$ is true at $t'$ for $t \leq t' < t$. $\psi R \phi$ is true at $t$ if and only if $\phi$ holds up to and, including the first time, $(\geq t) \psi$ becomes true, but $\psi$ is not required to hold eventually. Note that the always ($\square$) and the eventually ($\Diamond$) operators can be written in terms of the until ($U$) and the release ($R$) operators: $\square \psi \equiv F R \psi$ and $\Diamond \psi \equiv T U \psi$.

Formally, the semantics of iLTL is defined by a binary satisfaction relation $\models \subseteq \mathcal{D} \times \psi$ and a ternary satisfaction relation $\models \subseteq \langle (\mathbb{N} \rightarrow [0, 1]^m) \times \mathbb{N} \times \psi \rangle$, where $\mathcal{D}$ is a DTMC and $\psi$ is an iLTL formula. For simplicity, we write $D \models \psi$ for $(D, \psi) \in \models$ and likewise $x, t \models \psi$ for $(x, t, \psi) \in \models$. Figure 4 defines the ternary satisfaction relation. This ternary relation concerns a single computation path; it states whether the pmf transitions given by the computation path $x$ satisfy the formula $\psi$ at time $t$. The binary satisfaction relation is as follows.

$$\psi ::= T \mid F \mid ap \mid (\psi) \mid \neg \psi \mid \psi \land \psi \mid \psi \lor \psi \mid \psi \rightarrow \psi \mid \psi \leftrightarrow \psi \mid X \psi \mid \square \psi \mid \Diamond \psi \mid \psi \cup \psi \mid \psi \cap \psi \mid \psi R \psi.$$ 

An atomic proposition $ap$ is an equality or inequality between expected rewards. For $S = \{s_1, \ldots, s_n\}$ and a DTMC $D = (S, M)$, the atomic propositions are defined as follows.

$$ap ::= r_1 \cdot P_{op}[D(t_1) = s_1] + \cdots + r_n \cdot P_{op}[D(t_n) = s_n] \cong r,$$

where $P_{op}$ is either $P$ or $Q$, $t_i \in \mathbb{N}$ is a time offset, $r_i \in \mathbb{R}$ is a reward associated with state $s_i$, and $\cong$ is one of $<, \leq, =, \geq, >$. Because the $Q$ operator and the time offset can be replaced with a reward vector, we write “$\sum r_i \cdot P[D = s_i] \cong r$” as a representative syntax for the atomic propositions. Observe that this atomic proposition is a comparison between $r$ and the expected reward of a MRC $(S, M, \rho)$ with $\rho(s_i) = r_i$. We denote the set of all atomic propositions by $AP$.

**4.2. Semantics**

We first explain the semantics of iLTL informally, and then describe its formal semantics using satisfaction relations. For the informal semantics, we categorize the elements in three groups: atomic propositions, logical operators and temporal operators.

**An atomic proposition “$\sum r_i \cdot P[D = s_i] \cong r$” is true at time $t$ if and only if (iff) $\sum r_i \cdot P[D(t) = s_i] \cong r$. The value of $t$ is provided based on the interpretation of temporal operators.**

Note that by Equation (2), the truth value of $ap$ depends only on the time $t$ and the initial pmf $x(0)$.

The meaning of **logical operators** is as follows. $\neg \psi$ is true at $t$ if and only if $\psi$ is false at $t$; $\psi \land \phi$ is true at $t$ if and only if $\psi$ is true at $t$ and $\phi$ is true at $t$; and $\psi \lor \phi$ is true at $t$ if and only if $\psi$ is true at $t$ or $\phi$ is true at $t$. $\psi \rightarrow \phi$ is equivalent to $\neg \psi \lor \phi$ and $\psi \leftrightarrow \phi$ is equivalent to $(\psi \rightarrow \phi) \land (\phi \rightarrow \psi)$.

The meaning of **temporal operators** is as follows. $X \psi$ is true at $t$ if and only if $\psi$ is true at the next time step $t + 1$; $\square \psi$ is true at $t$ if and only if $\psi$ is true always from $t$; and $\Diamond \psi$ is true at $t$ if and only if $\psi$ eventually becomes true at some time $t' \geq t$. $\psi U \phi$ is true at $t$ if and only if $\psi$ is true before $\phi$ eventually becomes true, that is, there is a time $t' \geq t$ when $\phi$ is true and $\psi$ is true at $t'$ for $t \leq t' < t$. $\psi R \phi$ is true at $t$ if and only if $\phi$ holds up to and, including the first time, $(\geq t) \psi$ becomes true, but $\psi$ is not required to hold eventually. Note that the always ($\square$) and the eventually ($\Diamond$) operators can be written in terms of the until ($U$) and the release ($R$) operators: $\square \psi \equiv F R \psi$ and $\Diamond \psi \equiv T U \psi$.

Formally, the semantics of iLTL is defined by a binary satisfaction relation $\models \subseteq \mathcal{D} \times \psi$ and a ternary satisfaction relation $\models \subseteq \langle (\mathbb{N} \rightarrow [0, 1]^m) \times \mathbb{N} \times \psi \rangle$, where $\mathcal{D}$ is a DTMC and $\psi$ is an iLTL formula. For simplicity, we write $D \models \psi$ for $(D, \psi) \in \models$ and likewise $x, t \models \psi$ for $(x, t, \psi) \in \models$. Figure 4 defines the ternary satisfaction relation. This ternary relation concerns a single computation path; it states whether the pmf transitions given by the computation path $x$ satisfy the formula $\psi$ at time $t$. The binary satisfaction relation is as follows.

$$\psi ::= T \mid F \mid ap \mid (\psi) \mid \neg \psi \mid \psi \land \psi \mid \psi \lor \psi \mid \psi \rightarrow \psi \mid \psi \leftrightarrow \psi \mid X \psi \mid \square \psi \mid \Diamond \psi \mid \psi \cup \psi \mid \psi \cap \psi \mid \psi R \psi.$$ 

An atomic proposition $ap$ is an equality or inequality between expected rewards. For $S = \{s_1, \ldots, s_n\}$ and a DTMC $D = (S, M)$, the atomic propositions are defined as follows.

$$ap ::= r_1 \cdot P_{op}[D(t_1) = s_1] + \cdots + r_n \cdot P_{op}[D(t_n) = s_n] \cong r,$$
satisfaction relation concerns all computation paths; it tells whether all computation paths of $D$ satisfy the formula $\psi$ at time 0.

$$D \models \psi \iff x, 0 \models \psi \text{ for all computation path } x.$$  

Because $x(t)$ for $t \geq 0$ is determined solely by the initial pmf $x(0)$, the binary satisfaction relation expresses that $\psi$ is true for every initial pmf.

### 4.3. Euclidean Model Checking

We now sketch our algorithm to check iLTL formulas. Specifically, we explain how the iLTL model checking problem is converted to a feasibility checking problem and demonstrate the overall process with a simple example.

Given a DTMC $D$ and an iLTL formula $\psi$, Euclidean model checking is a process that determines whether $D \models \psi$. Also, if $D \not\models \psi$, the model checking process outputs a witness $x(0)$ such that $x, 0 \not\models \psi$. We now provide a brief sketch of the Euclidean model checking algorithm.

One of the key ideas of iLTL model checking algorithm is the search depth, that is, a time step from which the truth values of atomic propositions do not change. Hence, one can determine the truth value of the given iLTL formula instantly. As an example, let $a$ be an atomic proposition $"P[D = s_i] + P[D = s_j] \leq 0.5"$ with $P[D(\infty) = s_1] = 0.1$ and $P[D(\infty) = s_2] = 0.2$. Then, as $P[D(t) = s_1] + P[D(t) = s_2]$ converges to its limiting value 0.3, a moment will come when this sum never become larger than 0.5 regardless of its initial condition $0 \leq P[D(t) = s_i] \leq 1$ for $i = 1, 2$, and hence the value of $a$ remains at its limiting value, true. We compute an upper bound of such moment by finding a monotonically decreasing upper bound and a monotonically increasing lower bound of the LHS of $a$ that converge toward each other. Observe that once one of these bounds crosses the RHS of $a$, the value of $a$ does not change henceforth.

The model checking algorithm involves the following steps.

1. Build a Büchi automaton for the negated specification.
2. Find the search depth.
3. Using the search depth, find an accepting run of the Büchi automaton such that the conjunction of the atomic propositions in the run is feasible.

Note that in Step (3), the atomic propositions of different time steps are rewritten in terms of the initial pmf using Equation (2). Any feasible initial pmf is the counterexample that we are seeking. Interested readers should refer to Kwon and Agha [2011] for further details.

As a simple model checking example, let a DTMC $D$ be $([a, b], M)$, where $M = \begin{bmatrix} 0.5 & 0 \\ 0.5 & 1 \end{bmatrix}$. Suppose we have a specification $\psi$ of $10 \cdot P[D = b] < 2 \lor 10 \cdot P[D = b] < 3$. 

---
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Let $D$ be the DTMC defined in Figure 1 and let three inequalities be
\begin{align*}
a_1 & : P[D = s_1] + P[D = s_2] < 0.7, \\
a_2 & : P[D = s_1] + P[D = s_3] < 0.6, \\
a_3 & : P[D = s_2] + P[D = s_3] < 0.5.
\end{align*}

Then,
\begin{align*}
x, t \models a_1 & \iff [1, 1, 0] \cdot M^t \cdot x(0) < 0.7, \\
x, t \models a_2 & \iff [1, 0, 1] \cdot M^t \cdot x(0) < 0.6, \\
x, t \models a_3 & \iff [0, 1, 1] \cdot M^t \cdot x(0) < 0.5.
\end{align*}

The interiors of the solid edged triangles are the feasible regions of $x, t \models a_1 \land a_2 \land a_3$ in terms of the initial pmf, $x(0)$, for $t = 0, \ldots, 4$, where $x(0)_i = P[D(0) = s_i]$ for $i = 1, 2, 3$.

Figure 5 visualizes how the feasible regions of $a_1 \land a_2 \land a_3$ with respect to the DTMC model $D$ of Figure 1 are changing over time (only the first five steps are shown) in terms of the initial pmf $x(0)$. The feasible regions of $a_1 \land a_2 \land a_3$ at time $t$ in the coordinates of $x(t)_1, x(t)_2, x(t)_3$ are always like the smallest solid triangle of Figure 5. However, when they are transformed in the coordinates of $x(0)_1, x(0)_2, x(0)_3$, they are changing like the triangles in this figure. Observe that as the state trajectory $x$ converges to its unique limiting pmf $x(\infty)$, the (in)equalities become less and less dependent on the initial pmf $x(0)$. As a result, the edges of the triangle move infinitely away from the range of pmf (the dot dashed triangle). A search depth is an upper bound of the moment when all edges permanently leave the range of pmf. Let a specification $\phi$ be $\Box(\alpha_1 \land \alpha_2 \land \alpha_3)$, then $D \models \phi$ if and only if the intersection of the feasible regions $\bigcap_{i=0}^{sd} \{x(0) \in [0, 1]^3 : x, t \models a_1 \text{ and } x, t \models a_2 \text{ and } x, t \models a_3 \}$ is empty, where $sd$ is a search depth. In other words, if the intersection of these $sd + 2$ triangles is not empty, then any point in the intersection is a counterexample of $D \models \neg \phi$. In general, we are checking the feasibility of such interactions of constraints for each run of a Büchi automaton.

Observe that despite the uncountably large state space and the infinite length of computation paths, there are only a finite number of linear (in)equalities to check. Hence, we can find a feasible solution or declare its nonexistence up to the precision

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{A visualization of the iLTL model checking process. Feasible regions of $a_1 \land a_2 \land a_3$ for $t = 0, \ldots, 4$ in terms of the initial pmf, $x(0)$, are the interiors of the solid edged triangles.}
\end{figure}
of the numerical operations involved in the model checking algorithm.21 However, by solving the equations symbolically, the algorithm would guarantee correct results.

There are two main applications of Euclidean model checking. First, it quantitatively verifies whether the model satisfies the specification; if a specification is not satisfied, an initial pmf witnessing a violation of the specification will be found. The second use is to compute system parameters that can achieve a desired behavior ψ: specifically, let ψ be a desired system behavior, then any counterexample x for the negated specification ¬ψ would satisfy the desired behavior, that is, x, 0 ⊨ ψ. The initial state x(0) of the counterexample often contains important information about the system design.

One of the salient examples of the second usage is to find a scheme that probabilistically chooses an operation mode from a set of possible modes to achieve the desired goal. Observe that the Euclidean model checking process looks for an initial pmf whose trajectory would violate the specification. Thus, when a specification is violated, the counterexample contains information about how many portions of the nodes are in a particular pmf trajectory would violate the specification. Thus, when a specification is violated, the counterexample often contains important information about the system design.

22If we choose mode D(i) with probability α, then the rest of the initial probability 1 − α can be put at the noninteracting sink state f(i) so that the probability assigned to it does not affect the other states.

23Because the TDoA example of this article and the software reliability example in Kwon and Agha [2011] are both dealing with the reliability; methodologically they share some similarities. However, the model structure, the parameters, the source of errors, and the specifications of this article are carefully designed for the TDoA protocol.
eigenvalues of \( M \) such that \(|\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_S|\), then these conditions are as follows.

1. For all \( ap \), \( \sum r_i \cdot P[D(t_i) = s_i \} \not\equiv r \cdot \sum r_i \cdot P[D(\infty) = s_i \} \neq r \).
2. \( |\lambda_{m+1}| < 1 \).
3. \( M \) is diagonalizable.

Condition (1) prevents the transient oscillating modes\(^{24}\) of \( M \) from changing the truth value of the atomic propositions forever. This condition can be easily satisfied by slightly (e.g., less than the required accuracy) changing the atomic propositions. In practice, distinguishing the energy consumption level of 2.0 \( mJ \) and 2.000001 \( mJ \) may be meaningless in most measurement devices. Furthermore, the precision can be raised as necessary. Condition (2) ensures the existence of a unique limiting probability distribution. Although this is a commonly used assumption in the analysis of Markov processes, occasionally this condition is violated. However, in many cases, by adjusting the structure of the Markov process, (e.g., by merging multiple sink states into one), this condition can be satisfied. Regarding the last condition, matrices that are not diagonalizable are called defective matrices because they lack the full set of independent eigenvectors. Again, by slightly modifying the matrices, the lost eigenvectors can be regained [Strang 1988].

### 4.4. Performance Evaluation of a TDoA Protocol

We conclude this section with several performance evaluation metrics for the TDoA Markov chain model, as defined in Section 3.2.

An effective way to tune the performance metrics of the TDoA protocol is to change the filtering characteristics of the central node. In Figure 2, a good measurement can be accepted (the edge from state \( G \) to state \( S \)) or rejected (the edge from state \( G \) state to state \( I \)) depending on the filter. Similarly, a bad measurement can be accepted (the edge from state \( B \) to state \( F \)) or rejected (the edge from state \( B \) to state \( I \)). In general, using a stronger filter decreases the probability of false positives and increases the probability of false negatives. Thus, a stronger filter improves the reliability\(^{25}\) of the protocol at the cost of increasing the time required and the energy consumed because of the increased number of retrials required to achieve the improved reliability. Another practical concern of the TDoA protocol is that one cannot indefinitely wait until all measurements are completed. Instead, the measurement has to be stopped when a certain percentage of the measurements have been completed in order to satisfy timeliness requirements.

In this example, we find a probabilistic strategy that increases the reliability of the protocol above a certain level and limits the retrials and the energy consumption levels to within certain limits. Specifically, we choose the original filter \( (p_{FP} = 0.3, p_{FN} = 0.3) \) with probability \( \alpha \) and choose a strong filter \( (p_{FP} = 0.2, p_{FN} = 0.4) \) with probability \( 1 - \alpha \) and check the reported measurement using the chosen filter. We find probability \( \alpha \) through Euclidean model checking from a counterexample of the negated goal. The desired performance metrics for the system are as follows.

1. The reliability of the protocol is larger than 0.72, and at least 70% of the measurements are successful when the measurements are 85% complete.
2. The expected total number of trials is less than 4.5, and 85% of the measurements use less than four trials on average.

---

\(^{24}\)These modes correspond to complex eigenvalues whose absolute values are less than 1. Their imaginary parts are canceled by the modes corresponding to their complex conjugates. Also, because their absolute values are less than 1, they tend to 0 as the time proceeds.

\(^{25}\)In this example, we define the reliability as the probability of accepting a good measurement.
The expected total energy consumption is less than 28 units, 85% of the measurements use less than 25 units of energy, and the expected energy consumption during a sampling period never exceeds 1.8 units.

Let us begin the specification with a description about the probabilistic choices between the original system $D^1 = (S, M^1)$ and the system with the strong filter $D^2 = (S, M^2)$. Suppose that the probabilistic scheme is to choose the original filter with probability $1 - \alpha$ and the strong filter with probability $\alpha$. As explained in the previous section, we can write a specification, similar to the preconditions of Equation (3), as

$$\psi_{init} = (P[D^1 = I] + P[D^2 = I] = 1) \land (P[D^1 = I] + P[D^1 = F] = 1)$$

$$\land (P[D^2 = I] + P[D^2 = F] = 1),$$

and let the model checker find $\alpha$. Unfortunately, this specification violates the first completeness condition, because $P[D^1(\infty) = I] + P[D^2(\infty) = F] = 1$ for $k = 1, 2$. To address this problem, we extended the DTMCs with state $J$, as in Figure 2, a noninteracting state that is sunk directly into state $F$ with probability 1. That is, $D^k = (S', M^{k'}')$ for $k = 1, 2$, where $S' = \{I, M, G, B, S, F, RI, RM, RR, J\}$ and $M^{k'}_{i,j} = M^{k}_{i,j}$ for $1 \leq i, j \leq 5$ and $M^{k'}_{6,10} = 1$, and $M^{k'}_{i,6} = 0$ in other cases. With the extended DTMCs, the specification about the initial condition is

$$\psi_{init} : (P[D^1 = I] + P[D^2 = I] = 1) \land (P[D^1 = I] + P[D^1 = J] = 1)$$

$$\land (P[D^2 = I] + P[D^2 = J] = 1).$$

Next, we model the reliability condition. It specifies the overall reliability and the reliability when 85% of the measurements are complete. The overall reliability can be simply written as $\psi_{r-limit} : Q[D^1 = S] + Q[D^2 = S] > 0.72$. That is, if $x, 0 \models \psi_{r-limit}$, then $\sum_{t=0}^{\infty} x(r)_5 + x(r)_15 > 0.72$. To specify the second reliability condition, let us first specify the 85% complete condition as $\psi_{85} : P[D^1 = F] + P[D^2 = F] \geq 0.85$. The reason the RHS of $\psi_{85}$ is 1.85 instead of 0.85 is that the initial probabilities in state $J$ are 1. The condition that at least 70% of the measured distances are good measurements can be written as $\psi_{r-85} : Q[D^1 = S] + Q[D^2 = S] < 0.125$. This means that if $x, t \models \psi_{r-85}$, then $\sum_{r=0}^{\infty} x(r)_5 + x(r)_15 < 0.125$. Thus, if also $x, 0 \models \psi_{r-limit}$, then $\sum_{r=0}^{t-1} x(r)_5 + x(r)_15 > 0.595$, meaning that more than 70% of the measurements (0.595 out of 0.85) are good measurements. With $\psi_{85}$ and $\psi_{r-85}$, the second condition can be specified as $\neg \psi_{85} \cup \psi_{r-85}$. That is, until the remaining reliability gain becomes less than 0.125, the measurement is not complete more than 85%. To summarize, the reliability condition can be written as

$$\psi_r : \psi_{r-limit} \land (\neg \psi_{85} \cup \psi_{r-85}).$$

Let us turn to the condition about the expected number of trials. It states that the total expected number of trials is less than 4.5 and that the 85% complete condition can be reached before the fourth trial. The condition about the total expected number of trials can be specified as $\psi_{t-limit} : Q[D^1 = I] + Q[D^2 = I] < 4.5$. For the second condition, let us define an atomic proposition $\psi_{t-85} : Q[D^1 = I] + Q[D^2 = I] > 0.5$. Now, suppose that $x, 0 \models \psi_{t-limit}$ and $x, t \models \psi_{t-85}$ at some time $t$. Then $\sum_{k=0}^{t-1} x(k)_1 + x(k)_11 < 4$. In other words, the expected number of trials up to $t - 1$ is less than four.
Because this should occur before the measurement is 85% complete, this condition can be expressed as $\psi_{85} \land \psi_{\leq 85}$. In other words, before the measurement is 85% complete, the number of trials is less than four. Thus, the conditions about the number of trials can be expressed as

$$\psi_t : \psi_t \land \text{limit} \land (\psi_{85} \land \psi_{\leq 85}).$$

Finally, the condition about the expected energy consumption has three subconditions: (1) the total expected energy consumption to finish the measurement is less than 28 units of energy; (2) the expected energy consumption until 85% of the measurement is complete is less than 25 units; and (3) the energy consumption level during a sampling is always less than 1.8 units. The first two conditions can be expressed similarly, as in the previous specification of the number of trials. To simplify the descriptions, let us define an auxiliary function: $e : \{P, Q\} \times \{D^{(1)}, D^{(2)}\} \rightarrow \mathbb{R}$ such that $e(P_{op}, D) = P_{op}[D = I] + 3 \cdot P_{op}[D = M] + P_{op}[D = G] + P_{op}[D = B]$, where $P_{op} \in \{P, Q\}$.

Let two atomic propositions $\psi_{e\text{-limit}}$ and $\psi_{e<85}$ be $\psi_{e\text{-limit}} : e(Q, D^{(1)}) + e(Q, D^{(2)}) < 28$ and $\psi_{e<85} : e(Q, D^{(1)}) + e(Q, D^{(2)}) > 28$ and $\psi_{e\text{-sample}} : e(P, D^{(1)}) + e(P, D^{(2)}) < 1.8$. Thus, requirements for the expected energy consumption can be specified as

$$\psi_e : \psi_{e\text{-limit}} \land (\psi_{85} \land \psi_{e<85}) \land \psi_{e\text{-sample}}.$$

Now, with all subconditions specified, we can write an iLTL formula whose counterexample, if it exists, tells us the probability for choosing the strong filter. Combining the subspecifications together, we can build an iLTL formula

$$\psi : \psi_{init} \rightarrow \neg(\psi_r \land \psi_t \land \psi_e).$$

Observe that any counterexample $x$ that violates $\psi$ satisfies the original requirements. That is, $x, 0 \models \psi_{init} \land \psi_r \land \psi_t \land \psi_e$. Model checking $\psi$ shows that $D^{(1)} + D^{(2)} \not\models \psi$ with a counterexample of $P[D^{(1)}(0) = I] = P[D^{(2)}(0) = J] = 0.6003$, $P[D^{(2)}(0) = I] = P[D^{(2)}(0) = J] = 0.3997$, and zeros for the other states. That is, if we randomly choose the original filter at 60.03% of the time and the strong filter at 39.97% of the time, then the conditions $\psi_r, \psi_t, \text{and} \psi_e, \text{are all satisfied.}$

Figure 6 shows the transitions of the expected rewards beginning from the initial state found from the model checking. In this figure, the vertical-axis for the dashed lines is on the left, for the solid lines on the right-hand side of the graphs. The solid line of the first graph is the sum of the probabilities that $D^{(1)}$ and $D^{(2)}$ are in $F$ state. The jump at Step 0 is due to the remaining probabilities initially put in state $J$. From this graph, we see that the measurement is 85% complete at Step 48. The dashed line shows the expected number of trials. This count converges to a number below 4.5 and is less than 4 at Step 48. The second graph shows how the probability of success changes. It converges to a value larger than 0.72 and is larger than 0.595 at Step 48. The expected energy consumption levels are plotted in the last graph. It shows that the total accumulated energy consumption (solid line) is less than 28 units and is less than 25 units when the measurement is 85% complete. The dashed line confirms that the expected energy consumption during a sampling period never exceeds 1.8 units.

5. SYSTEM MODEL ESTIMATION

To make the performance evaluation results reflect the behaviors of a real system accurately, the mathematical model used in the performance evaluation must adequately reflect the parameters of the real system. In this section, we present a DTMC parameter estimation method from the samples of a real system so that performance evaluation
can be performed on a realistic model. We propose a Markov transition matrix estimation method based on quadratic programming (QP) [Luenberger 1989]. We also develop a statistical test that can reject estimated models which do not represent the behavior of a real system.

5.1. DTMC Model Estimation

A typical WSN comprises a large number of nodes, which makes the fractions of the nodes in certain states an accurate estimation of the global state as represented by a pmf. In this section, we find the state transition dynamics of the system from a sampled series of the pmf estimations. Note that the memoryless property of DTMCs ensures that the current pmf estimate depends only on its immediate past. Thus, the probability transition matrix we are seeking is the one that can optimally match every pair of consecutive pmf estimates.

Let $\hat{D} = (S, \hat{M})$ be the true DTMC of a system, then like the standard system identification techniques, we compute an estimated DTMC $\hat{D} = (S, \hat{M})$ such that $\hat{M}$ minimizes the squared sum of differences between the sampled pmf $\bar{x}(t+1)$ and the predicted pmf $\hat{x}(t+1)$ given $\bar{x}(t)$. We estimate the probability $\bar{x}(t+1|s_i) = P[D(t) = s_i]$ as the fraction of the number of nodes in $s_i$ state over the total number of nodes $n$.

Let $\mathbf{P} \in \mathbb{R}^{m \times n}$ be a matrix of the point estimates such that $P_{ij} = \bar{x}_j(t)$, where $m$ is the number of pmf samples and $n$ is the number of states. We estimate a Markov matrix $\hat{M} \in \mathbb{R}^{n \times n}$ such that it minimizes the Euclidean distances between a sampled pmf $\bar{x}(t+1)$ and a one-step predicted pmf $\hat{x}(t+1)$ given $\bar{x}(t)$, which is $\hat{M} \cdot \bar{x}(t)$.

$$E = \min_{\hat{M}} \sum_{t=0}^{m-2} |\bar{x}(t+1) - \hat{M} \cdot \bar{x}(t)|^2.$$ 

27In the sense that it minimizes an error function.
Let $\mathbf{P}_e$ and $\mathbf{P}_f$ be the submatrices of $\mathbf{P}$ with the first and the last $m-1$ rows respectively. Then, from the conditions $-\frac{\partial E}{\partial \hat{\mathbf{M}}_{ij}} = 0$ for $i, j = 1, \ldots, n$, the matrix $\hat{\mathbf{M}}$ that minimizes $E$ is

$$\hat{\mathbf{M}} = (\mathbf{P}_e^T \cdot \mathbf{P}_c)^{-1} \cdot \mathbf{P}_e^T \cdot \mathbf{P}_f.$$

However, to be a Markov matrix, $\hat{\mathbf{M}}$ should satisfy the constraints that (1) $0 \leq \hat{\mathbf{M}}_{ij} \leq 1$ for all $1 \leq i, j \leq n$ and (2) $\sum_{i=1}^{n} \hat{\mathbf{M}}_{ij} = 1$ for all $1 \leq j \leq n$. As a relatively straightforward solution, we minimize $E$ subject to these constraints by quadratic programming [Luenberger 1989]. That is, $\hat{\mathbf{M}}$ can be obtained by

$$z = \arg\min \left( \frac{1}{2} \cdot z^T \cdot \mathbf{H}^T \cdot \mathbf{H} \cdot z - f^T \cdot \mathbf{H} \cdot z \right)$$

subject to $A \cdot z \leq b$ and $C \cdot z = d$,

where

$$z \in \mathbb{R}^{n^2 \times 1} = \left[ \begin{array}{c} \mathbf{M}_{11}^T, \ldots, \mathbf{M}_{n1}^T \end{array} \right]^T,$$

$$A \in \mathbb{R}^{2n^2 \times n^2} = \left[ \begin{array}{c} \mathbf{I}_{11}^T, \ldots, \mathbf{I}_{n1}^T \end{array} \right]^T,$$

$$b \in \mathbb{R}^{2n^2 \times 1} = \left[ \begin{array}{c} \mathbf{1}_{1 \times n^2}, 0_{1 \times n^2} \end{array} \right]^T,$$

$$H \in \mathbb{R}^{(m-1) \times n^2} = \left[ \begin{array}{c} \mathbf{P}_e \cdot 0 \cdot \mathbf{P}_c \end{array} \right]^T,$$

$$f \in \mathbb{R}^{(m-1) \times 1} = \left[ \begin{array}{c} \mathbf{P}_f^T \cdot \mathbf{I}_{f \times 1}, \ldots, \mathbf{P}_f^T \cdot \mathbf{P}_e \end{array} \right]^T,$$

$$C \in \mathbb{R}^{n^2 \times n^2} = \left[ \begin{array}{c} \mathbf{1}_{1 \times n^2} \end{array} \right],$$

$$d \in \mathbb{R}^{n^2 \times 1} = \mathbf{1}_{n \times 1},$$

where $\mathbf{I}_n \in \mathbb{R}^{n \times n}$ is an identity matrix, $\mathbf{I}_{n,m} \in \mathbb{R}^{n \times m}$ is a matrix of ones, $0_{m,n} \in \mathbb{R}^{m \times n}$ is a matrix of zeros, and $\mathbf{M}_{ai}$ and $\mathbf{P}_{f,ai}$ are the $i$th columns of $\hat{\mathbf{M}}$ and $\mathbf{P}_f$.

It is known that if the $\mathbf{Q}$ matrix (corresponding to $\mathbf{H}^T \cdot \mathbf{H}$) of $\mathbf{QP}$ is positive semidefinite, $\mathbf{QP}$ becomes a convex optimization problem, and the computational complexity of $\mathbf{QP}$ becomes polynomial if $\mathbf{Q}$ is positive definite when the ellipsoid method [Khachiyan 1979] is used. However, if $\mathbf{Q}$ is indefinite or has at least one negative eigenvalue, its computational complexity becomes NP-hard [Pardalos and Vavasis 1991]. In the preceding estimation algorithm, because $\mathbf{H}^T \cdot \mathbf{H}$ is at least positive semidefinite, the estimation problem is a convex optimization problem. Furthermore, if $\mathbf{P}_c$ has full rank, then $\mathbf{H}^T \cdot \mathbf{H}$ becomes positive definite and the problem can be solved in polynomial time. Observe that when enough samples are collected, if random noise is present in the sample, it is likely that $\mathbf{P}_v$ will have the full rank even though the matrix corresponding to the true pmf samples does not.

When estimating the probability transition matrix, we assume that (1) the states of the DTMC model are already known and (2) the underlying systems are identical. Regarding the first assumption, there are different intuitive choices of the states that work well. Some possible choices are the states of a protocol, the modules of a program, or the process states of a running application. Depending on which choice is made, different types of analysis can be performed. With respect to Assumption (2), the interpretation of the term underlying systems is not as restrictive as it may seem: we do not necessarily refer to individual sensor nodes or to the applications running on them. As can be seen in the TDoA protocol in Section 3.2, the underlying system may involve several processes running on different nodes. Moreover, the identicalness does

---

28 Suppose that $\mathbf{H}^T \cdot \mathbf{H} \cdot \mathbf{v} = \lambda \cdot \mathbf{v}$, then $\mathbf{v}^T \cdot \mathbf{H}^T \cdot \mathbf{H} \cdot \mathbf{v} = (\mathbf{H} \cdot \mathbf{v})^T \cdot (\mathbf{H} \cdot \mathbf{v}) = \lambda \cdot (\mathbf{H} \cdot \mathbf{v})^T \cdot (\mathbf{H} \cdot \mathbf{v}) \geq 0$ and $\mathbf{v}^T \cdot \mathbf{v} \geq 0$, $\lambda \geq 0$.

29 If $\mathbf{P}_c$ is full rank, because the columns of $\mathbf{P}_c$ are independent, $\mathbf{P}_c \cdot \mathbf{v} \neq 0$ and $\mathbf{P}_c \cdot \mathbf{v} \neq 0$ unless $\mathbf{v} = 0$. Thus, if $\mathbf{P}_c$ is full rank, 0 is not an eigenvalue of $\mathbf{H}^T \cdot \mathbf{H}$.
not mean that all the nodes are running the same task at the same time; it means that the runs of the processes, possibly at different times, are identically generated. For example, the TDoA protocol may run several times between different sets of nodes while other nodes are running other tasks. When the samples of the runs are collected, our assumption is that they were generated by identical stochastic processes.

Our proposed estimation method does not work when the constituent processes are not identical. For example, when different operation modes are present in a WSN, the set of states may need to be extended. A common situation is that the nodes on the edge of a WSN behave differently than the nodes inside a WSN. One solution for estimating these multimode systems is to estimate separate DTMCs for different modes and combine them together, for example, using the Kronecker operators or SAN [Langville and Stewart 2004; Lam et al. 2004]. However, in general, identifying the hidden modes could be a complicated process. In the next section, we propose a statistical test method that could reject the incorrectly estimated DTMCs.

A $p$th-order DTMC is a Markov chain whose current state depends on its past $p$ states. That is, $P[D(k) = s_k | D(k-1) = s_{k-1}, \ldots, D(0) = s_0] = P[D(k) = s_k | D(k-1) = s_{k-1}, \ldots, D(k-p) = s_{k-p}]$. With a little modification, the proposed estimation method can also be applied to high-order DTMCs. First, the set of system states needs to be extended to its $p$ cross products. For example, the extended states of a second-order DTMC with two states $a$ and $b$ are $(a, a)$, $(a, b)$, $(b, a)$, and $(b, b)$. The sample matrix $P$ can be easily reconstructed according to the new definition of the states. Second, there are constraints about prohibited state transitions. For example, in the second-order DTMC example, state transitions like $(a, a) \rightarrow (b, b)$ or $(a, a) \rightarrow (b, a)$ are prohibited: $a$ should appear in the past state of the new states. This restriction can be easily enforced by simply removing these elements from the $z$ vector (they are zeros in $M$) and adjusting the other matrices accordingly.

5.2. DTMC Test Method for Estimated DTMCs

The Markov chain estimation method of the previous section always finds a probability transition matrix that optimally matches the transitions of two consecutive samples of pmfs. However, we still do not know whether the optimal model can accurately represent the real system. In this section, we propose a statistical test method for the estimated model. This test method statistically rejects the estimated model with a given level of confidence if the sequence of pmf samples does not agree with the model.

For this test, we first build a null hypothesis $H_0$: the system is a DTMC whose probability transition matrix is the same as the estimated matrix, and an alternative hypothesis $H_a$: the system is not a DTMC or the estimated probability transition matrix is different from the real matrix. Using these hypotheses, the outline of the proposed DTMC test procedure is as follows. (1) Under $H_0$, the sampled pmfs $\hat{x}(t)$ can be accepted or rejected by the $\chi^2$ test with the predicted pmfs $\tilde{M} \cdot \hat{x}(t-1)$ and a significance level $\beta$, and (2) if there is a $\beta$ by which the number of rejected samples is too high for a given significance level $\alpha$, we reject $H_0$ and accept $H_a$; otherwise we accept $H_0$.

Let $Y_i(t)$ and $K_i(t)$ be random variables (rvs) defined as

$$Y_i(t) = \begin{cases} 1 & \text{if } D(t) = s_i \\ 0 & \text{otherwise} \end{cases}, \quad K_i(t) = \sum_{j=1}^{ns} Y_i^{(j)}(t).$$

This hypothesis is rather strong and it may be possible to further relieve it as an $\epsilon$–approximation of the estimated matrix with respect to a matrix norm, such as the Frobenius norm.
where \( Y^{(j)}_i(t) \) for \( j = 1, \ldots, ns \) are independent and identically distributed (iid) rvs whose distributions are identical to \( Y_i(t) \). Then, \( K_i(t) \), representing the number of nodes in \( s_i \) state, has a binomial distribution: \( P[K_i(t) \leq n] = \text{Bin} \left(n, ns, \bar{x}(t)_i\right) \), where \( \text{Bin}(n, m, p) = \sum_{i=0}^{n} \binom{n}{i} \cdot p^i \cdot (1 - p)^{n-i} \).

A point estimator \( q(t) \), known as Pearson’s test statistic, and its point estimate \( \bar{q}(t) \) is as follows.

\[
q(t) = \sum_{i=1}^{n} \frac{(K_i(t) - ns \cdot \bar{x}(t)_i)^2}{ns \cdot \bar{x}(t)_i}, \quad \bar{q}(t) = \sum_{i=1}^{n} \frac{(ns \cdot \bar{x}(t)_i - ns \cdot \hat{x}(t)_i)^2}{ns \cdot \bar{x}(t)_i}.
\]

It is well known that the rv \( q(t) \) has a \( \chi^2 \) distribution with \( n - 1 \) degrees of freedom\(^\text{31}\) [Papoulis 1991]. Thus, for a significance level \( \beta \), we reject the sample \( \bar{x}(t) \) if \( \bar{q}(t) \) is in the critical region of \( q(t) \). In other words, let \( \chi^2_\beta \) be the value of \( y \) when \( \chi^2(y) = z \), then we reject \( \bar{x}(t) \) with the probability of the type-I error \( \beta \) when \( \bar{q}(t) \geq \chi^2_{1-\beta} \).

In order to bring the whole \( m \) samples into the consideration, we define another rv \( B_\beta \) an estimator for the number of rejected samples—as follows.

\[
B_\beta = \sum_{t=1}^{m} \delta_{\chi^2_{1-\beta}}(q(t)) \quad \text{, where } \delta_x(x) = \begin{cases} 1 & \text{if } x \geq \theta; \\ 0 & \text{otherwise.} \end{cases}
\]

Observe that \( \mathbb{E}[\delta_{\chi^2_{1-\beta}}(q(t))] = P(q(t) > \chi^2_{1-\beta}) = \beta \), that is, the probability that a sample \( \bar{x}(t) \) is erroneously rejected. Because there are \( m - 1 \) samples, \( B_\beta \) has a binomial distribution of order \( m - 1 \) and probability \( \beta \). Let its point estimate \( \hat{B}_\beta \) for the number of rejected samples be \( \hat{B}_\beta = \sum_{t=1}^{m-1} \delta_{\chi^2_{1-\beta}}(\bar{q}(t)) \). Then, given a significance level \( \alpha \), we reject the hypothesis \( H_0 \) and take \( H_\alpha \) if and only if \( \text{Bin}(\hat{B}_\beta, m - 1, \beta) \geq 1 - \alpha \) for some \( \beta \in (0, 1) \).

One difficulty here is that \( \beta \) is a real number which we cannot enumerate. However, because \( \hat{B}_\beta \) takes only finite number of values, \( 0 \cdots m - 1 \), we can still perform the DTMC test. For all \( k \in \{1, \ldots, m - 2\} \), let \( \beta_k \) be the least upper bound of the significance level for the \( \chi^2 \) test such that \( H_0 \) is still acceptable with a significance level \( \alpha \) when \( k \) samples are rejected. That is, \( \beta_k = \sup(\beta : \text{Bin}(k, m - 1, \beta) < 1 - \alpha) \). The two extreme cases are \( k = 0 \), meaning no samples are rejected, and \( k = m - 1 \), meaning all samples are rejected. These are trivially true because the significance levels in these cases are, respectively, 1 and 0. Now we check if there is a \( k \in \{1, \ldots, m - 2\} \) such that the \( \chi^2 \) test rejects more than \( k \) samples with a significance level \( \beta_k \). In other words, we accept \( H_0 \) if and only if \( |\{t : \bar{q}(t) \geq \chi^2_{1-\beta_k}\}| \leq k \) for \( k = 1, \ldots, m - 2 \).

6. EXPERIMENTS

Now we demonstrate the usefulness of our performance evaluation framework by analyzing performance metrics of a real WSN consisting of 90 nodes. We estimate a DTMC from the samples of the WSN and statistically test the validity of the estimated model. Against the estimated model, we systematically check the performance of the system through Euclidean model checking. Our experimental platform comprises 90 Mica-2 motes.

Each mote has an ATmega 128L low-power 8-bit CPU running at 8MHz clock speed, 4KByte of SRAM, 128KByte of program flash, and 512KByte of serial flash memory.

\(^{31}\) In this section, we omit the degrees of freedom term in the \( \chi^2 \) distribution to simplify the notation. That is, \( \chi^2 \) means \( \chi^2 \) with \( n - 1 \) degrees of freedom.
Although a mote has relatively large serial flash memory, this memory is slow, especially for write operations. Mica-2 is also equipped with a CC1000 radio transceiver. At the lower-level communication layer, Manchester encoding is used, and we can achieve a theoretical throughput of 38.4Kbps. In order to save energy, an application can go to sleep mode. The amount of energy spent in various modes is summarized in Table II.32

TinyOS is an operating system running on Mica-2 nodes.33 When developing an application, TinyOS provides a programming framework and library functions to support I/O operations. TinyOS is linked with application codes and loaded on Mica-2 nodes. TinyOS has three different program blocks: I/O operations are made by calling a command block; the result of an I/O operation can be passed to an application through an event block in the form of a signal; and application programs that run for a long time should be written in a task block. TinyOS schedules tasks by managing a queue of nonpreemptable task blocks. Thus, spin-looping in a task block will block all operations of TinyOS.

6.1. Application Scenario and Program

We implemented the program in Figure 7. This application program samples a microphone and stores the results in a buffer (sampling code is not shown). Whenever the run task is scheduled, it computes a Fourier transform coefficient of the mic sample to detect the buzzer. After the coefficient is computed, in order to reduce collisions, the application sends the result to a base station with probability 0.05. To make the experiment more realistic, we created a dummy task which simulates other applications running on the same node. We track the states of a process by recording them in the variable state. A timer interrupt routine is called at every 1/256 sec34 and samples the state variable. The state sample data is recorded on the SRAM because the serial flash is too slow and would affect the sampling. Considering the small SRAM size, we compress the sample data by a run length encoding algorithm [Sedgewick 1990].

As one can see from the $\hat{M}$ matrix (next section), when a process is in the Wait state, it remains in this state with 95% probability, which gives a high compression ratio to the encoding algorithm. Note that as the sampling speed increases so does the probability that a process remains in its current state. That means, the run length encoding algorithm performs better with high-frequency sampling. For this experiment, we configure every node within a radio communication range of a base station. Because we do not need multihop message forwarding, we turn off the radio communication channel except when a node is sending a message. This saves energy which might otherwise be consumed by unnecessary messages.

---

33TingOS. http://thingos.net.
34It is about 1/4th of the maximum sampling rate. We did not choose the maximum sampling rate in order to not affect the system characteristics.
Fig. 7. Abbreviated experimental program. The state variable keeps track of the state of the system. There is a timer interrupt routine that samples the state value at a regular interval.

6.2. DTMC Estimation

The 90 nodes were programmed identically except for their IDs; the IDs are used as seed values for a random number generator. All nodes are initially time synchronized by a start message from a base station; on receiving the start message, each node starts executing the code of Figure 7. The state of a process is sampled and compressed at the rate of 256 times per sec. We connected the sampling routine directly to a timer interrupt so that sampling accuracy is not compromised by the task scheduling of TinyOS. The sample data is retrieved from each node one by one. We aligned the 90 sequences of samples so that they begin at the same time and compute a sequence of estimated pmfs.

The solid lines of Figure 8 show the transitions of a sampled probability distribution. The jitters in this figure are due to the small sample population size. From this sequence of pmf estimations, we estimate a DTMC $\hat{A} = (S, \hat{M})$, where $S = \{\text{Ready}, \text{Run}, \text{Wait}\}$ and

$$\hat{M} = \begin{bmatrix}
0.4691 & 0.7383 & 0.0435 \\
0.4827 & 0.2455 & 0.0000 \\
0.0482 & 0.0162 & 0.9565
\end{bmatrix}.$$  

The dashed lines of Figure 8 show pmf transitions of the estimated DTMC $\hat{A}$. We plotted the estimated pmf transition graphs starting from the initial sample pmf. We applied the DTMC test method of Section 5 to the estimated DTMC $\hat{A}$ and the pmf samples. Our estimated model passed the test with a significance level of $p < 0.05$.

6.3. Performance Evaluation

We developed a model checking tool called iLTLChecker that implements our Euclidean model checking algorithm [Kwon and Agha 2005]. It takes a text description about a list of DTMC models and an iLTL specification and checks if the model satisfies the specification. A list of initial pmfs corresponding to each individual DTMC is printed out as a counterexample when the model does not satisfy the specification. In order to prevent users from waiting indefinitely for the model checking results, the checker computes and notifies a search depth before the main model checking process begins. Specific implementation details about iLTLChecker are as follows: a scanner and a parser generator for the text input processing are generated from a Lex and a Yacc tools;
the LAPACK library is imported to compute the matrix diagonalization; and a simplex method that can handle equality and strict and nonstrict inequality constraints is implemented in the C language. The checker builds a Büchi automaton for the negated specification and traverses the automaton in a depth first search manner. It tries to find a run of length of the search depth while checking the feasibility of the (in)equalities collected along the run on each step.

Figure 9 shows an iLTLChecker description for this experiment. In the description, any contents from # to the end of the line are considered as comments and are ignored. The description has two main blocks of a model description block that begins with a model: tag and a specification block that begins with a specification: tag. The description can also have an optional identifier definition block that begins with a var: tag. In the model description block, a multiple DTMC model is defined as a ',' separated list of DTMCs, where each DTMC has a name, a set of states, and a probability transition matrix. In the specification block, an optional list of atomic propositions is defined first. Each atomic proposition is an equality or inequality about expected rewards of the DTMCs defined in the model description block. Finally, using atomic propositions, an iLTL specification ends the description.

In Figure 9, we define three DTMCs: A for normal mode, B for slow mode, and C for combined mode. A is the model we estimated from the real system in the previous section. The states Re, Ru, and Wa stand for the Ready, Run, and Wait states. B is a computed model obtained from A by reducing the probabilities from the Ready state to the other states by half. That is, this task yields more to the other tasks. From this change we can expect that B itself will consume less energy. \[^{35}\] C is a combined system of A and B such that during the Run state, the task can change its mode to the normal mode with probability toA or to the slow mode with probability toB (= 1 − toA). The states Rea, Rua, and Waa are Ready, Run, and Wait states of the normal mode, and the states Reb, RUB, and WAB are the corresponding states of the slow mode.

\[^{35}\] While a task is in Ready state, other tasks are running. Thus, the energy consumption in this state is not due to this task.
In this experiment, we assume that when an interesting event has occurred, the process switches its mode to the normal mode by setting $toA = 1$, and later, when the alert period is over, it switches back to its usual operation mode—the slow mode ($toA = 0$) or the combined mode ($0 < toA < 1$).
The specification block begins with the definitions of the atomic propositions to be used in the specification. First, we define the availability of a process, say X, as the probability that the process is in Run state: $P[X = \text{Run}]$. From Table II, the expected energy consumption values are 33 (mA) in Wait state (25 for the radio + 8 for the processor), 8 (mA) in Run state, and zero in Ready state, as the energy is consumed by other tasks. Thus, the expected energy consumption during a sampling period is proportional to $8 \cdot P[X = \text{Run}] + 33 \cdot P[X = \text{Wait}]$. Finally, to evaluate the delay in the mode switches, we define two atomic propositions about the initial conditions that (1) all tasks are in the normal mode $P[C = \text{Rea}] + P[C = \text{Rua}] + P[C = \text{Waa}] = 1$, and (2) all tasks are in the slow mode $P[C = \text{Reb}] + P[C = \text{Rub}] + P[C = \text{Wab}] = 1$.

As a first performance evaluation example, we find the availability in the steady state. This can be done by a binary search guided by the model checking results. The first specification of Figure 9, $\square \neg (aa1 \land ao2)$, specifies that the availability of $A$ is not in the range (0.214, 0.215) in the steady state ($\square \square$). The model checking result is false. Thus, as a next step, we examine the interval (0.214, 0.2145) and so on. In general, model checking finishes early when the result is false, because once the checker finds a counterexample, it can skip the rest of the search space. Therefore, if the checking does not finish fast enough, one can switch the interval or remove the negation operator. The actual model checking result of the specification is as follows:

```
Depth: 84
Result: F
counterexample:
  pmf(A(0)): [ 0.335 0.214 0.451 ]
  pmf(B(0)): [ 1.000 0.000 0.000 ]
  pmf(C(0)): [ 1.000 0.000 0.000 0.000 0.000 0.000 ].
```

In the result, the first line `Depth: 84` shows the search depth, that is, the maximum number of time steps `iLTLChecker` needs to search to determine the result. Because `iLTLChecker` prints this value before actual search begins, we can modify the specification if this value is too large. The second line `Result: F` means that the multiple DTMC model is not a model of the specification, and the last three lines are the counterexample: the initial pmfs for $A$, $B$, and $C$. Similarly, from the second specification (#2 of Figure 9), the steady state availability of $B$ is in [0.160, 0.161]. As expected, the availability is reduced in the slow mode. We further compute the expected energy consumption levels of the two modes in the steady state by the third and the fourth specifications (#3 and #4 of Figure 9). These values are 16.592 (mA) for $A$ and 12.430 (mA) for $B$.

As a second set of examples, we examine several time bounds for the mode switches. First, we compute the maximum delay to switch from the slow mode to the combined mode, whose availability is larger than 0.2. That is, we find the maximum lower bound $t$ such that $\forall t' \geq t . P[C(t') = \text{Rua}] + P[C(t') = \text{Rub}] > 0.2$ with toA = 1. The precondition that all tasks are in the slow mode can be written as $P[C(0) = \text{Reb}] + P[C(0) = \text{Rub}] + P[C(0) = \text{Wab}] = 1$. Observe that this constraint forms a surface in the space of initial pmfs and the mode transition time depends on each point on the surface. The time bound can be found by the binary search on $ta$ based on the model checking results for $b \rightarrow \square ta$ (#5 of Figure 9). In the specification, the always operator $\square$ and the time offset $ta$ in $ta$ are used to specify “from $ta$ onward $ta$ is true”. After several trials, we found that the longest mode transition time is 37 steps (148 ms). The first graph of Figure 10 shows the availability (solid line) and the energy consumption level (dashed line).

---

36Only the processes in Run state can handle events reliably: in Wait state, the high-priority radio will block low-priority events, and in Ready state, event handling depends on the other processes running at the moment.
Fig. 10. The availability and the expected energy consumption level changes during mode switches.

(line) changes during this mode switch from the counterexample when we set \(ta\) to 36. In the graph, availability becomes greater than 0.2 from Step 37 onward. Also, the availability and the energy consumption level converge to their normal mode limiting values: 0.214 and 16.592 (mA), as we computed in the first set of examples.

Similarly, we computed the longest mode switching time from the normal mode to a combined mode that consumes less than 12.5 (mA) of energy. That is, we find the maximum lower bound \(t\) such that \(\forall t' \geq t \cdot 8 \cdot P[C(t') = Rua] + 33 \cdot P[C(t') = Waa] + 8 \cdot P[C(t') = Wab] + 33 \cdot P[C(t') = Wab] < 12.5\) with \(taB=1\). From the binary search based on \(a \rightarrow \square tob\) (#6 of Figure 9), we found that the time bound is 99 steps (387 ms). To check the availability change, we plot the energy consumption level changes from a counterexample when we set \(tb\) to 98. The second graph of Figure 10 shows the availability (solid line) and the energy consumption level (dashed line) changes from the counterexample. The graph shows that the energy consumption level remains under 12.5 (mA) from Step 99 onward. Again, the availability and the energy consumption level converge to their slow mode limiting values: 0.161 and 12.430 (mA).

As a final example, we determine the design parameter \(toA\) such that (1) in any state, the availability can be increased to 0.18 in 38 steps (148 ms), and (2) the energy consumption level in the steady state is less than 15 (mA). The design parameter \(toA\) can be searched with specifications (1) \(\square ac\) for the availability and (2) \(\square \neg ec\) for the steady state energy consumption level (#7 and #8 of Figure 9).

We found that by setting \(toA\) to 0.683, these conditions can be satisfied. That is, if the process switches to the normal mode with probability 0.683 and to the slow mode with probability 0.317, the desired performance characteristics can be achieved. The third graph of Figure 10 shows how the availability (solid line) and the energy consumption level (dashed line) change from the counterexample when we set \(tc\) to 37. The graphs confirm that the availability is larger than 0.18 from Step 38 onward, and the energy consumption level converges to a value less than 15 (mA).

Regarding the performance of the iLTLChecker, all examples of this section were model checked in less than 1 sec on a Pentium III 500 MHz machine. However, it took
about 34 sec to find the counterexample of the TDoA example of Section 4. Although the number of states is larger in the TDoA example (20) than in the examples of this section (12), these numbers alone may not explain the 34-fold performance gap. To identify the cause, we examined the number of times the feasibility solver is called, but the differences were small: 190 for the TDoA example and 161 for the slowest example of this section. We found the cause from the number of pivot exchanges of the simplex method to check the feasibility of the (in)equality constraints collected along the paths of Büchi automaton. They were 17,470 for the TDoA example and 804 for the slowest example of this section. Although the fact that the time complexity of the Euclidean model checking algorithm is exponential in terms of the search depth is a significant performance factor,\textsuperscript{37} we often find that the simplex method is another performance bottleneck (as is the case in the TDoA example). As future work, we are considering polynomial time optimization algorithms, such as the interior point methods [Karmarkar 1984]. A concern in adopting these methods is Slater’s condition that requires all inequality constraints to be strict inequalities. One can replace a nonstrict inequality with a disjunction of an equality and a strict inequality, but each disjunction can result in a split node in the Büchi automaton and can exponentially increase the number of runs to check.

7. RELATED WORK

PCTL (Probabilistic Computation Tree Logic) and PCTL\textsuperscript{*} are probabilistic extensions of the temporal logics CTL and CTL\textsuperscript{*} such that the the universal or existential path quantifiers of CTL are replaced with with a ‘degree of satisfaction’ specified by a probability [Clarke and Emerson 1981; Clarke et al. 1983; Holzmann 1997; Hansson and Jonsson 1994; Aziz et al. 1995; Baier et al. 1999; Kwiatkowska et al. 2004]. Because PCTL-like logics check the specification by assigning probabilities to a set of computation paths generated from a single Markov chain model, it is difficult to evaluate aggregate properties of a large WSN expressed in such a logic. The difficulty is as follows: checking properties in a PCTL-like logic requires the crossproduct of the local states; such a crossproduct leads to the state space explosion problem. Two approaches that have been proposed to address this state space explosion are lumping symmetric states together [Buchholz 1994; Kemeny and Snell 1976], and using efficient data structures such as multivalued decision diagrams (MDDs) or matrix diagrams (MDs) [Miner and Ciardo 1999; Ciardo and Miner 1999]. However, in our case, lumping all symmetric states would end up with the original single Markov chain model without providing a way of analyzing the aggregate properties. Moreover, it is not practical to add processes simply to increase the precision in the specification. For example, it would be impractical to build a crossproduct of all drug molecules to describe the drug concentration level changes [Kwon and Kim 2010].

We take a different model checking approach in this article. Using iLTL to express the properties we are interested in addresses the state space explosion problem through a statistical abstraction. This makes iLTL formulas amenable to Euclidean model checking and obviates the need to run simulations and gather statistics, as statistical model checking approaches do, to provide probabilistic guarantees [Kwon and Agha 2011]. The main difference between the PCTL-based approaches and our iLTL-based approach is how the probability space is defined: while the PCTL-like logics compute the fraction of computation paths that satisfy each subformula of a specification, iLTL abstracts the portions of the nodes in certain states as a probability mass function (pmf) and verifies properties on the transitions of these pmfs. Because iLTL expresses properties

\textsuperscript{37}One optimization is to check the common prefixes of a specification together with the worst case complexity on a rare occasion.
directly in terms of the pmfs, it is a suitable logic for describing the average (aggregate) behaviors of the entire system over Slogictime. As mentioned earlier, in the case of WSNs, such properties include expected energy consumption, expected throughput, and reliability. Our notion of state as a pmf vector has also been used in detecting emergent behavior in networks of cardiac myocytes [Grosu et al. 2008].

The model checking approaches previously described seek to establish the correctness of the model checking results, a process that is computationally intensive. A different model checking approach for addressing the state space explosion problem is by providing a statistical guarantee based on Monte Carlo simulations and hypothesis testing [Sen et al. 2005]. VeStA is a statistical model checking tool which checks the properties of semi-Markov chains, CTMCs, and DTMCs against specifications written in Continuous Stochastic Logic (CSL) [Baier et al. 1999] or PCTL. Specifically, for each subformula of the specification, VeStA runs simulations and does statistical hypothesis testing to check if the system provides a probabilistic guarantee about the required properties. Statistical model checking has also been used to model denial of service attacks [Agha et al. 2005] and cell receptor pathways [Clarke et al. 2008]. These model checking methods solve the state space explosion problem at the cost of losing the preciseness of the model checking results. In other words, their result can only give statistical guarantees, and the result can possibly be different during its execution. Euclidean model checking directly evaluates the evolution of the pmfs, providing precise results—assuming the transition probabilities have been accurately estimated.

Besides performance evaluation approaches based on model checking, there are other formal modeling and formal analysis methods for WSNs. In Olveczky and Thorvaldsen [2009] show how the real-time Maude language and tool [Olveczky and Meseguer 2007, 2002] can be used to formally model, simulate, and model check WSN algorithms through an example of an optimal geographical density control (OGDC) algorithm. They demonstrate that a high-level, real-time Maude description obviates the need for implementing a complicated simulation tool and that model checking can be run against the model formally defined. Katelman et al. [2008] proposed a formally-based protocol design methodology for WSNs. In particular, the standard local minimum spanning tree (LMST) topology control protocol for WSNs has been analyzed, and an improved protocol was designed. Moreover, using real-time Maude, the preservation of the network connectivity in the standard protocol, specified as a real-time rewrite theory, is verified.

One of the advantages of the formal modeling and analysis methods is that they can use a detailed description of the model (e.g., as in real-time Maude) models of the OGDC and LMST WSN algorithms [Olveczky and Thorvaldsen 2009; Katelman et al. 2008]). On the other hand, the model description of iLTL takes a more abstract form: it is composed of differential equations on a few (typically around ten) state variables. Also, while the former examines the computation paths composed of system states, the latter explores the computation paths of expected behaviors. As a result, in Olveczky and Thorvaldsen [2009], a WSN of six nodes was model checked, but our performance evaluation method is not limited by the number of nodes, as it works with aggregate values.

Another formal analysis method is theorem proving-based probabilistic analysis [Hasan and Tahar 2009]: this allows rigorous reasoning about systems (such as WSNs) using random behaviors. With the recent development in formalization of probability theory in higher-order logic, analyses of random components of a system using a higher-order logic theorem prover become possible. Evaluating the performance metrics of non-Markovian processes or of such statistical properties as the mean and the variance have been generally considered difficult with model checking techniques. Our Euclidean model checking approach cannot handle non-Markovian processes and such statistical properties as the variance: it deals with the change of the mean property over time. The ability to handle such properties is an advantage.
of using theorem proving-based performance evaluation methods. However, unlike theorem proving methods which require human intervention to prove properties, our approach—as is common for model checking techniques—is fully automated.

In this article, we estimate the probability transition matrix of a Markov chain from the execution samples of a WSN, assuming that the chain’s states are already known. There are more general approaches, called stochastic grammatical learning, that find the states as well as the probability transition matrix from system execution samples [Sen et al. 2004; Carrasco and Oncina 1994; Kermorvant and Dupont 2002; Ron et al. 1995]. Stochastic grammatical learning builds a prefix-tree automaton, that is, a Markov chain whose states are finite prefixes of states/labeled edges of the execution samples and the transition probabilities/rates are estimated as fractions of the transitions between these Markov states. A minimal state Markov chain is obtained from the prefix-tree automaton by merging the equivalent states, that is, states which have the same set of destination states and the same transition probabilities/rates to these destination states. However, statistical grammatical learning methods do not provide any semantic interpretation on the states that are inferred. Consequently, in order to apply the proposed performance evaluation methods in our work to a Markov chain model estimated this way, a semantic interpretation of the states would have to be done separately, which may be complicated because the states that are found this way may not have any clear meaning.

Finally, we summarize related work of our own. We have applied Euclidean model checking techniques to several real-world problems. Applying it to pharmaceutics, we computed drug dose by model checking a compartment model—specifically, a Markovian pharmacokinetic model—of a body against pharmaceutical requirements described using iLTL [Kwon and Kim 2010]. We evaluated the performance metrics and the reliability of software systems using iLTL model checking. A software system can be modeled as a Markov chain such that the states are the modules and the probability transition matrix is the control transition rates between the modules obtained from the user profiles. Performance criteria are expressed in iLTL and evaluated through iLTL model checking [Kwon and Agha 2007, 2011].

In a previous work related to this article [Kwon and Agha 2006], we evaluated the performance metrics of WSNs. Here, we obtain a DTMC from the execution samples of a WSN and evaluated its performance through iLTL model checking. Building on that work, we established a performance evaluation framework that could help in designing a new system as well as in evaluating the performance of an existing system. We extended the previous work with more examples, including the TDoA protocol design example, and with enriched details, such as the multiple DTMC model, the aggregation operator, and the conversion between CTMCs and DTMCs.

Another promising application area for Euclidean model checking technique is the scheduling in grid environments. Grid environments are composed of resources and resource managers which are good candidates for states when the environment is modeled as a Markov chain. In Entezari-Maleki and Movaghar [2012] compute the connection probabilities, called a scheduling policy, between the resource managers such that the mean response time of a given task can be minimized by computing the infinite sum of probability transition matrices. We believe it is possible to use Euclidean model checking to find a policy that can probabilistically mix well-defined schemes to meet complicated requirements expressed in iLTL.

Extending the ideas of iLTL model checking, we developed a temporal logic called LTLC and its model checking algorithm for linear time-invariant (LTI) systems [Kwon and Agha 2008]. LTI system models of LTLC are more general than the Markov chain models of iLTL in the sense that their state transition dynamics are affected not only by initial states but also by external inputs whereas the dynamics of Markov chain models of iLTL are deterministic.
models are dependent only on their initial states. However, having a more general model constrains the model checking algorithm to have a specialized purpose: it is suitable for synthesizing automatic controllers which ensure that a system reaches a steady state within finite steps. Specifically, the LTLC model checking algorithm finds an initial state and a finite sequence of inputs that can achieve a control objective specified in LTLC.

We have worked on extending iLTL to include nondeterminism in the model. Markov decision processes (MDPs) have a set of probability transition matrices that can be nondeterministically chosen on each step (i.e., an infinite string of the matrices is called a scheduler). This provides a standard model for systems with probabilistic and nondeterministic behaviors. We are interested in the model checking problem where the model is an MDP with a set of schedulers given in an $\omega$-regular language over the probability transition matrices [Korthikanti et al. 2010].

8. CONCLUSIONS

This article develops a statistical performance evaluation method for large-scale WSNs. The statistical abstraction of a global system state as a probability mass function enables us to specify properties of the expected behaviors of the system. Many interesting properties about the expected behaviors of a system can be easily written in our probabilistic temporal logic iLTL and systematically verified through what we term Euclidean model checking. To minimize the differences between the model behavior and the system behavior, we also propose a method for estimating a DTMC model from samples of a real system. We also show how a statistical test could be used so that poor models could be rejected. The effectiveness of our technique is supported by analyzing data from a real WSN experiment.

One of the difficulties in estimating the parameters of a system is that different DTMCs may be present in a system. For example, in a WSN, the nodes at the boundary of the system behave differently than the nodes at the center. To solve this problem, we are currently working on classifying the sample runs of a system so that runs of different characteristics can be modeled as different DTMCs. The performances of the multiple DTMCs can still be evaluated by Euclidean model checking: if they do not interact, we can check them as a multiple DTMC model; otherwise we can build a Cartesian product of the different DTMCs. In this case, the size of the model grows exponentially, but it is only in terms of the number of different types of DTMCs.

A related challenge occurs when the probability transition matrix is changing over time. For example, a WSN can switch its mode to an alert mode when there are events to monitor and it can switch back to a normal mode where the nodes are more likely to be in a sleep state. These systems can be modeled as a family of Markov chains, one for each mode and a scheduler which controls mode switches. Korthikanti et al. model such systems as Markov decision processes (MDP) and show a sufficient condition under which model checking MDPs against $\omega$-automaton properties is decidable Korthikanti et al. [2010]. However, at this point, it is not clear how practical this approach is likely to be.

We believe that the performance evaluation framework we propose—model estimation, statistical testing, and Euclidean model checking—provides an effective tool for designing the parameters of large-scale systems like sensor networks and for systematically analyzing properties of their deployment.
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