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Modeling of neutral hydrogen velocities in the Tokamak Fusion Test
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Monte Carlo neutral transport simulations of hydrogen velocities in the Tokamak Fusion Test
Reactor ~TFTR! @K. M. McGuire et al., Phys. Plasmas2, 2176 ~1995!# are compared with
experiment using the Doppler-broadened Balmer-a spectral line profile. Good agreement is
obtained under a range of conditions, validating the treatment of charge exchange, molecular
dissociation, surface reflection, and sputtering in the neutral gas codeDEGAS @D. Heifetzet al., J.
Comput. Phys.46, 309 ~1982!#. A residual deficiency of 10–100 eV neutrals in most of the
simulations indicates that further study of the energetics of H2

1 dissociation for electron energies in
excess of 100 eV is needed. ©1996 American Institute of Physics.@S1070-664X~96!01411-5#

I. INTRODUCTION

Reliable predictions of parameters in the plasma bound-
ary are crucial for the design of next-step devices such as the
International Thermonuclear Experimental Reactor~ITER!1

and advanced compact tokamaks such as the National
Spherical Torus Experiment.2 It is essential that the codes
used for this task be benchmarked against experimental data.
Spectroscopic data are ideal for this comparison since they
are obtained without perturbations. In this paper, we use the
DEGASMonte Carlo neutral transport code3,4 to simulate the
spectrum of Balmer-a emissions as measured by a Fabry–
Perot interferometer5 in the Tokamak Fusion Test Reactor
~TFTR!.6 The Doppler-shifted spectrum provides direct in-
formation about the velocity distribution of hydrogen atoms
which determines the penetration of recycled hydrogen to the
last-closed flux surface and the fuelling of the plasma core.
Hence, the Balmer-a spectrum forms an ideal basis for
benchmarking a kinetic code such asDEGAS.

This approach has been used for some time to investi-
gate edge physics and validate models thereof.7–15 The im-
pact of detachment9 and changes in edge temperature10 on
the Balmer-a spectra has been examined in the Tokamak
Experiment for Technology Oriented Research
~TEXTOR!.16,17 Later work by the same group14 was fo-
cussed on benchmarking atomic and surface physics data in
the Monte Carlo neutral transport codeEIRENE18 against the
measured spectrum. Fieldinget al.11 compared spectra in gas
puffing discharges onDITE with spectra from recycling.
Modeling results predicted fewer low energy atoms than
measured, leading them to suggest that the published atomic
physics rate coefficients needed improvement.

This paper evaluates the applicability of atomic and sur-
face physics data in theDEGAS code to the high temperature
plasmas near the TFTR limiter. It builds upon previous work
in which DEGAS has been used to simulate the spatial varia-
tion of Balmer-a emissions in TFTR,19,20and a wide variety
of other devices, including Wendelstein 7-AS~W7-AS!,21

GAMMA 10,22 Alcator C-Mod,23 DIII-D, 24,25 and
PISCES-A.26

The Balmer-a line of hydrogen results from the radia-
tive decay of the electron from the principal quantum state
n53 to n52. Then53 excited atoms typically arise from
direct electron excitation of ground state neutral hydrogen
atoms. The resulting photons are Doppler shifted according
to the velocity of the atoms. Hence, the Balmer-a spectrum
represents the velocity distribution of the emitting atoms.

Since the edge density is insufficient to thermalize the
velocity distribution, the contributions of the various reaction
pathways that generate hydrogen atoms may be associated
with different wavelength regions~velocities! in the spectral
profile. For example, atoms arising from the dissociation of
H2 molecules have an energy in the range 0.2–7.8 eV. Hy-
drogen atoms can also be sputtered from the surface material
by incident ions and atoms of all species. These sputtered
atoms have energies which are comparable to the surface
binding energy; for the cases examined in this paper, the
sputtered distribution peaks near 7 eV. Some atoms are the
result of the reflection of ions off of the limiter and have
energies

Erefl5RE~Ei1fsh!, ~1!

whereRE is the fraction of the incident energy retained by
the reflected atom~a function of the surface material and
incident velocity!, Ei is the ion energy, on the order of the
local Ti , andfsh is the sheath potential, taken to be 3Te .
Atoms resulting from charge exchange have a much higher
energy, similar to that of the ion energy distribution in the
plasma edge.

Alternatively, Balmer-a photons can arisedirectly from
the dissociation of H2 and H2

1 into H(n53) product atoms.
Because the energetics of these reactions are not the same as
those of the more predominant processes which yield only
ground state atoms, the resulting contributions to the spec-
trum are different from those due to ground state dissociation
products.a!Electronic mail: dstotler@pppl.gov
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The tritium capability of TFTR provides an opportunity
to examine the physics of these processes with all three hy-
drogen isotopes. In this paper, the symbol ‘‘H’’ will be used
mostly to refer to a generic hydrogen isotope; the occasions
on which it refers to the lightest isotope will be clear from
context.

In this paper, we compare the hydrogen velocity distri-
bution predicted by the neutral transport codeDEGAS to spec-
tral measurements of the Doppler-broadened Balmer-a line
profile. The paper is organized as follows. In Sec. II, the
TFTR device and Fabry–Perot diagnostic are briefly de-
scribed. TheDEGAScode and the modifications made to it for
the purpose of simulating the Ha spectrum are presented in
Sec. III. In Sec. IV, the results of the simulations are de-
scribed; sensitivity tests will be considered here as well. An
alternative model for the dissociation of H2

1 which can pro-
vide closer agreement with the experimental data is pre-
sented in Sec. V. Finally, our conclusions are given in Sec.
VI.

II. MEASUREMENTS OF BALMER- a SPECTRUM IN
TFTR

In this section we describe the experimental measure-
ments of the Balmer-a line profile on TFTR. The TFTR
plasma has a major radius that is typically between 245 and
262 cm and a circular cross section with minor radius in the
range 80–90 cm. The plasma boundary is defined by an inner
toroidal limiter composed of carbon composite tiles in the
high heat flux regions and graphite tiles elsewhere, both sup-
ported by cooled inconel-718 backing plates.

Photons emitted from TFTR are collected by a telescope
and transferred via a 1 mmfiber optic cable to a remote
Fabry–Perot interferometer, which analyzes the spectrum.5

The telescope views a region on the TFTR inner limiter 20
cm in diameter at the midplane. The Zeeman effect splits the
Ha lines into an unshiftedp component, polarized parallel to
the field direction, and twos components polarized perpen-
dicular to the field. A polarizing filter is placed in front of the
telescope lens and oriented to transmit only the unshiftedp
component. Fifty meters distant from the torus the light exits
the fiber optic, is recollimated and input to an optical filter
with 10 Å bandpass centered at 6561 Å, which transmits the
Ha emission lines.

To resolve the individual spectral lines, the light emerg-
ing from the filter is refocused into a short optical fiber and
input to a Fabry–Perot interferometer. The free spectral
range of the Fabry–Perot is 7 Å, and its resolution is 0.23 Å.
The Fabry–Perot repetitively scans over the wavelength re-
gion. An electronic controller maintains constant Fabry–
Perot cavity separation and optimal alignment.

Since the line profile is scanned in time, the line shape is
sensitive to time-dependent changes in the overall emission.
A beam splitter intercepts a fraction of the light entering the
Fabry–Perot and reflects it via another optical fiber to a sec-
ond photomultiplier with a second 10 Å bandpass interfer-
ence filter centered at the Da wavelength. In this way the
total Ha 1 Da 1 Ta emission from the plasma region is
recorded and can be used to normalize the line profile and
remove the effects of fluctuations.

Figure 1 shows two experimental spectra, one with only
hydrogen and deuterium, and one from a similar discharge
with all three isotopes: hydrogen, deuterium and tritium. The
rest wavelengths of Ha , Da and Ta are 6562.80, 6561.04,
and 6560.45 Å.

The relatively high tritium fraction in Fig. 1~b! is the
result of strong tritium gas puffing into the discharge in a
campaign to study the isotope scaling of low-confinement
mode~L-mode! plasmas.27 While the peaks are resolved, the
line wings are blended. Since the densities are insufficient to
thermalize the atomic velocity distribution, the profiles are
not Gaussian. Wavelengths shorter than the rest wavelength
~to the right of the line center in Fig. 1! correspond to atoms
with velocities directed away from the inner limiter and into
the plasma. Emissions on the long wavelength side originate
from atoms moving toward the limiter; some atoms impinge
on the limiter without being excited. This causes an erosion
of the long wavelength wing relative to the short wavelength
side.28 Additionally, sputtered atoms contribute only to the
short wavelength wing so that the line profile is asymmetric.
As indicated by the energy scale in Fig. 1~a!, neutral hydro-
gen atom energies are predominantly in the range 1–5 eV.
The corresponding velocities, at 5 eV for example, are
3.13106 cm/s for H, 2.23106 cm/s for D, and 1.83106 cm/s
for T.

The tritium capability of TFTR has provided an impor-
tant opportunity to compare the velocity distribution of tri-
tium and deuterium. To first order, one expects the tritium
velocity to be lower by a factor (2/3)1/2 due to the mass
difference. However, there are possibly other differences.
During dissociation, the lower velocity of the tritium atoms

FIG. 1. Observed Balmer-a spectral profile~a! in a deuterium discharge,~b!
in a discharge with strong tritium gas puffing. The energy scale included in
~a! represents the equivalent energy of a deuterium atom at each wave-
length. The line centers of the three isotopes are indicated in~b!.
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can influence the pathways of molecular breakup. For ex-
ample, Higo29 found evidence for isotope effects originating
from the different Frank–Condon region widths, nuclear
masses, and curve crossing probabilities. In addition, since
the tritium neutrals are moving more slowly than those of
deuterium they will experience, on average, a different
plasma environment.

In order to highlight variations in the line profiles be-
yond the mass scaling we have analyzed the line profiles of
Fig. 1. The deuterium contribution in the #88484 profile
@Fig. 1~b!# must be subtracted in order to uncover the tritium
profile. To estimate the deuterium contribution we fit the
composite line profile to six trial Gaussians, two for each
isotope plus a first order background. The number of free
parameters is reduced from 20 to 8 by using the known
wavelength differences and the mass scaling factor. The fit-
ting shows a composition of 8% H, 38% D and 54% T.
Discharge #88638, with deuterium puffing, has the same
plasma current, major radius, as well as similar rf heating
power and electron density. We scale the deuterium spectral
profile from discharge #88638@Fig. 1~a!# to correspond to
38% of #88949 and subtract it, yielding a profile represent-
ing the Ta line alone. The wavelength scale of this profile is
then multiplied by a factor (3/2)1/2. Figure 2 shows this pro-
file together with the deuterium profile from Fig. 1~a!. Dif-
ferences in the velocity distribution beyond the mass scaling
factor should show up as differences between the spectral
line shapes. It can be seen that the profiles are very similar.
There is a trace of hydrogen present in one profile, otherwise
isotopic differences beyond the (3/2)1/2 factor are too small
to resolve. InDEGAS, the mass scaling factor is used in cal-
culating the velocities of the different hydrogen isotopes, all
the other atomic data are taken to be independent of isotopic
species.

III. DEGAS SIMULATIONS

DEGAS3,4 is a three-dimensional Monte Carlo neutral gas
transport code. The geometry and plasma conditions of the
experiment are specified as input, then neutral atoms and
molecules are followed in a Monte Carlo fashion as they
undergo ionization, charge exchange, dissociation, and sur-

face interactions. The result is, in effect, a numerical solution
of the Boltzmann equation for the neutral distribution func-
tion.

A. TFTR geometry and plasma parameters

In this work, toroidal symmetry is assumed. Hence, two-
dimensional data are input and output, although neutral
tracking is still done in three dimensions. Up–down symme-
try is assumed; only the upper half of the plasma is simu-
lated.

The computational mesh is based upon the magnetics
data for the TFTR shot of interest. Namely, theTRANSP30

plasma analysis code computes a two-dimensional magnetic
equilibrium from these data; the flux surface shapes inside
the last-closed flux surface~LCFS! are given in terms of
moments of cosu and sinu, whereu is a poloidal angle. A
code which serves as a preprocessor toDEGAS obtains these
moments from theTRANSPdatabase and reconstructs the flux
surface shapes. It then subdivides the surfaces in the poloidal
direction at a set of convenient angles. Finally, this mesh is
linearly extrapolated out to the material boundaries which
are specified using detailed information about the limiter and
vacuum vessel hardware. A typical geometry is shown in
Fig. 3.

TRANSPmodels the time evolution of the plasma param-
eters using measurements as input. Typically these include
time-dependent profiles of the electron density, electron and
impurity ~generally carbon! temperatures, and impurity tor-
oidal velocity. TheZeff is inferred from visible bremsstrah-
lung observations. When available, profiles of the safety fac-
tor or of the pitch angle can be provided as well. Within the
LCFS, we take the plasma densities and temperatures di-
rectly fromTRANSP. However,TRANSPdoes not simulate the
scrape-off layer, and there are no density or temperature
measurements available for this region. As is described in
Ref. 20, an exponential fall-off is assumed for the plasma
density and temperature outside of the LCFS; their length
scales are taken to be the same,Ln5LT[L.

The flux of H1 to the limiter is given by

FIG. 2. Comparison of Da and Ta spectral line shapes. The Da line, labeled
H 1 D, was taken prior to tritium beam injection and contains contributions
from H. The Ta line shape is obtained by subtracting from a DT discharge
the Da contribution and rescaling the wavelength scale by the square-root of
the T to D mass ratio.

FIG. 3. Typical TFTR mesh used byDEGAS. The chords used to compute the
poloidal variation of the Ha emission are indicated. The poloidal extent of
the limiter is depicted by the heavy line. The shaded region just above
midplane represents the observation volume of the Fabry–Perot interferom-
eter; the region used byDEGAS covers the hatched region as well.
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GH15anH1Cs sin~u1g!, ~2!

wherenH1 is the H1 density,Cs is the sound speed (nH1 and
Cs are evaluated just in front of the limiter!, andu is the field
line angle of incidence in the poloidal plane. The parameter
g is an additional ‘‘filling factor’’ incorporated to account
for perpendicular transport effects which give rise to nonzero
emissions observed31 near midplane whereu→0. The con-
stanta is included to indicate that the total current to the
limiter ~summed over species! can be set arbitrarily since the
neutral transport problem being solved is linear.

Experimental Ha measurements are made along five
cords at various heights on the inner limiter. Chordal inte-
grals of theDEGASsimulated emissions are computed along a
more closely spaced set of chords~Fig. 3! and compared
with these data. The two adjustable scrape-off layer param-
etersL and g are varied to optimize the match between
observed and simulated emissions. The value of the param-
etera in Eq. ~2! is derived from the measured absolute in-
tensity of the Ha emissions.

B. Surface physics

The sputtering of hydrogen isotopes from the graphite
limiter by incident carbon and hydrogen provides a signifi-
cant particle source for TFTR plasmas with yields compa-
rable to the expected particle reflection coefficients. Further-
more, these sputtered atoms have an energy distribution
significantly different from those resulting from reflection or
desorption.

To estimate the sputtering yields and reflection coeffi-
cients, theVFTRIM3D code is used.VFTRIM3D, based on the
TRIM code,32 utilizes a Monte Carlo model to simulate binary
collisions within a solid. It tracks the cascade of atoms gen-
erated by an incident atom until they leave the surface~sput-
ter or reflect! or lose enough energy that they cannot escape.
VFTRIM3D323extends theTRIM concept to treat rough surfaces
that are prescribed by a fractal model, with the fractal dimen-
sion varied to best match the roughness of the actual experi-
mental surface.

Sputtering yieldsYi→ j ~the number of atoms of species
j sputtered as a result of one incident atom of speciesi ) and
reflection coefficientsRi are generated for four species: H,
D, T and C, incident at four energies: 100, 500, 1000 and
3000 eV, on graphite saturated with deuterium~4 atoms of
deuterium for every 10 carbon atoms!. An incident polar
angle of 45 degrees is assumed for all cases, based on pre-
vious investigations by Hua and Brooks.34

The inclusion of carbon sputtering is critical since the
yields due to incident carbon are much larger than those
resulting from the hydrogen species. To simulate carbon di-
rectly in DEGAS would require density profiles and limiter
fluxes for each carbon charge state, but these experimental
data are not currently available. Instead, the carbon sputter-
ing yield is combined with that of deuterium to form an
effective yield

GD,sput5GD,inSYD→D1
GC,in

GD,in
YC→DD , ~3!

where G is the particle flux. The subscript ‘‘in’’ denotes
incident; ‘‘sput,’’ sputtering. The ratioGC,in /GD,in is treated
as an adjustable parameter. Values of order unity are ex-
pected from Zeff measurements. For the present work
GC,in /GD,in.0.5 provides the best match with the experimen-
tal Ha spectrum.

Figure 4~a! shows the deuterium reflection coefficient
and sputtering yields of deuterium as calculated by
VFTRIM3D due to incident deuterium and carbon as a function
of incident energy. The reflection probability falls with in-
creasing energy; that is, it becomes more likely that the pro-
jectile energy will be transferred to the target~lattice! atoms.
Sputtering occurs when these atoms absorb sufficient energy
to reach and escape the surface.

A list of ;1000 random velocity vectors is generated
from theVFTRIM3D flights for each process, incident energy,
and species combination. These lists are read intoDEGAS at
the start of a simulation. When a reflection or sputtering
occurs, the next vector is taken from the appropriate list and
used to specify the particle velocity.

Figure 4~b! shows the energy distribution of sputtered
deuterium resulting from incident carbon and deuterium. The
distributions have been normalized to emphasize the relative
insensitivity to the incident energy. Analytically, the energy
distribution of sputtered atoms is often taken to be a Thomp-
son distribution35,36

dY

dE
}

E

~E1ES!
3 , ~4!

FIG. 4. Plot of~a! deuterium sputtering yields and reflection coefficients as
a function of incident energy;~b! normalized sputtered deuterium energy
distributions at four incident carbon energies. In~a!, the separate deuterium
sputtering contributions from incident deuterium and carbon are included
along with the effective yield, Eq.~3!, used in the code.
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whereE is the sputtered energy andES is the surface binding
energy of the material. This distribution is explicitly inde-
pendent of the incident energy.

The VFTRIM3D simulated distributions differ in general
from those of Eq.~4!. In theseVFTRIM3D calculations, the
binding energy for carbon is 7.4 eV; the peak of the Thomp-
son energy distribution is at 3.7 eV. However, deuterium
atoms heading out of the material lose energy to the lattice
atoms inefficiently~compared with carbon! as a consequence
of the scaling of the maximum binary collision transfer en-
ergy with mass~see, for example, Ref. 37!:

DE

Ein
5

4mpmt

~mt1mp!
2 , ~5!

wheremp andmt are the projectile and target masses. Thus,
deuterium atoms leave the surface with a higher energy
@peaking at 7 eV in Fig. 4~b!# than one would expect based
on Eq.~4!.

The average sputtered energy increases35,36 from 11 eV
at Ein,D5100 eV to 40 eV atEin,D53000 eV as a result of
contributions from tail atoms with energies much greater
than the peak energy of 7 eV@Eq. ~5! indicates that up to
;0.5 of an incident carbon’s energy can be transferred to a
sputtered deuterium atom#. Such atoms are too few in num-
ber and at too high an energy to be apparent in Fig. 4~b!.

The average reflected energyĒrefl,D of a deuterium atom
rises linearly with incident energyEin,D ; for theseVFTRIM3D
runs

Ērefl,D.0.4Ein,D . ~6!

This is again a consequence of Eq.~5!.
We take advantage of Eq.~6! to map continuous values

of Ein on to the four discrete incident energies in our model.
The reflected velocity vectors fromVFTRIM3D do a poor job
of simulating low energy (Ein,D!100 eV! reflections. In or-
der to improve theDEGAS model, the energies associated
with the random velocity vectors are rescaled according to

Erefl,i5Ein,i S Erefl,i
k,l

Ein
l D , ~7!

whereEin,i andErefl,i are the incident and reflected energies
of speciesi , respectively;Erefl,i

k,l is thekth entry in the list of
speciesi outgoing reflected velocities at thel th discrete in-
cident energyEin

l which is closest toEin,i .

C. Molecular physics

In this section we describe the model used byDEGAS to
determine the products of molecular dissociation and their
velocities.

Even in the high temperature edge region of TFTR, most
of the recycling is in the form of molecules.38 Namely, inci-
dent hydrogen atoms and ions which do not result in reflec-
tion or sputtering are adsorbed:

Ri1(
j
Yi→ j1 f aAi1~12 f a!Ai[1, ~8!

whereAi is the fraction of incident isotopei which is ad-
sorbed. Of these,f a are permanently adsorbed; 12 f a are

desorbed. For most of this work, the inventory of hydrogen
species in the limiter is taken to be constant so thatf a50.
Desorbed hydrogen isotopes are assumed to be released as
room temperature molecules. The sum of the reflection coef-
ficient and sputtering yields for incident hydrogen ions in the
energy range of interest is;0.4. This implies that under
steady-state conditions the remaining 0.6 re-enter the plasma
as molecules.

The isotopic mix of incident hydrogen ions is adjusted to
match that experimentally observed in the Balmer-a spectral
profile. In those cases where the incident hydrogen~ion or
atom! leads to a desorbed molecule, the isotope of one atom
in that molecule is the same as the incident one. The isotope
of the second atom is sampled from the species distribution
of the incident flux; this is consistent with a constant isotopic
inventory assumption.

Molecular hydrogen entering the plasma is dissociated
by electron collisions. The energy of the hydrogen product
atoms depends on the particular dissociation pathway and the
energy transferred from the electron. An extensive tabulation
of reaction rates and product energies is given in Ref. 39.
The eight most significant molecular reaction~Table I! are
explicitly included inDEGAS using the reaction rates from
Ref. 39 ~the reaction rate for pathway G has been scaled
from the data in Ref. 39 following the prescription of Ref.
14!. The product energies are also taken from Ref. 39 with
two exceptions.

For reaction B experimental measurements of the prod-
uct energies have been reported.29 The product energies have
been found to depend on the incident electron energy and
form a bimodal distribution with peaks around 0.25 and 6.7
eV. ForTe,13 eV,DEGAS assigns the dissociation products
an energy of 0.25 eV; forTe.90 eV, the products are
equally divided between 0.25 eV and 6.7 eV. For
13,Te,90 eV, the fraction in each channel varies smoothly
between these two limits.

In reaction H, Ref. 39 assumes that all of the incident
electron’s energy is absorbed by the intermediate excited
H2 molecule. This leads to surprisingly high product energies
at the edge temperatures found in TFTR (Te@100 eV!.
There are no experimental data or theoretical calculations
indicating product energies of this magnitude. Instead, we
follow an analysis40 similar to that done for reaction F in
Ref. 39 and set the product energy for reaction H to 5.1 eV.
This point will be discussed further in Sec. V.

TABLE I. Electron-molecule reactions inDEGAS; Ediss is the energy of the
dissociation products.

Ref. 39
Label Reaction Designation Ediss ~eV!

A e1H2→e1H(1s)1H(1s) ~2.2.5! 3.0
B e1H2→e1H(1s)1H* (n53) ~2.2.8! 6.7
C e1H2→2e1H2

1 ~2.2.9! •••

D e1H2→2e1H(1s)1H1 ~2.2.10! 7.8
E e1H2

1→2e12H1 ~2.2.11! 0.4
F e1H2

1→e1H(1s)1H1 ~2.2.12! 4.3
G e1H2

1→e1H11H* (n53) ~2.2.13! 1.5
H e1H2

1→H(1s)1H* (n53) ~2.2.14! 5.1
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While the photons resulting from reactions B and G are
tabulated during theDEGASsimulations, the number of prod-
uct atoms from these pathways is negligible compared to
those from reactions A and F. To reduce the complexity of
the calculation, the products of reactions B and G are not
tracked.

Since the present version ofDEGAS does not handle ion
transport, the H2

1 ions are dissociated in the code as soon as
they are formed. This is a good approximation in the TFTR
edge due to the short mean free path for H2

1 dissociation.

D. Spectrum computation

The Balmer-a spectrum recorded by the Fabry–Perot
interferometer is simulated inDEGAS by logging the wave-
lengths of Ha photons emitted within the observational vol-
ume of the detector. The input data describing the observa-
tional volume are its direction and angular width. To reduce
the simulation time required to obtain a given statistical ac-
curacy, the width of the observational volume used in the
DEGAS is larger than the actual width~Fig. 3!. Since the
DEGAS simulations are toroidally symmetric, the toroidal ex-
tent of the detector is ignored.

The Ha emission wavelength is Doppler-shifted accord-
ing to the velocity of the H atom along the line-of-sight to
the detector:

l5l0,i S 11
vW i•xWFP
c

D , ~9!

wherel0,i is the wavelength of the line center for isotope
i , vW i is the neutral velocity, andxWFP is its position vector
relative to the detector. Bins are set up in wavelength space;
scores at each wavelength are made according to the local
photon emission rate and the neutral’s Monte Carlo statisti-
cal weight.3 Emissions are further classified according to the
physical process which gave rise to the emitting atom, allow-
ing us to identify the relative contribution of each process to
the total spectrum.

The local rate of Ha emission by the ground state atoms
tracked byDEGAS is

RHa
5FNH

0 ~n53!

NH
0 ~n51!GA32. ~10!

The ratio ofn53 to ground state densities is the result of a
collisional radiative calculation for hydrogen41 and is a func-
tion of the electron density and temperature.

The photons emitted directly by molecular dissociation
products~reaction pathways B, G, and H! are logged in an

analogous way, except that the local photon emission rate is
governed by the reaction rate of these pathways rather than
Eq. ~10!.

IV. RESULTS

We will examine in detail the spectra from four time-
slices of three TFTR discharges~Table II!. Cases~2! and~3!
are high performance ‘‘supershot’’ discharges42 with low
deuterium edge density~Fig. 5!; these two differ principally
in that case~2! has a larger major radius. Case~1! is a time-
slice from the same discharge as case~2!, but prior to neutral
beam injection. The third discharge, case~4!, is in the
L-mode regime, characterized by high deuterium edge den-
sity. Case~4! has deuterium only neutral beam heating; cases
~2! and ~3! have both deuterium and tritium neutral beams.

While a well-resolved tritium peak is clearly evident in
discharges with strong tritium gas puffing@as in Fig. 1~b!#,
this has not been the case in shots with tritium neutral beam
injection. Our experience with tritium neutral beam injection
is that the fraction of Ta is generally low. The maximum
fraction of Ta/~Ha1Da1Ta) observed to date is 11%, after
8 discharges heated by tritium only neutral beam injection.43

The fraction of Ta in the spectrum is estimated from the
difference in the normalized line profiles in the region of the
Ta wavelength between the shot of interest and a similar

TABLE II. Simulated TFTR time-slices.

D 1 T NB
Case Shot Time~s! Power~MW! R ~cm! Avg. Ha ~s21) Comment

1 76770 3.5 01 0 252 1.631013 Ohmic
2 76770 4.0 141 20 252 2.131014 Supershot
3 86231 3.9 81 9 245 2.131014 Supershot
4 75830 3.9 201 0 252 3.831014 L-mode

FIG. 5. Profiles of the~a! electron temperature,~b! electron density,~c! ion
temperature, and~d! ion density as a function of major radius for the four
cases described in Table II. The measured ion temperature profiles are typi-
cally very noisy near the axis; however, as is shown here, these variations
are effectively smoothed byTRANSP. This has no impact on the Ha spectrum
which originates well away from the axis.
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discharge performed prior to tritium injection.5 The absence
of tritium in the comparison discharge is independently con-
firmed by a low DT neutron signal. For the TFTR discharges
simulated in this paper, more than 75% of the hydrogen iso-
tope recycling is deuterium. Hydrogen~i.e., protium!, an in-
trinsic impurity in the limiter tiles, accounts for<20% and
tritium ,4%. The limiter fluxes used inDEGAS are initially
taken to have these same proportions; the H fraction is re-
fined if necessary to improve the match to the measured
spectrum.

A comparison of the measured and simulated spectra for
case~2! ~Fig. 6! shows good agreement. The width of the
main Da peak is reproduced well by the simulation, as is the
tail at the highest energies shown. The former indicates that,
first, there is a substantial source of desorbed hydrogen mol-
ecules~as opposed to desorbed hydrogen atoms! and, sec-
ond, that the energies of the dissociation products used by
DEGASare essentially correct. Sputtering also provides a sig-
nificant contribution to the width of the main peak. Agree-
ment at the highest energies demonstrates that charge ex-
change and reflection are being adequately simulated.

A discrepancy between the measured and simulated
spectra is apparent on both sides of the Da line center. The
inadequacies in theDEGAS deuterium physics leading to the
discrepancy on the short wavelength side of the Da peak are
likely manifested again for H on the short wavelength side of
the Ha line center. The low simulated signal between the
Ha and Da also results from the absence of sputtered H in the
model ~in the VFTRIM3D sputtering calculations, the surface
is assumed to be saturated withdeuterium only!.

However, in Fig. 7 we demonstrate using case~3! that
the deficiencies in the Da spectrum on the long wavelength
side are not due to H alone. The Ha contribution has been
removed from the interferometer data by rescaling the deu-
terium peak for a similar discharge to account for the H / D
mass ratio@spectral width}~mass!1/2# and the hydrogen con-
centration, and then subtracting from the case~3! spectrum.
In the simulations, this effect is accomplished simply by dis-
abling emission from H atoms. The difference of the result-
ing simulated and measured spectra is shown on the lower
scale of Fig. 7.

Most of this difference is symmetric about the line cen-
ter with energies in the 10–100 eV range. This symmetry

suggests that the missing atoms are the product of molecular
dissociation. Unfortunately, there appear to be few experi-
mental studies of the energies of dissociation products at the
electron energies of interest (; 100–1000 eV!; we will re-
turn to this point in Sec. V.

The energy range of the discrepancy argues against other
processes being responsible. First, charge exchange can be
ruled out given that the local plasma temperatures are ex-
pected to be at least several hundred eV. And, as is indicated
in Fig. 4, the sputtered energy distribution peaks at 7 eV, too
small to explain this discrepancy. Even if the sputtered en-
ergy distribution were considerably wider than that com-
puted byVFTRIM3D, there would still be a deficiency on the
long wavelength side of the Da peak.

The measured spectra from cases~1! and ~4! are very
similar to those of~2! and ~3! @Fig. 8~a!#. Apart from the

FIG. 6. Comparison of simulated and measured spectra for case~2!. Note
that the simulated spectrum has been convoluted with the experimental in-
strument function for this comparison.

FIG. 7. Measured and simulated spectra for case~3! with hydrogenic con-
tributions removed; the difference of the two spectra is shown on the lower
scale. The energy scale in the figure is computed for deuterium relative to
line center.

FIG. 8. Measured~a! and simulated~b! spectra from the four cases de-
scribed in the text.
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variation in H concentration, the only discernible difference
is that the wings of the L-mode spectrum@case ~4!# are
broader. An overlay of the corresponding simulated spectra
yields the same behavior@Fig. 8~b!#.

The broader wings of the L-mode case@Fig. 9~a!# appear
to be due to larger contributions from charge exchange and
reflection than in the supershot discharge, case~3! @Fig.
9~b!#. The former is partially the result of the highernD /ne
near the limiter in L-mode~see Fig. 5! relative to supershots.
The latter is associated with the higher reflection coefficients
~Fig. 4! in effect at the low L-mode edge temperatures. The
lower temperatures also lead to energies for reflected and

charge exchange atoms which are more compatible with the
wavelength scale in Fig. 9~energies,150 eV!; the corre-
sponding atoms in supershots will have energies in the keV
range and are off-scale in Fig. 9.

We now examine the sensitivity of the spectrum to other
factors.

A. Sputtering

Sputtered atoms make a significant contribution to the
Ha spectrum in TFTR~Fig. 9!. The importance of sputtering
in achieving a good match against the measured spectrum is
made clearer in Fig. 10 where we show the spectral profile
obtained with the previous version ofDEGAS which did not
include sputtering. In this case, the fraction of atoms that
would have been sputtered instead enter the plasma as mol-
ecules, yielding lower energy contributions to the spectrum
~Fig. 9!. Hence, without sputtering the spectrum is even nar-
rower in precisely the energy range where the simulation is
already producing too few atoms.

Chemical sputtering, another potential source of neutral
hydrogen, is not believed to be important in these TFTR
discharges. The principle reason is that none of the molecu-
lar bands associated with methane have been observed with a
multichannel visible spectrometer. Second, chemical sputter-
ing is expected to be important only at wall temperatures
higher than those38,44 typical of the TFTR limiter.

B. Lithium coatings

The injection of lithium pellets45,46 into TFTR dis-
charges can dramatically reduce the edge carbon and hydro-
gen densities, leading to enhanced supershot performance.
Recent investigations point to hydrogen pumping by the
lithium as a contributor to lower edge density.47,48

However, the measured Ha spectra in TFTR discharges
with and without lithium injection do not differ significantly.
In this subsection, we use this insensitivity to place bounds
on the lithium content of the limiter surface.

We examine the energy distribution of sputtered deute-
rium predicted by VFTRIM3D for deuterium-saturated,
lithium-impregnated, graphite surfaces. As in Sec. III B, at-
oms of deuterium and carbon are assumed to impinge upon a
deuterium-saturated graphite surface at 500 eV and 45 de-
grees. Six runs are made in which the lithium concentration
in the top 50 Å is taken to be 0, 5, 10, 25, 50, and 100%.

FIG. 9. The simulated spectra for cases~4! @in part~a!# and~3! @part~b!# are
broken down into the contributions made by each physical process. The
relative areas of these contributions are reported in the legend. These spectra
have not been convoluted with the experimental instrument function unlike
the other simulated spectra presented in this paper. The lack of a sputtered
component in the H spectral profile is a computational limitation.

FIG. 10. Comparison with experiment of case~2! and a simulation made
with the prior version ofDEGAS which did not have deuterium sputtering.
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Since sputtered atoms arise from within the top few ang-
stroms of the surface, these results should not be sensitive to
the depth of the lithium-containing region.

Of crucial importance to the energy distribution pre-
dicted byVFTRIM3D, and consequently to the simulated Ha

spectrum, is the binding energy used for the surface. At 1.7
eV, the surface binding energy of lithium is much smaller
than the 7.4 eV used for graphite.37 Following Ref. 45, we
take the binding energy of the composite surface to be a
weighted average of these two values. Thus, as the fraction
of lithium is increased the peak of the sputtered deuterium
energy spectrum falls to lower energies, reaching 2 eV at the
100% lithium limit.

The observed insensitivity of the experimental spectrum
to the addition of lithium indicates that the neutral energy
distribution changes in the process by less than a few eV, the
energy uncertainty of the measurements. If the sputtered con-
tribution to the experimental spectrum is indeed significant,
as is suggested by Fig. 9, we estimate that a drop in the peak
of the sputtered energy distribution from 7 eV to less than 5
eV would be noticeable. This would place an upper bound on
the lithium concentration at 50% according to theVFTRIM3D

simulations.

C. Net adsorption

A better match on the short wavelength side of the Da

line could be obtained by enhancing therelativecontribution
of sputtered deuterium. This could be achieved by reducing
the contributions made by molecular dissociation products.
As was described in Sec. III C, the dissociation contribution
is determined by the constraint of no net adsorption. If there
were net adsorption, there would be fewer hydrogen mol-
ecules entering the plasma per incident ion.

Analysis of the experimental data, however, argues that
the limiter acts as particle source rather than a sink. In TFTR
supershots, there is no gas feed during the discharge, while
in the L-mode case~4!, there is a helium puff at 3.6 s.

As is shown in Fig. 11, adsorbing 80% of all hydrogen
atoms and molecules striking the limiter in case~2! leads to
a somewhat better match to the short wavelength side of the
Da line center, but not to the long wavelength side. Note that
the absence of sputtering of H in the model is responsible for
the large discrepancy near the Ha line center. Although the
addition of sputtering of H would improve the agreement on

the long wavelength side of Da , it would seem unlikely to
eliminate it. We conclude that net adsorption cannot resolve
the discrepancy between simulation and experiment.

D. Variations in edge and scrape-off layer parameters

Variations in the plasma scrape-off layer scale length
L which preserve the simulation’s agreement with the poloi-
dal Ha profile do not give rise to noticeable changes in the
predicted Ha spectrum. Near midplane, the distance between
the LCFS and the limiter is very short. The lack of sensitivity
of the spectrum is thus expected because of the relatively
small volume of the scrape-off layer being viewed by the
interferometer. Even variations in the scrape-off length of a
factor of two, sufficient to cause a clear discrepancy with the
experimental poloidal Ha profile, do not result in significant
modifications to the simulated spectrum.

On the other hand, we do expect sensitivity to the
plasma parameters inside the LCFS. Note that the experi-
mental error bars on the ion temperature, for example, are
65% in the plasma edge region. However, as a hypothetical
illustration, we repeat case~2! with electron and ion tempera-
tures at the LCFS reduced to 100 eV~originally, .900 and
1500 eV, respectively!. The temperatures are assumed to rise
linearly up to theTRANSP-prescribed value atr /a50.8. The
scrape-off layer scale lengthL used in case~2! is retained.

The resulting simulation yields a much improved match
with the experimental measurements on the short wavelength
side of the Da line @Fig. 11~b!#. The reduced edge tempera-
tures result in lower incident ion energies at the surface. As
expected from Fig. 4, the fraction of reflected atoms in-
creases while the number sputtered drops. Furthermore, the
energies of the reflected atoms are reduced. They now make
a substantial contribution in the energy range of the defi-
ciency; previously they were thinly spread~Fig. 9! over a
larger range. However, the deficiency on the long wave-
length side of the Da peak persists, suggesting that some
other mechanism is responsible for the discrepancy. Also, as
previously noted, such low LCFS temperatures are inconsis-
tent with the experimental measurements.

Other physical effects which have been examined and
found to have negligible impacts on the simulated spectrum
are: Stark broadening, thermalization of H2

1 on the back-
ground plasma, ion impact ionization and excitation of H,
and reactions~3.2.6!, ~4.2.1!, ~4.3.1!, ~4.3.2!, ~4.3.3! of Ref.
39.

V. H2
1 DISSOCIATION REVISITED

Given that the evidence points toward an explanation of
the spectrum deficiency in terms of molecular dissociation
products, we re-examine the present model for dissociation
and consider possible alternatives. For electron temperatures
in excess of 10 eV~certainly the case here!, thee1H2 reac-
tion in Table I with the largest reaction rate~by a factor of
;8 for Te.50) is reaction C, ionization.39 Since the elec-
tron cannot impart significant energy to the resulting ion in
this reaction, we must turn our attention instead to the reac-
tions involving H2

1 in Table I, reactions F–H.

FIG. 11. Comparison with experiment in case~2! of two simulations, one
featuring 80% adsorption and the other reduced edge temperature values.
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Higher energy H2
1 dissociation products are plausible.

Electron impact ionization of H2 molecules populates vibra-
tional levels in the ground stateX2Sg

11ssg H2
1 . These H2

1

molecules can be excited by electron impact in Frank–
Condon transitions to high-lying repulsive molecular states
~at the same internuclear separation! which then dissociate.
H2

1 formed from a H2 molecule in the ground vibrational
state is expected to have a distribution of vibrational states
peaked aroundv53.39 However, the vibrational distribution
of H2 molecules in TFTR is not known. Vibrationally ex-
cited H2 would, when ionized, lead to an averagev.3 for
H2

1 . At their inner turning points, these states provide access
to high energy intermediate excited states which in principle
could result in the absorption of.20 eV of electron energy
and, consequently, in higher energy dissociation products
than are indicated in Table I.

With TFTR edge electron temperatures in the 100–1000
eV range, full absorption of the electron energy, such as was
indicated in Ref. 39 for reaction H, would lead to dissocia-
tion products having energieslarger than are needed to ex-
plain the spectrum deficiency. While there are published data
on the cross sections of reactions F–H at these
temperatures,39,49,50 there are no data on the product ener-
gies. We believe that the actual product energies for these
reactions lie between those in Table I and those obtained
with full absorption of the electron energy. The present de-
ficiency in the modeling of the 10–100 eV range underscores
the need for excitation rate calculations in which the product
energy is explicitly listed.

Changes in the reaction rates of these processes with
vibrational distribution51 should be accounted for in any re-
vised model. If the result is a substantial reduction in the rate
of the dominant reaction, reaction F, other processes such as
proton impact dissociation may need to be added. However,
the product energies of these pathways must also properly
account for the vibrational state of the molecule.

VI. CONCLUSIONS

We have benchmarked theDEGAS neutral transport code
against neutral deuterium velocities experimentally observed
in TFTR. In the process, improvements have been made to
the molecular hydrogen dissociation energies in the code and
an explicit treatment of sputtered deuterium species has been
added. Reasonable agreement between the measured and
simulated spectra has been obtained under a variety of cir-
cumstances, validating the treatment of charge exchange,
molecular dissociation, surface reflection, and sputtering in
the code. However, a residual deficiency of neutrals in the
10–100 eV range has been noted. The fact that the missing
portion of the spectrum is symmetric with respect to the Da

line center suggests that the explanation lies with molecular
dissociation reactions. These results indicate the need for fur-
ther investigation of the product energies of such reactions
for Te; 100–1000 eV.

Recently, discharges with a high tritium density in the
edge plasma have been generated in TFTR. These experi-
ments have afforded a unique opportunity to measure the
neutral tritium velocity distribution and to assess the validity

of the standard extrapolation from measured deuterium ve-
locities. Although there are several factors that could poten-
tially lead to systematic differences in the deuterium and
tritium velocities, the experimental measurements confirmed
that the difference could be accounted for by the mass factor
of (3/2)1/2 ~Fig. 2!.
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