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Abstract—This paper presents an efficient technique for performing spatially inhomogeneous edge-preserving image smoothing, called fast global smoother. Focusing on sparse Laplacian matrices consisting of a data term and a prior term (typically defined using four or eight neighbors for 2D image), our approach efficiently solves such global objective functions. Specifically, we approximate the solution of the memory- and computation-intensive large linear system, defined over a $d$-dimensional spatial domain, by solving a sequence of 1D sub-systems. Our separable implementation enables applying a linear-time tridiagonal matrix algorithm to solve $d$ three-point Laplacian matrices iteratively. Our approach combines the best of two paradigms, i.e., efficient edge-preserving filters and optimization-based smoothing. Our method has a comparable runtime to the fast edge-preserving filters, but its global optimization formulation overcomes many limitations of the local filtering approaches. Our method also achieves high-quality results as the state-of-the-art optimization formulations, the local filters capture the main structural information, while the detail layer contains the residual smaller scale details in the image. These layered signals can be manipulated and/or recombined in various ways to match different application goals. Over the last decades, several edge-preserving smoothing (EPS) methods have been proposed.

At a high level, EPS methods can be classified into two groups. The first group consists of the edge-preserving (EP) filters that explicitly compute a filtering output as a weighted average, sometimes in an iterative way. The early work in this class includes the anisotropic diffusion [1] and the bilateral filter [2]. Recent intensive efforts have led to several efficient techniques [3]–[7] to accelerate the bilateral filter, and also quite a few fast filtering approaches based on different theories and computational models [8]–[12]. Though with varying smoothing performance and application constraints, these EP filters are typically efficient, often giving a linear-time complexity dependent on the number of image pixels only. However, as will be elaborated later, a common limitation of these essentially local filters is that they cannot completely resolve the ambiguity regarding whether or not to smooth certain edges. In addition, most of them are not directly applicable to several advanced image editing tasks.

The second class of existing EPS methods are based on global optimization formulations [13]–[17]. They seek to find a globally optimal solution to an objective function usually involving a data constraint term and a prior smoothness term. Thanks to solving such objective functions globally in a principled manner, the optimization-based approaches often achieve the state-of-the-art results in a range of image processing and computer graphics tasks, overcoming the limitation (e.g., halo artifacts) of the explicit EP filters. However, this outperformance is achieved at a much increased price of computational cost, mainly arising from solving a large linear system. Even with the recent endeavor in developing acceleration techniques [18], [19], the optimization-based methods are typically still an order of magnitude slower than the efficient EP filters.

In this paper, we present a fast technique that performs spatially inhomogeneous edge-preserving smoothing, called fast global smoother (FGS). Similar to [14], [15], our approach aims to optimize a global objective function defined with a data constraint and a smoothness prior, but we propose an efficient alternative to the previous time-consuming large linear system solvers [19]. Specifically, we approximate the solution of an original linear system with an inhomogeneous Laplacian matrix, defined over a $d$-dimensional spatial domain, by solving a sequence of 1D global optimization-based linear sub-systems. Such a decomposition scheme allows one to leverage a highly efficient tridiagonal matrix algorithm [20] in a cascaded fashion iteratively. As a result, our algorithm has a runtime complexity linear to the number of image pixels only.

Index Terms—Edge-preserving smoothing (EPS), weighted least squares (WLS), fast global smoother (FGS), iterative re-weighted least squares (IRLS), aggregated data constraint, imprecise input.

I. INTRODUCTION

Many applications in image processing and computer graphics often require decomposing an image into a piecewise smooth base layer and a detail layer. The base layer captures the main structural information, while the detail layer contains the residual smaller scale details in the image. These layered signals can be manipulated and/or recombined in various ways to match different application goals. Over the last decades, several edge-preserving smoothing (EPS) methods have been proposed.
Table I compares our method with the state-of-the-art EPS approaches, regarding smoothing properties. We chose two EP filters, the guided filter (GF) [8] and the domain transform (DT) [9], and one optimization-based smoothing technique, the weighted least squares (WLS) method [15]. We measure the runtime for filtering a 1M pixel RGB image on a single CPU core. In DT, the recursive filter (RF) is used, which is the fastest local filter. Our method has a comparable runtime to the efficient EP filters, but the optimization formulation of our approach overcomes the limitations of previous filters in terms of smoothing quality, i.e., producing no halos (see Figure 1). It achieves high-quality results as the state-of-the-art optimization-based techniques, but runs about 30 times faster. More specifically, our method employs only a small (fixed) number of arithmetic operations (5 multiplications and 1 division) at every pixel for 1D signal smoothing. Besides, considering the flexibility in defining an objective function, we further propose generalized fast algorithms that perform \( L_\gamma \) norm smoothing and support an aggregated (robust) data term for handling imprecise data constraints. Note that such capabilities are unattainable for local EP filters.

We demonstrate the effectiveness and efficiency of our techniques in a range of applications, where the sparse Laplacian matrix is defined e.g. using a four- or eight-neighbor smoothness term on a 2D image, including image smoothing, multi-scale detail manipulation [15], structure extraction from texture [17], sparse data interpolation [13], imprecise edit propagation [21], and depth upsampling [22].

The main contributions of this work are summarized in the following:

- We present a fast \( O(N) \) edge-preserving image smoothing method, where \( N \) represents an image size, by approximating the solution of an original linear system with a series of 1D global linear sub-systems.
- We propose new computational tools for efficiently performing \( L_\gamma \) norm smoothing and supporting an aggregated (robust) data term, which are not feasible in existing filtering approaches.

## II. RELATED WORK

Among many edge-preserving filters, the bilateral filter (BF) [2] is the most popular one. The BF computes a filtered output with a weighted average of neighboring pixels, by taking into account spatial and range (color) distances in the bilateral kernel. It is, however, computationally expensive due to its nonlinearity, when a large kernel is employed. Recently, several methods have been proposed for accelerating the BF [3]–[6]. These methods have a linear-time complexity with the image size only, called \( O(N) \) filters where \( N \) is the number of image pixels, but typically compromise the smoothing quality by using quantization or downsampling on a bilateral grid. Adams et al. proposed a fast BF method on a permutohedral lattice [7], but it is still an order of magnitude slower than other fast algorithms due to a complicate data access pattern. Fattal [12] introduced a new type of fast filter based on edge-avoiding wavelets (EAW). This multiscale framework enables a very fast computation, but constrains the size of the filtering kernel to powers of two. More recently, several remarkable \( O(N) \) edge-preserving filters have been proposed, e.g. with a local linear model [8], [11], a domain transform [9], or a recursive data propagation [10], [23]. Many researchers have demonstrated the effectiveness of these methods in such applications as detail/tone manipulation, high dynamic range (HDR) compression, colorization, and interactive segmentation.

As an alternative approach of image smoothing, Farbman et al. proposed to perform the edge-preserving smoothing using the WLS framework [15], consisting of a data term and a prior term that is based on a weighted \( L_2 \) norm. The filtered output is obtained by solving a large linear system with a sparse Laplacian matrix, representing an affinity function defined by the given input image. It was shown that this optimization-based approach achieves an excellent smoothing quality with no halo artifact, which commonly appears even in the state-of-the-art local filters [9], [25]. It is worth noting that despite their weak smoothing quality, BF-like local filters [2], [26] can be more desirable in some applications, e.g. recoloring between disjoint elements. The WLS-based optimization has also been applied into image colorization [13] and tone mapping [14] using sparse user scribbles on a grayscale image. Unlike the local filtering approaches [2], [8], [9], the optimization-based methods are directly applicable to many tasks beyond image smoothing, which can be modeled as a linear system with an inhomogeneous Laplacian matrix, including structure extraction [17], gradient domain processing [16], and Poisson blending [27]. For instance, Bhat et al. presented a generalized optimization framework for exploring gradient domain solutions in various image and video processing tasks [16]. Xu et al. formulated a structure-texture decomposition problem with a relative total variation measure and solved a series of linear equation systems [17].

These optimization-based methods usually obtain the results using sparse matrix solvers which have been considerably advanced using multi-level and multigrid preconditioning [18], [19]. Despite recent significant progress, in case of image smoothing, all the existing solvers are still an order of magnitude slower than the state-of-the-art local filters [8], [9]. Please refer to [19] for detailed analysis of the runtime efficiency and

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime efficiency [Sec. V.C]</td>
<td>0.15s</td>
<td>0.05s</td>
<td>3.3s</td>
<td>0.10s</td>
</tr>
<tr>
<td>Smoothing quality [Sec. V.A]</td>
<td>halo</td>
<td>halo</td>
<td>no halo</td>
<td>no halo</td>
</tr>
<tr>
<td>( L_\gamma ) norm smoothing (0 &lt; ( \gamma &lt; 2 )) [Sec. IV.D]</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>Yes</td>
</tr>
<tr>
<td>Using aggregated data [Sec. IV.E]</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
<td>Yes</td>
</tr>
</tbody>
</table>
accuracy of these solvers.

III. BACKGROUND

Low-level vision problems are often formulated as minimizing an energy function comprising the data and prior terms, and their solutions are obtained by solving a linear system either once or iteratively according to the norm used to define the energy function. We start with a basic formulation for the edge-preserving image smoothing task which serves as a simple example to provide some intuition.

In image smoothing, given an input image $f$ and a guidance image $g$, a desired output $u$ is obtained by minimizing the following weighted least squares (WLS) energy function [14], [15], [28]:

$$J(u) = \sum_p \left( (u_p - f_p)^2 + \lambda \sum_{q \in N(p)} w_{p,q}(g)(u_p - u_q)^2 \right).$$  

(1)

Let $f_p$ and $g_p$: $\Omega_D \to \mathbb{R}^3$ (or $\mathbb{R}$) denote a function with a discrete spatial domain $\Omega_D = \{ p = (x,y) \mid 0 \leq x < W, 0 \leq y < H \} \subset \mathbb{R}^2$. $f_p$ and $g_p$ represent a color (or grayscale) value of $(x,y)$. $g$ can be defined with the input image $f$ or another guidance signal aligned to the input according to applications (for image filtering, $g = f$). Here, we define $S = H \times W$ as an image size. $N(p)$ is a set of neighbors (typically, 4) of a pixel $p$, and $\lambda$ controls the balance between the two terms. Increasing $\lambda$ results in more smoothing in the output $u$. The smoothness constraint is adaptively enforced using the spatially varying weighting function $w_{p,q}(g)$ defined with $g$. $w_{p,q}$ represents a similarity between two pixels $p$ and $q$, and for example can be defined as follows:

$$w_{p,q}(g) = \exp\left(- \| g_p - g_q \|/\sigma_c \right),$$

(2)

where $\sigma_c$ is a range parameter.

By setting the gradient of $J(u)$ defined as in (1) to zero, the minimizer $u$ is obtained by solving a linear system based on a large sparse matrix:

$$(I + \lambda A)u = f,$$

(3)

where $u$ and $f$ denote $S \times 1$ column vectors containing color values of $u$ and $f$, respectively. $I$ denotes an identity matrix. A spatially-varying Laplacian matrix $A$ with a size of $S \times S$ is defined in a way similar to the random walk approach [29] as follows:

$$A(m,n) = \begin{cases} \sum_{l \in N(m)} w_{m,l}(g) & n = m \\ -w_{m,n}(g) & n \in N(m) \\ 0 & \text{otherwise} \end{cases} ,$$

(4)

where $m$ and $n$ represent a scalar index corresponding to a pixel $p$, i.e., $m,n \in \{0, \ldots, S-1\}$. Here, $A$ is a five-point sparse matrix including diagonal elements. The final smoothing result $u$ is then written as follows:

$$u(m) = ((I + \lambda A)^{-1}f)(m).$$

(5)

Figure 1 compares image smoothing results of the local filtering methods, the WLS method, and our global smoother. As expected, the WLS method [15] outperforms the state-of-the-art edge-aware local filtering algorithms such as the DT [9] and the GF [8]. Our fast global smoother also achieves a much better smoothing quality than the local methods, with a comparable $O(N)$ complexity to these local filters. Our method will be detailed in the next section.

IV. METHOD

In this section, we first present an efficient alternative of seeking the solution of an objective function defined on weighted $L_2$ norm (1) by decomposing it into each spatial dimension and solving the matrix with a sequence of 1D fast solvers. Then, this approach is extended into more general cases, by solving objective functions defined on weighted $L_\gamma$ norm ($0 < \gamma < 2$) or using an aggregated data term, which cannot be achievable in the existing EP filters. The flexibility and efficiency of our approach enable a significant acceleration of a range of applications, which typically require solving a large linear system.
A. 1D Fast Global Smoother

First, we consider the WLS energy function defined with a 1D horizontal input signal $f^h$ and a 1D guide signal $g^h$ along the $x$ dimension ($x = 0, \cdots, W - 1$). The WLS energy function for the 1D signal becomes:

$$\sum_x \left( (u^h_x - f^h_x)^2 + \lambda_x \sum_{i \in \mathcal{N}_h(x)} w_{x,i} (g^h_x - u^h_i)^2 \right), \quad (6)$$

where $\mathcal{N}_h(x)$ is a set of two neighbors for $x$ (i.e., $x - 1$ and $x + 1$). The 1D smoothing parameter $\lambda_x$ is defined to distinguish it with that of original WLS formulation (3), and will be detailed in Section IV-B. The 1D output solution $u^h$ that minimizes the above equation is written as a linear system:

$$(\mathbf{I}_h + \lambda_x \mathbf{A}_h) \mathbf{u}_h^h = \mathbf{f}_h^h. \quad (7)$$

$\mathbf{I}_h$ is an identity matrix with a size of $W \times W$. $\mathbf{u}_h$ and $\mathbf{f}_h$ represent the vector notations of $u^h$ and $f^h$, respectively. $\mathbf{A}_h$ is a three-point Laplacian matrix with a size of $W \times W$. The linear system in (7) can be written as follows:

$$
\begin{bmatrix}
    b_0 & c_0 & 0 & \cdots & 0 \\
    \cdots & \cdots & \cdots & \cdots & \cdots \\
    0 & a_x & b_x & c_x & 0 \\
    0 & 0 & \cdots & \cdots & \cdots \\
    0 & 0 & \cdots & \cdots & a_{W-1} & b_{W-1}
\end{bmatrix}
\begin{bmatrix}
    u^h_0 \\
    \vdots \\
    u^h_x \\
    \vdots \\
    u^h_{W-1}
\end{bmatrix}
= 
\begin{bmatrix}
    f^h_0 \\
    \vdots \\
    f^h_x \\
    \vdots \\
    f^h_{W-1}
\end{bmatrix}
$$

with boundary conditions $a_0 = 0$ and $c_{W-1} = 0$. Here, $u^h_x$ and $f^h_x$ are the $x^{th}$ elements of $\mathbf{u}_h$ and $\mathbf{f}_h$, respectively. $a_x$, $b_x$, and $c_x$ represent three nonzero elements in the $x^{th}$ row of $(\mathbf{I}_h + \lambda_x \mathbf{A}_h)$, which can be written as

$$
a_x = \lambda_x \mathbf{A}_h(x, x - 1) = -\lambda_x w_{x,x-1},
$$

$$
b_x = 1 + \lambda_x \mathbf{A}_h(x, x) = 1 + \lambda_x (w_{x,x-1} + w_{x,x+1}),
$$

$$
c_x = \lambda_x \mathbf{A}_h(x, x + 1) = -\lambda_x w_{x,x+1}.
$$

In fact, solving (7) becomes much easier than solving (3), as the three-point Laplacian matrix $\mathbf{A}_h$ becomes a tridiagonal matrix, whose nonzero elements exist only in the diagonal, the left and right diagonals. Such a matrix has an exact (non-approximate) solution obtained using the Gaussian elimination algorithm with a $O(N)$ complexity (here $N = W$) [20]. Our solution for (7) is an exact minimum of the given energy function (6) defined on the 1D dimension, and more importantly the 1D solver is very fast.

The solution $\mathbf{u}_h$ for the 1D signal in (7) is obtained in a recursive manner. Intermediate outputs $\tilde{c}_x$ and $\tilde{f}_x^h$ are recursively computed along a forward direction as follows:

$$
\tilde{c}_x = c_x / (b_x - \tilde{c}_{x-1} a_x),
$$

$$
\tilde{f}_x^h = (f_x^h - \tilde{f}_{x-1} a_x) / (b_x - \tilde{c}_{x-1} a_x), \quad (x = 1, \cdots, W-1) \quad (8)
$$

with $\tilde{c}_0 = c_0 / b_0$ and $\tilde{f}_0^h = f_0^h / b_0$. Then, an output $u^h_x$ is recursively obtained along a backward direction as

$$
u^h_x = \tilde{f}_x^h - \tilde{c}_x u^h_{x+1}, \quad (x = W - 2, \cdots, 0) \quad (9)
$$

with $u^h_{W-1} = \tilde{f}_{W-1}^h$.

Such a computation procedure is conceptually similar to that of some $O(N)$ separable image filtering algorithms such as the recursive filter (RF) of the DT [9] and the recursive bilateral filter [10], [23] (see Appendix A for more details). Figure 2 illustrates the data propagation schemes of these local EP recursive filters and our global smoother for 1D signals. Our global smoother achieves a much better smoothing quality than those efficient EP filters (e.g. no halos), as shown in Figure 1, yet with a comparable runtime, since our solution yields an exact minimum for the 1D energy function (6).

Figure 3 compares the smoothing quality on 1D signal. The author-provided MATLAB codes of existing EP filters were slightly modified, so that they work on 1D signal. The best results were obtained by tuning the parameters of the GF and DT methods. All these methods suffer from less flattening and/or halo artifacts, but our method produces excellent results with sharp edges preserved. We further investigate the performance of these EP filters in Figure 3(e)-(g), when applied with multiple iterations. Here, the weight kernels are recomputed with intermediate results every iteration, and the range kernel parameters were set relatively smaller to avoid over-smoothing during iterations, $\epsilon = 0.1^2$ and $\sigma_r = 0.2$. Even after multiple iterations, the GF and the RF of the DT still have a difficulty in flattening the signal and/or produces halo artifacts. In contrast, the normalized convolution (NC) filter of Figure 3(f) smoothes similar regions while preserving relevant edges very well, which is consistent with what was reported in [9]. Such results, however, are achievable only by iterating the NC filter even for 1D signal, and estimating the total number of iterations becomes even more challenging when it comes to a multi-dimensional signal (e.g. 2D image). Indeed, the GF-like filtering shown in Figure 3(e) may be desirable in some applications where a locality-preserving smoothing is needed, e.g. matting.

B. Separable Approximate Algorithm

Now, we consider a method for efficiently smoothing a 2D signal using our 1D solver. In general, solving a linear system
Algorithm 1: Separable global smoother for 2D image smoothing

<table>
<thead>
<tr>
<th>Target Operation</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u = (I + \lambda A)^{-1} f$</td>
<td>2D image $f(x,y)$; $f(S \times 1$ vector)</td>
<td>2D image $u(x,y)$; $u(S \times 1$ vector)</td>
</tr>
</tbody>
</table>

Parameters and Notations

- $T$: iteration num.
- $S = HW$: image size
- $\lambda$: smoothing parameter
- $A_h$ (or $A_s$): $W \times W$ (or $H \times H$) three-point Laplacian matrix
- $f^h$, $g^h$, $u^h$: 1D hor. signal of $f$, $g$, $u$; $f_h$, $g_h$, $u_h$ ($W \times 1$ vector)
- $f^v$, $g^v$, $u^v$: 1D ver. signal of $f$, $g$, $u$; $f_v$, $g_v$, $u_v$ ($H \times 1$ vector)

Algorithm

Initialize $u \leftarrow f$

for $t = 1 : T$ do
  compute $\lambda_t$ using (12)
  for $y = 0 : H − 1$ do
    $f^h_i(x) \leftarrow u(x,y)$ for all $x = 0, \cdots, W − 1$
    if (image filtering), then $g^h_i(x) \leftarrow f^h_i(x)$ for all $x$
      compute $w_{x,i}$ using $g^h_i$ for $i \in \mathbb{N}_h(x)$
      build a tridiagonal matrix $A_h$
      solve $(I_h + \lambda_t A_h)u_h = f_h$ using (8) and (9)
      $u(x,y) \leftarrow u^h(x)$ for all $x = 0, \cdots, W − 1$
  end
  for $x = 0 : W − 1$ do
    $f^v_j(y) \leftarrow u(x,y)$ for all $y = 0, \cdots, H − 1$
    if (image filtering), then $g^v_j(y) \leftarrow f^v_j(y)$ for all $y$
      compute $w_{y,j}$ using $g^v_j$ for $j \in \mathbb{N}_v(y)$
      build a tridiagonal matrix $A_v$
      solve $(I_v + \lambda_t A_v)u_v = f_v$ using (8) and (9)
      $u(x,y) \leftarrow u^v(y)$ for all $y = 0, \cdots, H − 1$
  end
end

---

defined with more neighbors in a 2D image is usually computationally demanding, even with recent sparse matrix solvers [19]. Thus, focusing on many low-level vision tasks where a four-neighbor $N_4$ (or an eight-neighbor $N_8$) smoothness constraint is often used to define a prior term, we decompose a 2D spatial domain along each spatial dimension, so that our 1D solver is directly applicable to the decomposed 1D signals.

The most common approach of smoothing a multidimensional signal in a separable manner is to sequentially apply the 1D solver along each dimension of the signal [30], [31]. For a given 2D image, the 1D solver is iteratively applied along the rows and the columns of the image. In the 2D smoothing context, a single iteration consisting of horizontal and vertical 1D solvers is not enough to propagate information across edges, leading to the ‘streaking artifact’ which is common in separable algorithms [9], [10]. Therefore, we perform 2D smoothing by applying sequential 1D global smoothing operations for a multiple number of iterations. In this scheme, the amount of spatial smoothing is progressively reduced by adjusting $\lambda_t$ in (7), considering that intermediate results are coarsened during iterations. This strategy helps reduce streaking artifacts which may be caused by the separable smoothing algorithm.

To control the total amount of spatial smoothing in applying the sequential 1D smoothing operations, we first analyze a response function of (7), i.e., $(I_h + \lambda_t A_h)^{-1}$. Since our objective is to adjust the amount of spatial smoothing in the separable algorithm, the analysis starts with the case of a linear smoothing. When the weight function in (2) is employed, we can rewrite three nonzero elements of $(I_h + \lambda_t A_h)^{-1}$ as $a_x = c_x = −\lambda_t$ and $b_x = 1 + 2\lambda_t$. The frequency response of this homogeneous matrix is given by $\mathbb{R}(\omega) = 1/(1 + \lambda_t \omega^2)$ [32]. Its impulse response function $r(x)$ is then written as

$$r(x) = \frac{1}{2\sqrt{\lambda_t}} e^{-|x|/\sqrt{N}},$$

with a standard deviation $\sigma_R = \sqrt{2\lambda_t}$. The linear smoothing is performed in a way of $u_h(x) = r(x) * f_h(x)$, where $*$ represents a convolution operator. The total amount of spatial smoothing is defined by adding variances of the spatial kernel.
used for each iteration. Here, it should be noted that applying a linear smoothing with the exponential kernel multiple times approximates the Gaussian (not exponential) linear smoothing. If the total amount of spatial smoothing is defined as a variance $\lambda$ of the Gaussian kernel, i.e., $1/\sqrt{2\pi\lambda}\exp(-x^2/2\lambda)$, and the standard deviation of (10) is progressively reduced by half through iterations, the following equation can be induced where the variance $\lambda$ of the Gaussian kernel matches the sum of the variance of the exponential kernel used at each iteration.

$$\sum_{t=1}^{T} 2\lambda_t = \sum_{t=1}^{T} \left(\frac{1}{2}\right)^{2t} 2\lambda_1 = \lambda$$

where $\lambda_t$ is the smoothing parameter used in the $t^{th}$ iteration, and $T$ represents the total number of iterations. From this equation, $\lambda_t$ is obtained as follows:

$$\lambda_t = \frac{3}{2} \frac{4^{T-t} - 1}{4^T - 1} \lambda.$$  

The separable algorithm in case of 2D image smoothing is summarized in Algorithm 1. When the smoothing parameter $\lambda$ (representing the total amount of spatial smoothing) and the total number of iterations $T$ are given as inputs, the separable 1D smoothing operations are performed along the horizontal and vertical directions with $\lambda_t$ computed at the $t^{th}$ iteration. As mentioned above, this sequential operations approximate the spatial kernel with the Gaussian function, different from original WLS formulation (3), but we found the difference of the smoothing results from using the approximated Gaussian kernel to be marginal.

We analyze the parameter used in our 2D separable method described in Algorithm 1. In order to decide the typical number of iterations ($T$), we adopted a similar method to what used in the DT method [9]. The smoothing result obtained when $T = 15$ is assumed to be streaking-artifact free, and the structural similarity (SSIM) index [24] is measured by comparing this to the result obtained after $T$ iterations. Using various $\sigma_c$ ($0.008 \sim 0.1$) and $\lambda$ ($3.0^2 \sim 60.0^2$), the FGS was performed for 30 natural images with diversified contents. For each $T$ with varying $\sigma_c$, minimum SSIM values were computed among 30 images and all $\lambda$. We found that our smoothing achieved converged results after three iterations. For instance, the estimated SSIM values range from 0.982 to 0.995 after 3 iterations for all $\sigma_c$ tested. In our work, the total number of iterations $T$ is set to 3. Figure 4 shows visual results with varying $T$. The parameters were set as $\sigma_c = 0.03$ and $\lambda = 30.0^2$. The smoothing result of our FGS method with $T = 3$ is almost similar to that of $T = 15$.

### C. Extension to Sparse Data Interpolation

The separable global smoother is extended into a sparse data interpolation scenario, where the input data is sparse, such as image colorization [13], recoloring [9], and interactive image segmentation [33]. Given a guide (color or grayscale) image $g$ and a sparse input (e.g. user scribbles) $f$, the energy function can be expressed as:

$$\sum_p \left( h_p(u_p - f_p)^2 + \lambda \sum_{q \in N_4(p)} w_{p,q}(g)(u_p - u_q)^2 \right),$$

where $h_p$ is an index function, which is 1 for valid (constraint) pixels, 0 otherwise. In the colorization, the guide image is a grayscale image. The output $u$ minimizing this function is obtained with the following linear system:

$$(H + \lambda A)u = Hf,$$

where $H$ is a diagonal matrix whose elements are 1 for valid pixels and 0 otherwise. By solving the above linear system, the sparse data $f$ is adaptively propagated by considering the structure of the guidance image $g$.

A straightforward approach of solving (14) using our method is to decompose the energy function (13) into $x$ and $y$ axes as in (6). However, such decomposition leads to unstable results due to the sparse input data $f$. Unlike the image filtering task using a dense input, the decomposed 1D signal used in the sparse data interpolation may sometimes have no valid data, resulting in a null output.

Similar to [9], [34], we instead smooth both the input signal $f$ and the index vector $h$. Let $\tilde{u}$ and $\tilde{u}_h$ denote the smooth outputs of $f$ and $h$ obtained using (5). A final solution $u$ is then computed as $\tilde{u}/\tilde{u}_h$, where '/' represents an element-wise division operator. Intuitively, $\tilde{u}_h$ represents how much the sparse input $f$ is propagated to each pixel. Formally, the solution can be written as

$$u(m) = \frac{(I + \lambda A)^{-1}f(m)}{(I + \lambda A)^{-1}h(m)},$$

where $m$ represents a scalar index corresponding to a 2D pixel $p$, i.e., $m \in \{0, \cdots, S-1\}$. The inversion of the sparse matrix is performed using Algorithm 1. Therefore, hereafter, we will always explain our solver based on a variant of (1) that assumes a dense input. Namely, the solution of a dense input is computed by applying Algorithm 1 once, while that of a sparse input is obtained by applying Algorithm 1 twice. Table II summarizes the proposed solvers according to the type of the data term, including (19) using an aggregated data term, which is explained in Section IV.E.

### D. Extension to IRLS

The proposed global smoother can also be used to optimize an objective function defined on the $L_0$ norm with the iterative re-weighted least squares (IRLS) algorithm [35]. Specifically, we can define the following energy function with $0 < \gamma < 2$:

$$J_\gamma(u) = \sum_p \left( (u_p - f_p)^2 + \lambda \sum_{q \in N_4(p)} w_{p,q}(g)\|u_p - u_q\|^{\gamma} \right).$$

<table>
<thead>
<tr>
<th>Solution $u(m)$</th>
<th>Dense input</th>
<th>Sparse input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-pixel data in (1)</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
</tr>
<tr>
<td>Aggregated data in (19)</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
</tr>
</tbody>
</table>

In Table II, Dense input Sparse input

$$\sum_{m \in N_4(p)}$$

for each pixel. Formally, the solution can be written as:

$$u(m) = \frac{(I + \lambda A)^{-1}f(m)}{(I + \lambda A)^{-1}h(m)},$$

where $H$ is a diagonal matrix whose elements are 1 for valid pixels and 0 otherwise. By solving the above linear system, the sparse data $f$ is adaptively propagated by considering the structure of the guidance image $g$.

A straightforward approach of solving (14) using our method is to decompose the energy function (13) into $x$ and $y$ axes as in (6). However, such decomposition leads to unstable results due to the sparse input data $f$. Unlike the image filtering task using a dense input, the decomposed 1D signal used in the sparse data interpolation may sometimes have no valid data, resulting in a null output.

Similar to [9], [34], we instead smooth both the input signal $f$ and the index vector $h$. Let $\tilde{u}$ and $\tilde{u}_h$ denote the smooth outputs of $f$ and $h$ obtained using (5). A final solution $u$ is then computed as $\tilde{u}/\tilde{u}_h$, where '/' represents an element-wise division operator. Intuitively, $\tilde{u}_h$ represents how much the sparse input $f$ is propagated to each pixel. Formally, the solution can be written as

$$u(m) = \frac{(I + \lambda A)^{-1}f(m)}{(I + \lambda A)^{-1}h(m)},$$

where $m$ represents a scalar index corresponding to a 2D pixel $p$, i.e., $m \in \{0, \cdots, S-1\}$. The inversion of the sparse matrix is performed using Algorithm 1. Therefore, hereafter, we will always explain our solver based on a variant of (1) that assumes a dense input. Namely, the solution of a dense input is computed by applying Algorithm 1 once, while that of a sparse input is obtained by applying Algorithm 1 twice. Table II summarizes the proposed solvers according to the type of the data term, including (19) using an aggregated data term, which is explained in Section IV.E.

<table>
<thead>
<tr>
<th>Solution $u(m)$</th>
<th>Dense input</th>
<th>Sparse input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-pixel data in (1)</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
</tr>
<tr>
<td>Aggregated data in (19)</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
<td>$(I + \lambda A)^{-1}f(m)$</td>
</tr>
</tbody>
</table>
This non-convex function is iteratively minimized with the weight of the prior term adjusted with \( u^{(k)} \), which is an intermediate estimate at the \( k^{th} \) iteration:

\[
w_{p,q}(g)|u_p - u_q|^\gamma \approx \frac{w_{p,q}(g)}{|u_p^{(k)} - u_q^{(k)}|^2 - \gamma + \kappa} (u_p - u_q)^2
\]

\[
= \phi_{p,q}(g, u^{(k)})(u_p - u_q)^2,
\]

where \( \kappa \) is introduced for numerical stability. For each iteration, the weight \( \phi_{p,q}(g, u^{(k)}) \) updated with the current estimate \( u^{(k)} \) is used to obtain a new estimate \( u^{(k+1)} \) by minimizing the following energy function:

\[
J^{(k+1)}(u) = \sum_p (u_p - f_p)^2 + \lambda \sum_{q \in N_4(p)} \phi_{p,q}(g, u^{(k)})(u_p - u_q)^2.
\]

Thus, minimizing the energy function in (16) finally becomes equivalent to solving a series of linear equation systems \((I + \lambda A^{(k)})u^{(k+1)} = f \) \((k = 0, \ldots, K - 1)\), where \( A^{(k)} \) is a Laplacian matrix computed with the weight \( \phi(g, u^{(k)}) \) at the \( k^{th} \) iteration. Note that \( K \) represents the external iteration number used to minimize (16), each of which is solved by using Algorithm 1 with \( T \) iterations. This extension can be used in a range of applications, where the prior term is defined on the \( L_\gamma \) norm. For instance, in [17], the prior term is defined in a form of total variation (\( L_1 \) norm), and the objective function is optimized using the preconditioned conjugate gradient (PCG) [19]. We can easily replace the solver with our approach, achieving a much better runtime efficiency (see results in Section VI.B).

### E. Using Aggregated Data Term

The energy functions (1) and (13) enforce a hard constraint on the data term. In other words, the data constraint is exactly imposed with respect to a given observation through an un-weighted per-pixel penalty function. This assumption, however, may be violated in many applications when there exists an imprecise input data, e.g. incorrect user scribbles in image colorization. Interestingly, it was shown that a more robust data constraint using an aggregated input term leads to a better quality in the image denoising algorithm [36]. In a similar context, An and Pellacini proposed to use the aggregated data term for handling the erroneous input data in image editing applications [21]. However, this method based on a dense affinity matrix is extremely slow to solve. By considering a soft data aggregation constraint, we re-define the energy function as follows:

\[
\sum_p \left( \sum_{r \in N_D} c_{p,r}(g)(u_p - f_r)^2 + \lambda \sum_{q \in N_4} w_{p,q}(g)(u_p - u_q)^2 \right),
\]

where \( N_D \) (of a \( L \times L \) size) represents a set of neighbors used to aggregate the input data \( f \). Note that \( N_D \) is not limited to \( N_4 \) neighbors (used to define the prior term), but usually using more neighbors for the aggregation is recommended for ensuring a large support. Here, \( c_{p,r} \) is defined using a bilateral kernel, e.g. \( \exp\left( -\frac{\| p - r \|^2}{2\sigma_{dc}} - \frac{\| g_p - g_r \|^2}{2\sigma_{dc}} \right) \), and it decides the contribution of neighboring data constraints.

The linear system formulation is then obtained through a similar derivation as follows:

\[
(D + \lambda A)u = Cf,
\]

where \( A \) is defined with \( N_4 \) as in (4). \( D \) is a diagonal matrix whose diagonal values are the sum of weights \( \sum_r c_{p,r} \) defined inside the kernel window \( r \in N_D(p) \). \( C \) is a kernel matrix whose nonzero elements are given by weights \( c_{p,r} \), and \( Cf \) represents an unnormalized bilateral sum of the input signal \( f \).

\[
D(m, n) = \begin{cases} \sum_{l \in N_D(m)} c_{m,l} & m = n \\ 0 & \text{otherwise} \end{cases},
\]

\[
C(m, n) = \begin{cases} 0 & n \in N_4(m) \\ \text{otherwise} \end{cases}.
\]

All the sparse matrices used in this paper are constructed from two sources: one captures the data term (\( I \) or \( D \)), and the other is from the smoothness term (\( A \)). The linear system (3) using the per-pixel data term always assigns a constant reliability (\( I \)) to all pixels. In contrast, (20) adaptively considers the reliability metric specified by \( D \), which is a sum of weights inside the kernel \( N_D \). By leveraging such reliability, the linear system (19) becomes more robust against errors that may exist in the input data. In summary, the solutions of dense or sparse inputs using the aggregated data term are written as

\[
u(m) = ((D + \lambda A)^{-1}Cf)(m),
\]

\[
u(m) = \frac{((D + \lambda A)^{-1}Cf)(m)}{((D + \lambda A)^{-1}Ch)(m)}.
\]
directly produce a filtered output (i.e., \( D^{-1}Cf \)). In this work, we utilize the recursive BF (RBF) [10] (see (14) and (22) in [10]), but any other kind of fast filters yielding \( D \) and \( Cf \) can also be employed. We compute \( D \) and \( Cf \) using a 2D RBF with one iteration. A filtering result of the 2D RBF is adjusted by two parameters: a range parameter \( \sigma_{dc} \) and a spatial parameter \( \alpha \) (ranging 0~1), which plays a role similar to \( \sigma_{ds} \).

F. Aggregated Data Term vs. Multiple Filtering

It was discussed in [21] that applying nonlinear local filtering multiple times may provide similar capability of dealing with erroneous input data, e.g. sequentially performing the joint BF (JBF) [37] about 50 times. Specifically, by setting \( \lambda \) to 0, the solution of (20) becomes the BF (i.e., \( D^{-1}Cf \)). Thus, performing the BF multiple times may help suppress the artifacts incurred by erroneous input data to some extent. However, as already pointed out in [21], it is very challenging to find an optimal number of iterations for the local filters (e.g. BF). More importantly, such local filter based approaches do not handle imprecise inputs effectively. Figure 12 shows the results of image colorization using imprecise user scribbles, when iteratively applying the edge-preserving filters such as the brute-force JBF [37], the GF [8], and the RF of the DT [9]. The color bleeding artifacts incurred by the imprecise inputs seem to be reduced in some results, but the simple iterative local smoothing strategy does not remove the artifacts effectively.

V. PERFORMANCE

We first compare the smoothing performance of our method applied to image filtering against that of state-of-the-art fast \( O(N) \) edge-preserving filters: DT [9] and GF [8]. Other existing \( O(N) \) filters such as the permutohedral lattice BF [7] and the constant time BF using a bilateral grid [5], [6] are not compared, since they are relatively slow [7] or rely on a space-color sampling method [5], [6] that may degenerate a filtering quality. The WLS-based method [15] is also compared together. In our method, the default parameters for the total number of iterations \( T \) is set to 3, unless specified otherwise.

A. Smoothing Quality

As already shown in Figure 1, our smoother outperforms existing fast \( O(N) \) local filters in terms of image abstraction and edge-preserving capability, e.g. no halo artifact. For all the results of the existing methods, we used the source code provided by the authors; GF\(^1\), DT\(^2\), and WLS\(^3\). For our method, \( w_{p,q} \) is defined with (2). We also compare the smoothing quality on a natural image in Figure 5. As pointed out in [25], halo artifacts on color boundaries are unavoidable for local filters. They also suffered from less image abstraction in strong textures. Using larger \( \epsilon \) or \( \sigma_r \) in the GF and DT methods leads to more smoothing, but they still fail to smooth out strong textures, and often lose small details (see thin ‘flag’ in the top of the center area). As stated in [9], the NC works better than the RF in terms of image abstraction, but it still has the less flattening issue in strong textures and has a trade-off between halo artifacts and image abstraction. Similar smoothing results were shown in Figure 6. The GF [8] does not smoothen regions near high contrast edges or high variance regions (e.g. marked by arrows in Figure 6(b)) due to its inherent limitation that may arise from a multipoint aggregation based on a box window. In contrast, our method produces excellent smoothing results with no blurring on the object boundaries. While the local filters adaptively determine the amount of smoothing by considering local neighbors only, our global smoother globally distributes an intensity profile by taking into account an overall energy cost [25].

More results for image smoothing are compared with \( L_0 \) smoothing [38] in Figure 7. We applied the smoothing to a ‘bear’ image containing many noise-like structures. It was explained in [38] that the \( L_0 \) smoothing method can be complementary to existing local filtering methods such as the BF [2] to smooth out noise-like structures in Figure 7 (a), since the \( L_0 \) smoothing method does not use a spatial averaging. In contrast, our smoother using (5) shows a similar smoothing quality to (c) BF+\( L_0 \) smoothing in suppressing such noise-like structures, without performing such a pre-filtering step (e.g. the BF). Basically, the WLS based edge-preserving smoothing is equivalent to applying \((I+\lambda A)^{-1}\) to filter an input image \( f \), and each row of this matrix can be seen as a smoothing kernel with a large support varying according to \( \lambda \) and \( \sigma_r \) (or \( \beta \)) [15]. Thus, through this adaptive averaging process, our fast global smoother handles such noise-like structures better than the \( L_0 \) smoothing, yet more efficiently.

B. Smoothing with \( N_4 \) and \( N_8 \) neighbors

Our solver is applicable to solving the Laplacian matrix defined with both \( N_4 \) and \( N_8 \) neighbors. In case of using \( N_8 \),

\(^1\)http://research.microsoft.com/en-us/um/people/kale/eccv10/
\(^2\)http://www.inf.ufg.br/~eslgastal/DomainTransform/
\(^3\)http://www.cs.huji.ac.il/~danix/epd/
neighbors, we additionally iterate diagonal and anti-diagonal passes in Algorithm 1. Specifically, we apply 1D solvers in a clock-wise direction. Figure 8 compares the smoothing results with $N_4$ and $N_8$ neighbors. In order to apply the same amount of smoothing, we set the total number of iterations $T$ to 4 and 2 for $N_4$ and $N_8$, respectively. Namely, in the filtering with $N_8$ neighbors, the number of horizontal, anti-diagonal, vertical, and diagonal passes is all set to 2. The smoothing results are very similar to each other, except weak diagonal edges with smoothly-varying gradients (e.g. ‘cloud’). Also, the memory access time for including diagonal and anti-diagonal passes would become longer. In this work, all the results are obtained using $N_4$ neighbors, similar to existing separable algorithms.

C. Computational Efficiency

We report the timing results measured on a PC with a 3.4 GHz CPU and 8 GB of memory. For comparison, by referring to the author-provided software (implemented in MATLAB), we implemented the RF of DT method (the fastest local filter) in C, and measured the runtime. The runtimes of the RF of DT and our method (also implemented in C) for filtering a 1M pixel RGB image on a single CPU core are 0.05 and 0.10 seconds, respectively. Three iterations were used in both methods. Note that the original DT paper [9] reported that filtering a 1M pixel RGB image using three iterations takes 0.10 seconds, respectively. Three iterations were used in both methods. Note that the original DT paper [9] reported that filtering a 1M pixel RGB image using three iterations takes 0.10 seconds (on 2.8GHz CPU). In [25], the runtime of GF method was reported as 0.15 second for a 1M pixel RGB image. To report the best runtime of the WLS method [15] using sparse matrix solvers, we arithmetically calculated the runtime with the timing results reported in the recent work, e.g. HSC of Table 2 in [19]. They reported that the runtime of the ‘EPD sharpening’ operation for 5 scales (i.e., applying the smoothing four times) on a 4.2M pixel RGB image is 55.7 second, and thus the runtime for filtering a 1M pixel RGB image once arithmetically is about 3.3 second. This runtime analysis might vary depending on the degree of code optimization and the hardware used in the experiments, but our global smoother is much faster (over 30×) than the WLS method using the recent matrix solver [19]. It is also very comparable even to the state-of-the-art fast local filters.
although our method is based on a global solver.

By counting the number of arithmetic operations, we can also estimate the computational complexity of our method. For instance, the RF of the DT [9] uses 2 multiplications at every pixel for filtering a 1D signal, while our method using (8) and (9) employs 5 multiplications and 1 division for computing \( \tilde{c}_x \), \( f_{h_x}^b \) and \( u_{h_y}^b \) at every pixel. More specifically, \( 1/ (b_{x} - \tilde{c}_{x-1} - \tilde{a}_{x} ) \) is first calculated and temporally saved to obtain \( \tilde{c}_{x} \) and \( f_{h_x}^b \). Thus, after considering the cost for other operations and memory access, the timing results (0.05 vs. 0.10 seconds) measured by our optimized code are in agreement. Our code is publicly available4.

VI. APPLICATIONS

This section demonstrates a range of low-level vision and computer graphics applications, where a Laplacian matrix is defined with a small number of neighbors (\( \mathcal{N}_4 \), here), e.g. multi-scale detail manipulation [15], structure extraction from texture [17], image colorization [13], imprecise edit propagation [21], and depth upsampling [22].

A. Multi-scale Detail Manipulation

Our global smoother can be used to manipulate image details by decomposing an image into several scales and recombining the decomposed signals. Similar to [15], for a \( (L+1) \)-level decomposition with an input image \( f = u^0 \), we produce a set of progressively smoothed outputs \( u^l (l = 0, \cdots , L) \) using our smoother (5), and construct several detail layers as \( d^l = u^l - u^{l+1} \). The results are obtained by manipulating the detail layers with a sigmoid curve used in [15]. Figure 9 compares the results \( (L = 2) \) using our smoother and the WLS method [15]. Here, a weight kernel used for image smoothing is \( w_{p,q}(g) = \left( |z_p - z_q|^{\beta} + \delta \right)^{-1} \), where \( z \) is the log-luminance channel of a guidance color image \( g \), \( \beta \) controls the sensitivity of the gradients, and \( \delta \) is a small constant preventing division by zero [15]. Achieving similar results, our method is about 30x faster than the WLS method.

B. Structure Extraction from Texture: \( L_\gamma \) smoothing

As mentioned in Table I, the proposed solver is applicable to many applications, some of which are not directly handled by local filtering algorithms. One of such applications is structure extraction from a highly-textured image, recently proposed by [17]. To extract meaningful structures from an image with complicated texture patterns, they proposed a new measure, called ‘relative total variation’ (RTV). The prior term is defined using a ratio of a pixel-wise windowed total variation (TV) and a windowed inherent variation. A new objective function is then formulated using the per-pixel fidelity term and the prior term defined with the RTV. Since this function employs the (relative) ‘total variation’ based on the \( L_1 \) norm, the authors proposed to minimize the function in a way similar to the IRLS algorithm, as explained in Section IV.D. Specifically, the objective function of (16) is written by setting \( \gamma \) to 1 and \( w_{p,q}(g) = \left[ G_\chi * \partial_{p,q} g + \epsilon_w \right] \). \( \partial_{p,q} g = g(p) - g(q) \) \((q \in \mathcal{N}_4(p))\) can be either \( x \) or \( y \) derivatives. \( \epsilon_w \) is a small constant value to avoid division by zero, and \( G_\chi \) is a Gaussian filter with a standard deviation \( \chi \) and \( * \) stands for a convolution operator.

Since a single iteration used in the IRLS is identical to solving a linear system with a five-point Laplacian matrix, our solver (5) can be seamlessly integrated in their minimizer. Figure 10 compares the results of the structure-texture decomposition implemented using the original method (b) and our smoother (c). The quality of these results is similar, but our solver is much faster. For instance, the two methods take about 3.7 and 0.6 seconds to process a 800x600 color image [17], respectively. It should be noted that these runtimes include all the processing units such as the RTV calculation which is relatively time-consuming. These results indicate that our solver can be useful in some tasks based on the \( L_\gamma \) norm \((0 < \gamma < 2\), usually using the IRLS procedure) as well as the weighted \( L_2 \) norm.

C. Sparse Data Interpolation (Colorization)

When a sparse input \( f \) is given along with a guidance image \( g \), the sparse data is interpolated by referring to the structure of the guidance image. One of examples is image colorization using sparse color scribbles specified by a user. Similar to [13], we propagate the sparse color input \( f \) by smoothing it with the grayscale image \( g \). Specifically, two chrominance channels \( U \) and \( V \) extracted from the input color scribbles are used as inputs \( f \), and their interpolated outputs are then obtained

4https://sites.google.com/site/globalsmoothing/
colorization results obtained using our global smoother (15) (with a per-pixel data constraint) and other algorithms such as the JBF [37], the GF [8], the RF of the DT [9], and Levin’s work [13]. It is worth noting that such artifacts are not effectively resolved even after applying the algorithms for a number of iterations (e.g. 10 to 50 times). In contrast, our method (24) using the aggregated data term achieves a better colorization result, justifying the effectiveness of the ‘reliability’ metrics defined by D of (21) and Cf of (22). For a stronger propagation, $\lambda_t$ is fixed during iterations ($\lambda_t = \lambda$ for $t = 1, \cdots, T$), not being varied in a form of (12), and using a relatively large $\lambda$ is recommended (e.g., $50.0^2$).

The proposed method using (24) consists of three data aggregations (D, Cf, and Ch) and two global smoothing operations (corresponding to numerator and denominator). We found that updating Cf and Ch in every (horizontal or vertical) iteration produces better results. D is computed only once, as it remains unchanged through iterations. As mentioned earlier, the data aggregation terms are computed using the 2D RBF [10], which takes about 0.035 seconds for filtering a 1M pixel three-channel image (using the author’s public code).

Here, an input $f$ consists of two chrominance channels $U$ and $V$, and $h$ is a single-channel index function. Thus, the runtime for computing D, Cf, and Ch is about 0.225 second ($= 0.015 + 6 \times 0.035$). Our global smoothing operation is performed on a three-channel signal (corresponding to $f$ and $h$) with a runtime of 0.10 second. Totally, our method using (24) takes about 0.325 seconds ($= 0.225 + 0.10$) for colorization of a 1M pixel image ($T = 3$).

More results are provided in Figure 13. As expected, even when iteratively applying our smoother (15) with a per-pixel data constraint (10 iterations), the results still contain noticeable color artifacts, e.g. the upper part of a ‘flower’ image. The method employing a non-local smoothness constraint defined with dense neighbors [21] is expected to produce better results than our method (24). However, it is extremely time-consuming due to the densely defined prior term, and also there exists no fast $O(N)$ solution for the energy function defined with the dense prior term. Furthermore, even such a method [21] may often need a user to add more color scribbles in a progressive manner as in [13]. Our method is very fast thanks to the use of the fast global smoother with a linear complexity, and thus is able to yield the colorization results at an interactive rate, allowing the user to include additional inputs instantly. Compared to the existing colorization approaches based on the optimization [13] and filtering algorithms [8], [9], our solution achieves a much better quality with a comparable runtime to the filter based methods, meaning that the workload provided by a user can be reduced significantly.

D. Handling Imprecise (Sparse) Input using Aggregated Data

Next, we demonstrate how to handle imprecise inputs using our framework, while maintaining its computational advantage. For instance, when rough color scribbles are specified by a user, existing colorization methods assuming completely correct strokes may produce serious color artifacts. Figure 12 shows serious color bleeding artifacts (e.g. the ‘neck’, ‘left hair’ and ‘bangs’ regions of a ‘girl’ image) appeared in the
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Fig. 11. Results of image colorization: (b) using [13] and (c) using our method.

by following (15). A final colored image is produced by converting the grayscale image $g$ and the outputs $U$ and $V$ into the RGB color space. Figure 11 shows the results obtained with [13] and our global smoother.

E. Depth Upsampling

We also applied our global smoother to depth upsampling task [22], where a low-resolution depth map and its associated high-resolution color image are used as inputs. Its objective is to enhance the quality of the input low-resolution depth map by increasing its spatial resolution. We performed the experiments with ground truth depth maps from the Middlebury test
Fig. 12. Visual comparison of colorization results for a ‘girl’ image with (a) imprecise color scribbles: (b) Joint BF (JBF) [37] (50 iter.) with a range parameter $\sigma_R = 0.008$, a spatial parameter $\sigma_S = 10.0$, and $31 \times 31$ window, (c) GF [8] (30 iter.) with $\epsilon = 0.072$ and a radius $r = 10$, (d) RF of the DT [9] (50 iter.) with $\sigma_r = 0.03$ and $\sigma_s = 300$, (e) Levin et al. 2004 [13], (f) Ours (15) using the per-pixel data term (3 iter.), (g) Ours (15) using the per-pixel data term (10 iter.), (h) Ours (24) with the aggregated data term (3 iter.). All the results using our global smoother used $\sigma_c = 0.008$ and $\lambda = 50.0^2$. For computing the aggregated data term, the 2D RBF [10] was performed with a range parameter $\sigma_{dc} = \sigma_c$, and a spatial parameter $\alpha = 0.05$. Please refer to the ‘neck’, ‘left hair’ and ‘bangs’ regions of ‘girl’ image. These results are best viewed in their original resolution.

Fig. 13. Colorization results for a ‘flower’ images with (a) imprecise color scribbles: using (15) with the per-pixel data term after (b) 3 iterations and (c) 10 iterations, and (d) using (24) with the aggregated data term after 3 iterations. The parameters were set to $\sigma_c = 0.008$ and $\lambda = 50.0^2$. The parameters of the 2D RBF [10] were $\sigma_{dc} = \sigma_c$, and a spatial parameter $\alpha = 0.03$.

VII. CONCLUSIONS
This paper has presented an efficient edge-preserving smoothing method based on the WLS formulation, called fast
the heavy computational cost is a main bottleneck and/or the capability of robustly handling imprecise inputs in an efficient manner is required.

A. Limitations

Like other separable algorithms [9], our smoother is not rotationally invariant. In fact, the original WLS formulation is also not rotationally invariant, because the smoothness regularization is separately enforced for axis-aligned directions [15]. Also, as most sparse matrix solvers, our smoother is applicable only when the neighbors are defined under a specific smoothness constraint (e.g. \(N_4\) or \(N_8\) grids in case of a 2D signal). This design choice may also bring about problems in terms of data propagation. When an input data is extremely sparse in case of the sparse data interpolation, a huge number of iterations is required for ensuring sufficient data propagation. Figure 15 shows results of the image colorization, when user color scribbles are very sparse. Here, \(\lambda_t\) is fixed during iterations (\(\lambda_t = \frac{\text{in Figure 15 (c).}}{\text{Actually, this limitation is generally common in all existing smoothing based approaches.}}\)

### APPENDIX I

**DATA PROPAGATION OF LOCAL EP FILTER**

For a 1D input signal \(f^h_x\), the forward recursion used in the RF of the DT [9] is performed as follows:

\[
\bar{f}^h_x = (1 - \alpha^d_x) f^h_x + \alpha^d_x \bar{f}^h_{x-1}, \quad (x = 1, \ldots, W-1),
\]

with a boundary condition \(\bar{f}^h_0 = f^h_0\). \(\alpha \in [0, 1]\) is a spatial smoothing parameter, and \(\alpha^d_x\) is a feedback coefficient controlling the amount of edge-preserving smoothing. \(\bar{f}^h\) is an intermediate output, which will be used as an input in the backward recursion. \(d_x\) is defined as a distance between two samples \(f^h_x\) and \(f^h_{x-1}\) on the transformed domain [9], and it is computed as

\[
d_x = 1 + \frac{\sigma^s}{\sigma^r} \|f^h_x - f^h_{x-1}\|,
\]
where $\sigma_x$ and $\sigma_r$ are spatial and range parameters used in the DT [9]. They also set $\alpha = \exp(-\sqrt{2}/\sigma_x)$, so the feedback coefficient $\alpha^{\text{RF}}$ is re-written as

$$\alpha^{\text{RF}} = \exp(-\sqrt{2}/\sigma_x) \mathbb{1}^1(\cdot, \cdot) ||f^h_0 - f^h_{x-1}||$$

$$= \exp(-\sqrt{2}/\sigma_x) ||f^h_x - f^h_{x-1}|| = \alpha w_{x,x-1}, \quad (27)$$

where $w_{x,x-1} = \exp(-\sqrt{2}/\sigma_x) ||f^h_x - f^h_{x-1}|| / \sigma_x$. Then, (25) is expressed as follows:

$$\bar{f}^h_x = (1 - \alpha w_{x,x-1})f^h_x + \alpha w_{x,x-1} \bar{f}^h_{x-1}, \quad (x = 1, \ldots, W-1), \quad (28)$$

Similarly, the backward recursion of the RF is induced as

$$u^h_x = (1 - \alpha w_{x,x+1})f^h_x + \alpha w_{x,x+1} u^h_{x+1}, \quad (x = W-2, \ldots, 0), \quad (29)$$

with a boundary condition $u^h_W = \bar{f}^h_W$. The backward recursion uses the intermediate output $f^h_x$ as an input, and computes the final output $u^h$. Note that the same recursion is also used in [23], although derived from different considerations.

The RBF also employs similar forward and backward recursions [10]:

$$f^h_x = (1 - \alpha)f^h_x + \alpha w_{x,x-1} f^h_{x-1}, \quad (x = 1, \ldots, W-1), \quad (30)$$

$$f^h_0 = (1 - \alpha)f^h_0, \quad$$

$$u^h_x = (1 - \alpha)f^h_x + \alpha w_{x,x+1} u^h_{x+1}, \quad (x = W-2, \ldots, 0), \quad (31)$$

These recursive filters adaptively (and locally) updates the filtered output $u^h$ using the weighting function $w_{x,x-1}$ (or $w_{x,x+1}$) through the forward (or backward) pass. Namely, the amount of smoothing is determined by considering only neighboring pixels at $x - 1$ or $x + 1$. Our global smoother performs the smoothing through similar forward and backward recursions, but it yields an exact minimum for an 1D energy function, so outperforms these local filters (e.g. no halo artifacts). Similar analysis on smoothing quality was also presented in [25], i.e. WLS-based method vs. local filters.
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