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Example 3 

• Suppose we have a weighted coin, that shows 
heads with some unknown probability 𝑝 each 
time it is flipped 

• We flip it some large and known number 𝑛 
times and heads shows on 𝑘 of the flips 

• Find the ML estimate of 𝑝 



Reliability of parameter estimate? 

• How reliable an estimator of probability of 
heads can we form from relative frequency of 
occurrence in first 1000 tosses of a coin that is 
actually fair? 

• Estimate the probability that the relative 
frequency will differ from ½ by at least 0.05. 



Polling 

• https://www.youtube.com/watch?v=suBMSdJ
klrc 



Markov inequality 

• If 𝑌 is a nonnegative random variable, then for 
𝑐 > 0,  

𝑃𝑟 𝑌 ≥ 𝑐 ≤
𝐸 𝑌

𝑐
 

Proof 





Chebychev inequality 

• If 𝑋 is random variable with finite mean 𝜇 and 
variance 𝜎2, then for any 𝑑 > 0, 

𝑃𝑟 𝑋 − 𝜇 ≥ 𝑑 ≤
𝜎2

𝑑2
 

• Alternatively, letting 𝑑 = 𝑎𝜎, 

𝑃𝑟 𝑋 − 𝜇 ≥ 𝑎𝜎 ≤
1

𝑎2
 

Proof 

 



Confidence Intervals 

• Use Chebyshev for binomial random variable with 
parameters 𝑛 and 𝑝, which has mean 𝑛𝑝 and std 

𝑛𝑝 1 − 𝑝 : 

𝑃𝑟 𝑋 − 𝑛𝑝 ≥ 𝑎𝜎 ≤
1

𝑎2
 

𝑃𝑟
𝑋

𝑛
− 𝑝 <

𝑎𝜎

𝑛
≥ 1 −

1

𝑎2
 

𝑃𝑟 𝑝 ∈ 𝑝 ± 𝑎 𝑝 1−𝑝
𝑛

 ≥ 1 −
1

𝑎2
 

where 𝑝 = 𝑋 𝑛  



Confidence Intervals 

• Note that 𝑝  is random and so the interval  

𝑝 ± 𝑎 𝑝 1−𝑝
𝑛

  

is also random.  Since the interval depends on 
the unknown parameter 𝑝 it is not quite 
appropriate.  Since 𝑝 1 − 𝑝 ≤ 1

4
 for any 𝑝, we 

can use that to get: 

𝑃𝑟 𝑝 ∈ 𝑝 ±
𝑎

2 𝑛
 ≥ 1 −

1

𝑎2
 



The power of induction, my dear Watson 



Next time 

[https://www.sciencenews.org/article/bayesian-reasoning-implicated-some-mental-disorders] 


