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For the stars that exploded in P-HOTB, the desired kinetic
energy at infinity in KEPLER is obtained by iterating on α.
This required an earlier, more rapid motion outwardfor the
adopted piston. By design, the two explosion models thus
agreed almost exactly in explosion energy and piston mass.
They also agreed to typically better than 10% in the mass of
iron-group nuclei that were synthesized (Tables 7 and 8). Here
the total iron in P-HOTB calculation is taken as the amount
outside the final fallback mass.

To make the agreement in 56Ni mass even better, first, for
afew models the starting location in mass of the special
trajectory, mz, was slightly varied, usually by ∼0.01 :M , so that
the KEPLER total iron mass lies roughly in between the special
and fallback trajectories (Figure 12). Then using the innermost
zone abundances, most models were scaled up slightly until the
fallback trajectory value, so that the final disagreement of iron-
group synthesis was a few percent at most. The full tabulated
list of all piston parameters for all explosion calculations is
available at the MPA-Garching archive (see footnote 4).

In the remainder of the paper, the baryonic remnant masses,
the kinetic energies at infinity of the ejecta, and the total iron-
group synthesis are based on the 1D neutrino-powered
explosions using P-HOTB. Only the isotopic nucleosynthesis
(of all elements including pre-SN mass loss) and the light
curves are taken from KEPLER.

4. EXPLOSION PROPERTIES

Inserting the standard “central engines” described in
Section 3 in the various pre-SN stars resulted in a wide variety
of outcomes depending on the properties of each progenitor,
especially its mass and compactness, and the choice of 87A
model used for the engine’s calibration (Figure 13). Generally
speaking, weaker central engines like W20 gave fewer SNe
than stronger engines like N20.

This is an interesting point that warrants elaboration. Not
every model for 87A will give equivalent, or even necessarily
valid, results when its central engine is inserted in other stars.
SN 1987A was a blue supergiant in a galaxy with lower
metallicity than the Sun. All pre-SN models considered here,

except those that lost their envelopes before exploding, are red
supergiants with an initially solar composition. The SN 1987A
models, at least those that made blue supergiant progenitors
(Table 1), also used a different value for semiconvective
mixing that affected the size of the carbon–oxygen core for that
mass (made the core smaller). One of the models, W18,
included rotation, while the present survey does not. Our
calculations are 1D, not 3D. Finally, one expects significant
variations in pre-SN core structure even for two stars of very
similar initial mass and pre-SN luminosity (Sukhbold &
Woosley 2014).
The very similar results for “explodability” for models N20,

W18, W15, and S19.8 are thus welcome and suggest a
robustness to the answer thatmight not necessarily have
existed. They also justify the neglect of model set W20 in the

Figure 11. Trajectory from the neutrino-driven explosion with P-HOTB
(gray)compared withthe corresponding trajectory from KEPLER (blue) for
the explosion of the W18 engine itself. In all cases, the trajectories from the two
codes have a common starting radius and time and the same minimum radius
and time.

Figure 12. Comparison of iron production in the KEPLER and P-HOTB
calculations for all models that exploded using the Z9.6 and W18 engines. The
shaded gray region is bounded on the bottom by the total iron produced by
P-HOTB outside the “special” trajectory (orange), and on the top by the total
iron ejected (green). The thick blue curve represents total iron production in the
converged KEPLER explosions.

Figure 13. Explosion outcomes from the five different central engines for SN
1987A (Tables 1 and 3)shown in comparison. Successful explosions that make
neutron stars are green, the explosions that make BHs through fallback are light
blue, and the failures, which make BHs, are black lines. The calibrators are
listed by the engine strength, weakest at the bottom. Models heavier than 12.25
:M were covered by these five engines;all lighter models produced successful

explosions by the Z9.6 engine calibrated to Crab SN.
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while they are substantially less after oxygen and silicon
burning in the former. In quite heavy stars, this destabilizing
effect is more than compensated for by the high entropy and
mild degeneracy, but in lighter 9–11 :M stars, Ye becomes a
major determinant for the onset of core collapse.

An average neutron star mass can also be generated from an
IMF-weighted sampling of the successful explosions. The
results for four different calibrations of the central engine for
SN 1987A, each including the normalization to the Crab for
stars below 13 :M , are given for a Salpeter IMF in Table 4.
These values are not very sensitive to the central engine used
for SN 1987A, but are determined more by pre-SN properties.
All lie close to the (error-weighted) observational means given
by Lattimer (2012) of 1.368 :M for X-ray and optical binaries,
1.402 :M for neutron star binaries, and 1.369 :M for neutron

star—white dwarf binaries. They are not far from the average
neutron star mass found by Schwab et al. (2010),

o :M1.325 0.056 . These new theoretical values are closer to
the observations than the results from Brown & Woos-
ley (2013).
Table 4 also gives the average baryonic mass of the remnants

of successful explosions, Mb¯ , the average SN kinetic energy at
infinity, Ē , and the range of average 56Ni masses, all as
calculated in P-HOTB. The lower bound ignores the contribu-
tion from the neutrino-poweredwind, while the upper bound
assumesthat all of the wind not in the form of α-particles is
56Ni. Based on post-processing with KEPLER, this may be an
overestimate of the actual 56Ni production by 10%–20%. The
column labeled SN% is the IMF-weighted fraction of all stars
studied that blew up and left neutron star remnants. One minus
this fraction is the percentage that became BHs. The last
column gives the numerical fraction of all successful explo-
sions that have main-sequence masses above 12, 20, and 30
:M . The small value above 20 :M compares much better than

past surveys with the results of Smartt (2009, 2015), who place
an upper limit on observational SNe of about 18 :M . The
successful explosions above 30 :M are all Type Ib or Ic.

5.2. Black Holes

Stellar collapses that fail to create a strong outward-moving
shock after 3–15 s in P-HOTB (with variations due to the
progenitor-dependent mass accretion rate) are assumed to form
BHs. In the absence of substantial rotation, it is assumed that
the rest of the core of helium and heavy elements collapses into
that hole. The fate of the hydrogen envelope is less clear. In the
more massive stars, above about 30 :M , the envelope will
already have been lost to a wind. In the lighter stars, all of
which are red supergiants, the envelope is very tenuously
bound. Typical net binding energies are ∼1047 erg. Any small
core disturbance prior to explosion (Shiode & Quataert 2014)
or envelope instability (Smith & Arnett 2014) could lead to its

Figure 18. Distributions of neutron star masses for the explosions calculated
using P-HOTB compared with the observational data from Özel et al. (2012)
and F. Özel & P. Freire (2016, in preparation). Several neutron stars with
masses greater than the maximum mass plotted here have been observed, and
the lightest observational masses have large error bars. In the top panel, the
W18 calibration is used, and in the bottom, the N20 calibration. Both
distributions show some weak evidence for bimodality around 1.25 and
1.4 :M . Results have been color-coded to show the main-sequence masses
contributing to each neutron star mass bin. Note that this is not a direct
comparison to the observations, as the measured values may already include
accretion (i.e., not birth masses) and have not been properly weighted based on
their measurement uncertainties and the relative contributions of different
classes of neutron stars to the total population.

Figure 19. Mass “budget” for each star based on results using the Z9.6 and
N20 engines. Gray shows mass lost to winds. For the successfully exploded
models, the compact remnant mass is shown in green. For a few models that
experienced fallback, the fallback mass is shown in blue. Except near 30 :M ,
fallback is negligible. The helium cores and the hydrogen envelopes of the
“failed” explosions are shown in black and yellow, respectively. The resulting
BH mass from an implosion will most likely include the full pre-SN star (black
plus yellow), or just the helium core (black). Results using the W18 engine are
qualitatively similar, with fewer explosions and fewer cases with significant
fallback.
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seven pointlike sources within a 5″ radius of the explosion site
in the WFPC2 imaging, the closest of which is approximately
1 1 (41σ astrometric uncertainty) away and detected at
mF814W= 22.6 mag. We therefore consider there to be no
preexplosion counterpart to SN 2019mhm in the WFPC2
imaging, and below we infer the upper limit on the flux to
any counterpart in the preexplosion data.

Using the deeper WFC3 F814W frame as a reference image
for all sources detected in both the WFC3 and WFPC2 data, we
obtained photometry of point sources in the individual flattened
frames (flc/c0m) using dolphot (Dolphin 2016). We
derived the upper limit on the presence of a pointlike source in
the preexplosion WFPC2 frames by injecting various sources
with magnitudes from 19 to 26 mag into the individual flat
frames at the location of SN 2019mhm. Based on the
nondetection of a source in the WFPC2 frames, we derived
an upper limit on the presence of a counterpart by analysing
sources detected at �3σ significance within 20″ of the location
of SN 2019mhm. This estimate implies that in the preexplosion
image, any counterpart to SN 2019mhm must have had
mF814W> 24.53 mag (AB). We show the evolutionary tracks
of stars with various masses in Figure 6. In the postexplosion
image (roughly 1.6 yr after discovery), we derive mF814W=
23.28± 0.04 mag (AB) for SN 2019mhm itself (Table 1 and
Figure 2).

Using the limits on the progenitor flux along with the
distance modulus, Milky Way extinction, and extinction in the
host galaxy, we considered giant star tracks and the i-band
luminosities of these stars right before explosion. We compared
our limits to MESA Isochrones and Stellar Tracks (MIST)
models (Choi et al. 2017), and we found that our F814W
explosion limit rules out all terminal RSGs with ZAMS masses
>17.5Me.

The limit we derived is comparable to the upper limits for
RSG progenitors presented in Smartt (2009, 2015), but more
recent analyses suggest that the mass limit is actually higher
than 18Me. Davies & Beasor (2018) argue that systematic
errors lead to significant underestimations of progenitor-star
masses, and present a cutoff at 25Me, with an upper limit of
<33Me at 2σ confidence. Davies & Beasor (2020) suggest that
the lower mass limit is 6–8Me, and the upper mass limit
between 18 and 20Me. It should be noted that as a whole, the

sample size for detected progenitor stars is rather small, making
the analysis of SNe like SN 2019mhm important to help build
up statistics. We present the masses of RSG stars in the
literature in Figure 7.

4. Discussion and Conclusions

SN 2019mhm can be added to the current sample of direct
detections and upper limits used to analyse the Type II SN
progenitor mass function, currently at 26 SNe (Smartt 2015).
Based on the methods described above, we derived a ZAMS
mass limit of 17.5Me. This further constrains the mass
threshold at which Type II-P SNe can explode from RSGs as
likely being below 18Me assuming a Salpeter IMF. Indeed,
Davies & Beasor (2018) argue that the upper mass threshold
for the RSG counterparts to SNe II may not be statistically
significant with an upper mass limit that is consistent with the
maximum mass RSG at the 3σ level (i.e., at the Humphreys–
Davidson limit of ≈ 30Me; Humphreys & Davidson 1979).
Following the methods in Davies & Beasor (2020), we

analysed the Type II progenitor-star photometry presented in
that paper to evaluate the effect of adding SN 2019mhm to that
analysis. In summary, this analysis takes the progenitor-star
photometry, extinction, distance, and bolometric correction for
each detected source and upper limit (24 total in Davies &
Beasor 2020) and estimates the most likely observed
progenitor-star luminosity distribution by varying each of
these quantities within their reported uncertainties. It then
compares this distribution to an empirical luminosity power-
law distribution with a power-law index (Γ), lower luminosity
cutoff (Llow), and upper luminosity cutoff (Lhigh). This analysis
removes systematic biases in translating from RSG luminosity
to initial mass and can be compared directly to the observed
luminosities of RSGs in the Milky Way and other galaxies.
Following this analysis, we derive lower and upper

luminosity cutoffs of L Llog 4.43low 0.10
0.09( ) � �

�
: and

L Llog 5.23high 0.10
0.14( ) � �

�
: , respectively, with nominally smal-

ler uncertainties than in Davies & Beasor (2020) but consistent
with their analysis. When we added our limits on SN 2019mhm
and reran this analysis, we found these values changed to

L Llog 4.43low 0.10
0.07( ) � �

�
: and L Llog 5.21high 0.10

0.12( ) � �
�

: , in

Figure 6. Evolutionary tracks of various stellar masses. The absolute limit of
SN 2019mhm is noted in black.

Figure 7. Masses of RSG progenitor stars in the literature, with a Salpeter IMF
truncated at 8 and 24 Me.
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SN 2023ixf  in M101
SN 2023IXF PROGENITOR SYSTEM 9

Figure 3. SED of the pre-explosion counterpart to SN 2023ixf,
with red circles denoting detections and pink circles denoting up-
per limits (described in Section 3.2). We fit the HST, Spitzer, and
ground-based photometry photometry with a 1640 K blackbody (or-
ange line), which describes the data but is much cooler than typical
effective temperatures for the RSG progenitor stars of SN II (e.g., in
Smartt 2015). We also show a RSG SED for a reddened RSG su-
pergiant with a Te↵ = 3780 K photosphere inside of a 880 K dust
shell exhibiting mid-infrared excess (green; from Kilpatrick & Fo-
ley 2018). The individual components of the overall reddened RSG
SED (star and dust shell) are shown in blue and red, respectively

the SN 2023ixf counterpart and scaled to its average flux at
⇠23 µJy. In the SED analysis above, we emphasize that we
accounted for intrinsic variations in the Spitzer bands by in-
cluding the standard deviation across the light curves in the
average Channel 1 and 2 fluxes.

The SN 2023ixf progenitor star exhibited significant mid-
IR variability with an average of 22.44 and 23.99 µJy and
peak-to-peak variability of 15.64 and 17.86 µJy at 3.6 and
4.5 µm, respectively (roughly 0.8 mag or 70% in both
bands). These extreme variations appears correlated in the
two Spitzer bands with approximately the same overall mag-
nitude, which would be consistent with a mode of variabil-
ity where the visible photosphere expands and contracts with
at most small variations in effective temperature. We also
note that these variations are similar in amplitude to the high-
luminosity end of large-amplitude, cool pulsators observed in
the LMC (O’Grady et al. 2020, 2023).

Moreover, the light curve from 2012–2020 exhibits as
quasi-sinusoidal variation with a timescale of roughly 2.8 yr
(1000 day). We infer this timescale via Fourier transform of
the Spitzer/IRAC photometry, although the sampling of the
light curve and the fact that we only observe peak-to-peak
variations over ⇠2.5 cycles in Fig. 5 suggests it is uncertain
and could vary anywhere from 2.6–3.0 yr. Combined, this

Figure 4. A Hertzsprung-Russell diagram zoomed in on the red
supergiant branch. The location of the SN 2023ixf progenitor can-
didate inferred from our RSG spectral model (Section 3.2) is shown
as a red star. For context, we show the locations of other SN II pro-
genitor stars from Smartt (2015) as red squares, the progenitor stars
of the SN IIb 1993J (Aldering et al. 1994), 2011dh (Maund et al.
2011), and 2013df (Van Dyk et al. 2014) as green circles, and the
progenitor candidate of the SN Ib 2019yvr (Kilpatrick et al. 2021) as
a blue diamond. The black lines are single-star evolutionary tracks
from MIST (Choi et al. 2016) as described in Section 3.2.

evidence is similar to -mechanism pulsations in Betelgeuse,
which are the primary mode of variability in that star and
are driven by changes in the atmospheric opacity (see, e.g.,
Li & Gong 1994; Heger et al. 1997). Paxton et al. (2013)
observe these modes with timescales of 1–8 yr directly in
MESA models of RSGs where the structure of the star is re-
solved with sufficiently high time resolution, also in close
agreement with simulations in Yoon & Cantiello (2010) and
our inferred timescale. These pulsations drive expansion and
contraction in the atmosphere at a nearly constant temper-
ature (e.g., Levesque & Massey 2020), resulting in overall
changes to the luminosity from Betelgeuse.

In addition, the significant variability correlated across
both bands supports the conclusion that the Spitzer counter-
part is dominated by a single source. As this variability is
extreme in the IR even for a single RSG, the flux is unlikely
to contain significant emission from a second source (e.g.,
Source B) compared with the minimum flux level of our light
curve in Fig. 5.

Assuming this mechanism is responsible for the variabil-
ity in the SN 2023ixf counterpart, the required changes in
luminosity are ⇡50% larger than in Betelgeuse. Our de-
rived mass-loss rate is comparable with Betelgeuse (which
has a rate from 0.2–2⇥10�6

M� yr�1; Dolan et al. 2016),
which matches expectations for the -mechanism driving
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Figure 5. Light curve of the pre-explosion counterpart to
SN 2023ixf from Spitzer/IRAC Channel 1 and 2 observations from
⇠11.3–3.6 yr prior to discovery of the supernova. We note that
both channels exhibit ⇠16 µJy peak-to-peak variability during this
time frame, with a significant peaks spaced ⇠2.8 yr apart. The flux-
weighted average in Channels 1 and 2 are shown as blue and red
dashed lines, respectively, with their values given in Table 2.

strong mass loss with large variations in luminosity. How-
ever, our estimate precludes a “superwind” generated in the
CSM (e.g., Yoon & Cantiello 2010; Davies et al. 2022) up
to the point where our data cut off 3.6 yr before explosion.
The pre-explosion mass-loss rate could be enhanced if the
star was significantly more active during the final 3 yr before
core collapse, which is predicted by Jacobson-Galán et al.
(2023).

4. DISCUSSION

Current estimates on the maximum luminosity of SN II
progenitor stars are dominated by a handful of direct coun-
terpart detections in the literature (e.g., in Davies & Beasor
2018; Kochanek 2020), and the highest luminosity stars in
those samples contribute significant weight to statistical anal-
yses of the distribution from which they are drawn.

Assuming the SN 2023ixf candidate counterpart is dom-
inated by its progenitor star emission in HST, Spitzer, and
ground-based imaging, SN 2023ixf provides the best exam-
ples to date of the optical to mid-IR SED of a SN II pro-
genitor star (comparable to SN 2017eaw; Kilpatrick & Fo-
ley 2018; Rui et al. 2019; Van Dyk et al. 2019), but with a
low foreground host-galaxy extinction and precise distance.
The significant variability and large implied circumstellar ex-
tinction support the presence of such features in other SN II
progenitor stars given the lack of multi-epoch, multi-band
imaging in which they can be analyzed. The vast majority
of directly-detected SN II progenitor stars in recent analyses

(Smartt 2015; Davies & Beasor 2018; Kochanek 2020) were
identified from F814W imaging. Our analysis of SN 2023ixf
demonstrate that it has extreme bolometric corrections when
accounting for its mid-IR luminosity. We conclude that the
red supergiant problem can in part be mitigated by extreme
circumstellar extinction, and systems with Spitzer or JWST
detections similar to SN 2023ixf can constrain the distribu-
tion of that extinction from their IR excess.

5. CONCLUSION

We have presented direct imaging showing that there is
a credible progenitor candidate to the type II SN 2023ixf in
M101 at 6.85 Mpc. In summary, this imaging demonstrates:

1. The candidate progenitor star to SN 2023ixf is most
consistent with a log(L/L�) = 4.74 ± 0.07 RSG
with an effective temperature of Te↵ = 3920+200

�160 K.
Following single-star evolutionary tracks, this would
place the progenitor star’s initial mass at 11±2 M�,
placing it within the range of other low to moderate
mass RSG progenitors to SN II (e.g., in Smartt 2015).

2. Modeling of the mid-IR SED from this counterpart
suggests that it was enshrouded in a dusty shell of CSM
similar to SN 2017eaw (Kilpatrick & Foley 2018). The
implied mass-loss rate for a wind that could produce
this shell divided by its wind speed is Ṁ/vwind =
1.3 ± 0.1 ⇥ 10�6

M� yr�1
/(50 km s�1). This

is comparable to more massive stars such as Betel-
geuse but low compared to a “superwind” or mass-
loss rates from immediately before explosion inferred
in Jacobson-Galán et al. (2023).

3. Spitzer/IRAC photometry exhibits significant pre-
explosion variability that is correlated in both bands.
We also see evidence for a 2.8 yr (1000 day) timescale
in this variability, similar to but generally stronger in
amplitude than pulsations in other RSGs driven by
opacity changes in their atmosphere (i.e., the  mech-
anism Li & Gong 1994; Heger et al. 1997; Yoon &
Cantiello 2010; Paxton et al. 2013).

Future studies of the progenitor stars to SN II will greatly
benefit from multi-band, multi-epoch imaging of resolved
stellar populations using deep optical and IR surveys of
nearby galaxies, such as those by the Vera C. Rubin Ob-
servatory and Nancy Grace Roman Space Telescope (Ivezić
et al. 2019; Gezari et al. 2022). To better understand these
stars, their pre-explosion evolution, and the exact cause of the
red supergiant problem, only detailed SEDs and light curves
from optical to mid-IR, such as those that we present for
the SN 2023ixf counterpart, can shed light on the pathways
through which SN II progenitor stars evolve and explode.

Kilpatrick et al. (2023)
see also Jencson et al. (2023) 

Kilpatrick & Foley (2018)



Pre-Explosion Activity in SN 2020tlf

Figure 3. (a)/(b) Pre-explosion c/o-band ATLAS (triangles), r-band ZTF (circles), and riz-band PS1 (squares) light curves; magnitudes are presented to the left,
apparent fluxes are presented to the right. 3σ PS1 riz-band detections are shown in the bottom panel for ∼130 days before first light.

Figure 4. UV/Optical/near-IR light curve of SN 2020tlf with respect to B-band maximum (bottom axis) and time since first light (top axis). Observed photometry is
presented in AB magnitude system and has not been corrected for any extinction. ATLAS data/3σ upper limits are presented as triangles, PS1/YSE as squares, Las
Cumbres Observatory (LCO) as plus signs, Swift as diamonds, ZTF as circles, and Lulin observatory as pentagons. The epochs of our spectroscopic observations are
marked by vertical black dashed lines.

6

The Astrophysical Journal, 924:15 (25pp), 2022 January 1 Jacobson-Galán et al.

and kinetic energy, as well as CSM properties, goes as:

� ( )�
E M v

2
1rad pre pre

2

where ò is the fraction of converted kinetic energy, Mpre is the
mass ejected in the precursor, and vpre is the velocity of that
material. For the observed precursor radiated energy of
Erad≈ 1047 erg, efficiency ò= 1, and velocities discussed in
Section 5.3 (e.g., vw= 50–200 km s−1), the total mass ejected
in the precursor is x – :M M4.3 0.27pre , respectively. However,
if CSM interaction is the mechanism for precursor emission,
the conversion efficiency is definitely much less than 100%
(Smith et al. 2010), and therefore the derived Mpre is at
leastMe for the largest vpre that is consistent with
observations. Furthermore, it should be noted that material
ejected in a precursor that then collides with preexisting CSM
may lead to formation of a semi-static CSM shell of constant
density (i.e., s= 0), which is different than the wind-like
density CSM that is typically invoked to model events with
photoionization spectra (e.g., see Section 6).

If the precursor emission from the SN 2020tlf progenitor was
instead from a super-Eddington, continuum-driven wind, we
follow the mass-loss prescription outlined in Shaviv (2001a)
that goes as:

x ( )E
W

M c c
1

2srad CSM

where W is an empirical factor found to be ∼5, cs is the speed
of sound at the base of the optically thick wind (e.g.,
∼60 km s−1; Shaviv 2001b), and c is the speed of light. For

Erad≈ 1047 erg, we derive a total amount of material lost in a
potential super-Eddington wind to be MCSM≈ 2× 10−3Me.
However, it should be noted that this formalism is designed for
SN IIn progenitors such as LBVs. Furthermore, a super-
Eddington wind is likely unphysical for a 10–12Me progenitor
mass range as derived from the nebular spectra of SN 2020tlf.
Another possible mechanism to explain the pre-SN activity

in SN 2020tlf is stellar interaction between the primary RSG
progenitor and a smaller binary companion star. This can
manifest as a “common envelope” phase in the progenitor’s
evolution (Sana et al. 2012), which can result in the merging of
primary and binary companions, the result of which is a slightly
luminous, short-lived transient (Kochanek et al. 2014). While
this scenario has been invoked as an explanation for luminous
red novae or intermediate luminosity optical transients, the
resulting luminosity produced by this physical mechanism
appears to be too faint (∼102−4 Le; Pejcha et al. 2017) to
match the pre-explosion luminosity in SN 2020tlf (∼106 Le).
Therefore, it is more likely that an eruption from the primary
progenitor alone is the most likely cause of the pre-SN activity
observed in SN 2020tlf.

6. Light-curve and Spectral Modeling

We performed non-LTE, radiative-transfer modeling of the
complete light curve and spectral evolution of SN 2020tlf in
order to derive properties of the progenitor and its CSM. Our
modeling approach was similar to that presented in Dessart
et al. (2017), both in terms of initial conditions for the ejecta
and CSM, the simulations of the interaction with the radiation-
hydrodynamics code HERACLES (González et al. 2007; Vaytet
et al. 2011; Dessart et al. 2015), and the post-processing with
the non-LTE radiative-transfer code CMFGEN. For the
progenitor star, we considered three models of RSGs produced
by three different choices of mixing length parameter αMLT. A
greater αMLT boosts the convective energy transport in the

Figure 13. Pre-explosion bolometric light curve (top), blackbody temperatures
(middle), and radii (bottom) from SED modeling of multiband photometry
associated with �3 σ flux excesses. Shown in black is a progenitor model from
Fuller (2017) of a 15 Me RSG undergoing wave-driven mass loss.

Figure 14. Light-curve comparison of SN 2020tlf (circles) and SNe IIn with
confirmed precursor emission. The SN 2009ip R band is shown as squares, the
SN 2010mc R band is shown as stars, the LSQ13zm R band is shown as plus
signs, and the SN 2016bhu r band is shown as pentagons. Limiting magnitudes
at D < 100 Mpc for ZTF, YSE, and Legacy Survey of Space and Time (LSST)
surveys are shown as black lines. These limits represent detection magnitudes
for single epoch, pre-SN observations whose detection is dependent on
relatively deep template imaging that can then be applied in difference imaging.
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Quataert 2014). The loss of even a fraction of a solar mass
during the last few years would substantially modify the
spectrum and light curve of the supernova that results when it
dies. Stars around 10 M: are interesting in this regard because
they spend a longer time burning oxygen than their higher mass
cousins. For example, the 10.5 M: model begins oxygen
burning 8.8 years before iron-core collapse. For a 25 M: star
(Woosley & Heger 2007), the corresponding time is 0.49 years.
The envelopes of these lower mass stars are also very loosely
bound, with net binding ∼1047 erg, and have steep density
gradients around a degenerate core that could serve to
accelerate sound waves into shocks. Since the burning of a
solar mass of oxygen to iron releases about 1051 erg, even
inefficient energy transport by sound waves could potentially
have a large effect.

Figure 9 shows the power developed by nuclear reactions in
the cores of 9.5 and 10.5 M: stars during their last 10 and
3 years, respectively. The 10.5 M: star is an example of a
massive star that ignites all burning stages in its center. It is
extreme only in being a light example of this class. No CBFs
form at any point. The nuclear power after oxygen ignition

stays at ∼1043 erg s−1 for a few months and then declines to
around 1 to 2 × 1042 erg s−1, where it remains for 6 years until
oxygen is depleted in the stellar center. Over the next two years
oxygen and neon burn in shells, developing power that briefly
climbs above 1044 erg s−1 when the shells ignite, and then,
following a brief phase of silicon burning, the iron core
collapses to a neutron star.
The 9.5 M: model, on the other hand, is characterized by

CBFs during both its oxygen- and silicon-burning phases. Like
the 10.5 M: model, it maintains a nuclear power over
1042 erg s−1 for about a decade, but the mechanics of the
burning is different. The star ignites neon burning 20 years
before core collapse and, as the neon depletes in the shell 10
years later, the burning transitions into first a neon-burning, and
then an oxygen-burning CBF. Since the zones in the vicinity of
the flame have nearly constant mass, the spikes in energy
generation from individual zone flashes indicate the progress of
the flame in Figure 9. Typical zoning within 0.1 M: of the
silicon flame was 1030 g (0.0005 M:) and the full calculation of
the 9.5 M: evolution required over 500,000 models. Much
finer zoning would have been impractical and not added greatly

Figure 9. Energy generation and convection in the 9.5 M: and 10.5 M: models. (a) Total nuclear energy generation for the 10.5 M: model during the last 3 years of
its life. The bottom line shows the nuclear energy generation rate and the top line the cumulative integral of the energy generation rate as a function of time until the
star’s iron core collapses. The integral is initialized to zero at the beginning of the plot. Roughly 1051 erg is generated, mostly by off-center neon and oxygen shell
burning. Central oxygen burning starts at 8.8 years before collapse (off-scale) and ends 2.3 years before collapse. (b) A plot for the 9.5 M: model for the last 10 years
of its life shows similar episodes of shell burning, but also an extended period during which a neon–oxygen-burning CBF propagates to the center of the star
(1–5 years before collapse). The many spikes are individual zones flashing (see text) and the solid line is the average. The density of flashing zones is greatest where
the flame is progressing most rapidly. A particularly strong episode of oxygen shell burning happens 3.5 years before death, temporarily slowing the flame. (c) The
later evolution of the same 9.5 M: model on a logarithmic timescale shows further episodes of oxygen shell burning (1–10−1.4 year) and pulsational silicon shell
burning (10−1.4–0.01 year before core collapse). Silicon burning ignites with a particularly violent flash (∼1048 erg s−1) that almost becomes explosive. The solid line
again indicates an average. The gap from log t = −2.3 to −2.8 is an interval of small negative energy generation. Starting about 13 hr before death, a silicon-burning
CBF moves from 0.19 M: to the center, shortly after which the star’s core collapses. (d) Convective history during the same period shown in (c).
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its life. The bottom line shows the nuclear energy generation rate and the top line the cumulative integral of the energy generation rate as a function of time until the
star’s iron core collapses. The integral is initialized to zero at the beginning of the plot. Roughly 1051 erg is generated, mostly by off-center neon and oxygen shell
burning. Central oxygen burning starts at 8.8 years before collapse (off-scale) and ends 2.3 years before collapse. (b) A plot for the 9.5 M: model for the last 10 years
of its life shows similar episodes of shell burning, but also an extended period during which a neon–oxygen-burning CBF propagates to the center of the star
(1–5 years before collapse). The many spikes are individual zones flashing (see text) and the solid line is the average. The density of flashing zones is greatest where
the flame is progressing most rapidly. A particularly strong episode of oxygen shell burning happens 3.5 years before death, temporarily slowing the flame. (c) The
later evolution of the same 9.5 M: model on a logarithmic timescale shows further episodes of oxygen shell burning (1–10−1.4 year) and pulsational silicon shell
burning (10−1.4–0.01 year before core collapse). Silicon burning ignites with a particularly violent flash (∼1048 erg s−1) that almost becomes explosive. The solid line
again indicates an average. The gap from log t = −2.3 to −2.8 is an interval of small negative energy generation. Starting about 13 hr before death, a silicon-burning
CBF moves from 0.19 M: to the center, shortly after which the star’s core collapses. (d) Convective history during the same period shown in (c).
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the flame is progressing most rapidly. A particularly strong episode of oxygen shell burning happens 3.5 years before death, temporarily slowing the flame. (c) The
later evolution of the same 9.5 M: model on a logarithmic timescale shows further episodes of oxygen shell burning (1–10−1.4 year) and pulsational silicon shell
burning (10−1.4–0.01 year before core collapse). Silicon burning ignites with a particularly violent flash (∼1048 erg s−1) that almost becomes explosive. The solid line
again indicates an average. The gap from log t = −2.3 to −2.8 is an interval of small negative energy generation. Starting about 13 hr before death, a silicon-burning
CBF moves from 0.19 M: to the center, shortly after which the star’s core collapses. (d) Convective history during the same period shown in (c).

12

The Astrophysical Journal, 810:34 (20pp), 2015 September 1 Woosley & Heger

Woosley & Heger (2015)Woosley & Heger (2015)

SN 2020tlf  



SN 2006jc: Outburst, SN, CSM Interaction2 Foley et al.

10-m telescope. The multi-band photometry began on
Oct. 11 while our first spectrum was obtained on Oct.
24. Our photometry continues through Dec. 16 while
our last spectrum was obtained on Nov. 24.

All spectral data were reduced using standard tech-
niques (e.g., Foley et al. 2003). Standard CCD process-
ing and spectrum extraction for the Kast and LRIS data
were completed with IRAF2. Using our own IDL rou-
tines, we fit spectrophotometric standard star spectra to
flux-calibrate our data and remove telluric lines (Wade
& Horne 1988; Matheson et al. 2000b).

Photometric data were obtained with KAIT and the
1-m Nickel telescope at Lick Observatory. Magnitudes
were measured in the Kron-Johnson BVRI system using
the point-spread function (PSF)-fitting photometry soft-
ware (Stetson 1987) in the IRAF DAOPHOT package, as
multi-color template images that are required for galaxy
subtraction are not available and the SN is still visible
in KAIT data. Since SN 2006jc is bright and reasonably
isolated from its faint host galaxy, galaxy subtraction is
not necessary, and simple PSF-fitting provides us a rea-
sonable approach to reduce the photometry at this early
time. The instrumental magnitudes for SN 2006jc de-
rived this way are calibrated with several local standard
stars based on a calibration from the photometric night
of Oct. 21 with the Nickel telescope.

3. RESULTS

We present our low-resolution spectra of SN 2006jc
in Figure 1. In all spectra, we are able to identify
intermediate-width He I, Hα, O I, Ca II, and Fe II emis-
sion lines. There are no photospheric P-Cygni profiles
typically found in early SN Ib/c spectra (Matheson et al.
2001); the spectra seem to be composed of two contin-
uum components (red and blue) and intermediate-width
emission lines. The redder He lines show a intermediate-
width emission component (FWHM ≈ 3000 km s−1 )
similar to, but slightly wider than, that of SNe IIn (Fil-
ippenko 1997). As seen in Figure 2, the bluer He lines
show narrow P-Cygni profiles (vabs ≈ 1000 km s−1 for
both the emission and absorption components). The only
discernible characteristic between the groups of lines with
the two different types of line profiles is wavelength; in
particular, the groups are not distinguished by singlet or
triplet state. The line intensity ratios of the He I lines
evolve with time, which may be an indication of changing
densities or NLTE effects.

The spectra all show a relatively flat continuum red-
ward of ∼5500 Å, but a very steep blue continuum short-
ward of ∼5500 Å, with a minimum B −R color of −0.45
mag. We have identified a few isolated Fe II lines in the
spectra of SN 2006jc (see Figure 1), suggesting that there
are many other Fe II lines, mostly at short wavelengths.
It is likely that most of the blue continuum is blended Fe
lines. Turatto et al. (1993) suggested Fe II emission lines
created the blue continuum of SN 1988Z. The blending
of the Fe lines make disentangling the lines difficult and
detailed modeling is necessary to fully interpret our data.
However, the amplitudes of the undulations in the blue

2 IRAF: the Image Reduction and Analysis Facility is distributed
by the National Optical Astronomy Observatories, which is oper-
ated by the Association of Universities for Research in Astronomy,
Inc. (AURA) under cooperative agreement with the National Sci-
ence Foundation (NSF).
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Fig. 1.— Spectra of SN 2006jc with some line identifications. The
black curves are SN 2006jc (from top to bottom, the spectra were
obtained on 2006 Oct. 24.5, 2006 Oct. 30.6, and 2006 Nov. 23.6;
dates shown are relative to our first photometric observations), the
red curve is SN 2002ao obtained on 2002 Feb. 21.5 with the Lick
3-m telescope, and the blue curve is SN 1999cq (Matheson et al.
2000a). A recession velocity of 1670 km s−1 (Nordgren et al. 1997),
1539 km s−1 (Koribalski et al. 2004), and 8200 km s−1 (Matheson
et al. 2000a) has been removed from the spectra of SNe 2006jc,
2002ao, and 1999cq, respectively. The He I, Fe II, and Ca II
emission lines of SN 2006jc increase relative to the continuum with
time. The blue continuum increases relative to the red continuum
with time. SN 2006jc is similar to SNe 2002ao and 1999cq. The
main difference is the very blue continuum of SN 2006jc as well as a
few lines, most notably the line at ∼6350 ÅḢowever, the continuum
differences are likely the result of reddening for SNe 2002ao and
1999cq, while the line differences may reflect the obseravtions being
obtained at slightly different epochs.

continuum become larger with time, despite no signif-
icant change in the continuum shape. If the apparent
continuum is the result of blended Fe lines, the increase
of these amplitudes follows the expected result of Fe II

lines increasing relative to the continuum (as seen with
isolated Fe II lines).

There are still many features that we are unable to
identify, most notably that centered at 6357 Å which
may be Si II λ6350, with FWHM ≈ 6200 km s−1 . This
feature has some substructure and is wider than other
emission lines, and thus is likely a blend of several lines.
While most emission lines increase relative to the to the
continuum with time, this feature decreases dramatically
relative to the continuum and disappears by our Nov. 23
spectrum, which is likely an excitation effect. Since the
Fe II lines increase relative to the continuum with time,
it is most likely some other element. The features at 7881
Å (somewhat blended with O I λ7774), 8215 Å and 9360
Å exhibit the same behavior and width, and may be fo
the same species.

The overall shape of the continuum of SN 2006jc, in-
cluding the blue portion, does not change much with

Foley et al. (2007) Pastorello et al. (2007)  –  see talk by Kyle Davis
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~0.6 M⦿ 56Ni Directly from γ-rays in SN 2014J

 4 

 

Figure 3 Appearance of a new hard (100–600 keV) X-ray source at the position of SN 2014J. In the 
ISGRI image of the M82 field taken in 2013 the source is absent. Colours show the signal-to-noise 
ratio at a given position. SN 2014J is detected in this image at ~3.7 s.d. 

A combination of imaging and spectral analysis provides robust evidence of γ-

ray emission from SN 2014J. As expected, much of the signal comes from the 800–

900 and 1,200–1,300 keV bands, where two prominent lines of 56Co should be. The 

best-fitting parameters (flux, energy and broadening) of those two lines are given in 

Extended Data Table 1. The fluxes at 847 and 1,238 keV, respectively 

(2.34 ± 0.74) × 10−
4 and (2.78 ± 0.74) × 10−

4 photons s−
1 cm−

2, were corrected for the 

fraction of γ-ray photons escaping the ejecta (this fraction is ~60%; Methods), 

yielding an estimate of MCo = (0.34 ± 0.07)M
¤

 for the total 56Co mass at day 75 (M
¤

, 

solar mass). Correcting this value for the secular evolution of the 56Co mass in the 

decay chain 56Ni → 56Co → 56Fe, provides an estimate of the initial 56Ni mass: 

MNi = (0.61 ± 0.13)M
¤. 

An independent estimate of the 56Ni mass can be obtained from the bolometric 

light curve. The simplest approach is based on the assumption21 that the bolometric 

luminosity at the maximum is approximately equal to the power of the radioactive 

decay at this moment. For SN 2014J, the maximum bolometric luminosity is 

~1.1 × 1043 erg s−
1, attained on day 17.7 after the explosion22, assuming interstellar 

extinction in V filter band AV = 1.7. A thorough analysis of extinction23 yields 

AV = 1.85 ± 0.11 mag. This implies a 56Ni mass of (0.42 ± 0.05) M
¤

. This is 

marginally consistent with the estimates based on the γ-ray emission lines, which is 

not surprising, given the qualitative nature of this estimate and the large and 

complicated extinction in the direction of SN 2014J.   A more direct test is the 

comparison of γ-ray and bolometric optical, ultraviolet and infrared luminosities at 

Churazov et al. (2014)



Type Ia Supernova Diversity (56Ni Mostly)

6 Using Type Ia Supernovae to Understand the Universe
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Fig. 1.3.— Optical near-maximum spectra of SNe 1991T, 1991bg, and 1994D.
While SN 1994D has a typical luminosity and spectrum, SNe 1991T and
1991bg have atypical near-maxima spectra and are overluminous and under-
luminous, respectively.

Type Ia Supernovae as Standard Candles 7

Fig. 1.4.— Optical light curves of 53 SNe Ia. The light curves are color-coded
by ∆, a unitless parameter that describes the light-curve shape. Larger values
of ∆ correspond to narrower light curves. From M. Ganeshalingam, private
communication.



Different Explosions? Different Progenitors?



Potential SN Ia Progenitor Channels
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Double Degenerate Likely for Several SNe Ia

Figure 1 | The site of SN 2011fe in Messier 101 as imaged by HST/ACS. The left panel is a full-view colour picture of the face-on
spiral galaxy M101 (180 ⇥ 180 field of view) constructed from the three-colour HST/ACS images taken at multiple mosaic pointings (from
http://hubblesite.org). North is up and east to the left. M101 displays several well-defined spiral arms. With a diameter of 170
thousand light years across, M101 is nearly twice the size of our Milky Way Galaxy, and is estimated to contain at least one trillion stars.
The middle panel is a cutout section (30 ⇥30) of the left panel, centred on the SN location. SN 2011fe is spatially projected on a prominent
spiral arm. The right panel is a section of 200 ⇥ 200 centred on the SN location, which is marked by two circles. The smaller circle has a
radius of our 1s astrometric uncertainty (21 mas), while the bigger circle has a radius of 9 times that. No object is detected at the nominal
SN location, or within the 8s error radius. Two nearby, but unrelated, red sources are labeled as “Star 1” and “Star 2,” and are displaced
from our nominal SN location by ⇠ 9s , formally excluded as viable candidate objects involved in the progenitor system of SN 2011fe.
Credit for the left panel colour picture: NASA, ESA, K. Kuntz (JHU), F. Bresolin (University of Hawaii), J. Trauger (Jet Propulsion Lab), J.
Mould (NOAO), Y.-H. Chu (University of Illinois, Urbana), and STScI. Note: This is a reduced-size figure for arxiv posting.
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Figure 2. Absolute g-band magnitude vs. time since explosion in three
theoretical models for the early-time shock-heated evolution of Type Ia SNe.
Shown is 4 hr, 5σ non-detection discussed in Section 2.2 and the first two
detections from PTF (Nugent et al. 2011). The black line shows the L ∝ t2

radioactive-heating behavior seen in later-time PTF data, consistent with the
non-detection. For the Kasen (2010) companion interaction model, R denotes
the separation distance between the two stars, and the light curve is shown for an
observer aligned with the collision axis, which produces the brightest observed
luminosity.

(given the temperature) was consistent with the non-detection.
Figure 2 shows the results for a selection of different analytical
models, assuming E51/Mc = 1 (constant explosive yield per
unit mass), fp = 0.05, κ0.2 = 1, and a variety of values of
Rp. The PIRATE observation at 4 hr is the most constraining
data point, which limits Rp ! 0.02 R". Table 1 summarizes
the detailed radius constraints under different assumptions of
progenitor mass and under the different models.

The expressions we have used for the early luminosity hold
only under the assumption that radiation energy dominates in
the post-shock ejecta. In fact, the diffusion wave will eventually
recede into higher density regions of ejecta where gas pressure
dominates. The luminosity is then expected to drop suddenly;
Rabinak et al. (2011) show that, for constant opacity, the time
of this drop is proportional to Rp, which effectively limits the
minimal progenitor radius that we are capable of probing. From
their expression for tdrop we find this minimal radius to be

Rp,min ≈ 0.013 t4hrE
−0.66
51 M0.56

c f 0.15
0.05 R", (2)

where t4hr = t/4 hr. The value of Rmin is just smaller than
our limits on Rp determined in Table 1, suggesting that the
breakdown of radiation energy domination is not likely to
undermine our results.

The early photometry of SN 2011fe also tightly constrains the
nature of a possible companion star. The interaction of the SN
ejecta with a companion star produces emission which depends
linearly on the separation distance (Kasen 2010). This emission
will be anisotropic and vary by a factor of ∼10 depending on
the orientation. Assuming the companion star in Roche-lobe
overflow, such that its radius is !1/2 of the separation distance,
and that the observer’s viewing angle is unfavorable (such that
the light curve is fainter by a factor of 10 from its maximum)
our data restrict the companion star radius to Rc ! 0.1 R".
Unless the time since explosion for the PIRATE data is vastly
underestimated (by " day), this apparently excludes Roche-lobe
overflowing red giant and main-sequence companions to high
significance.

Table 1
Primary Radius and Density Constraints

Mp Rp,max
a Avg. ρp Lshock,max Tshock,max

(M") (R") (g cm−3) (erg s−1) (K)

Shock breakout—Rabinak et al. (2011)b

0.5... 0.022 6.29 × 104 4.50 × 1039 6024
1.0... 0.020 1.77 × 105 4.48 × 1039 6043
1.4... 0.019 2.93 × 105 4.47 × 1039 6053
3.0... 0.017 9.16 × 105 4.46 × 1039 6075

Ejecta heating secondary—Kasen (2010)c

0.5... 0.038 1.26 × 104 3.94 × 1039 8048
1.0... 0.027 7.05 × 104 3.96 × 1039 7388
1.4... 0.023 1.58 × 105 4.00 × 1039 7103
3.0... 0.017 9.29 × 105 4.18 × 1039 6531

Shock breakout—Piro et al. (2010)d

0.5... 0.016 1.73 × 105 5.27 × 1039 12110
1.0... 0.019 2.07 × 105 5.26 × 1039 12091
1.4... 0.021 2.26 × 105 5.26 × 1039 12082
3.0... 0.025 2.75 × 105 5.25 × 1039 12062

Notes.
a 5σ limit assuming the 4 hr non-detection (see the text) and shock opacity κ =
0.2 cm2 g−1.
b Assumes fp = 0.05 and E51/Mc = 1. Extremum values of fp (0.03–0.13)
change Rp,max by no more than 20% from that given. Fixing E51 = 1 yields
an Rp,max about 50% smaller at M = 0.5 M" and about two times larger at
M = 3.0 M".
c The radius derived is the separation distance and the limit derived is
assuming the brightest possible viewing angle. The radius limit comes from
the requirement that primary size must be smaller than the semimajor axis of
the binary.
d Using their Equations (35) and (36) but corrected by a factor of 7−4/3 (L) and
7−1/3 (Teff ) to fix the improper scalings.

Temperature–radius. Non-detections of a quiescent counter-
part in Hubble Space Telescope (HST) imaging yield a specific
luminosity (Lν) constraint at certain optical frequencies. With
the assumption of a spectrum of the primary, these limits can be
turned into a limit on the bolometric luminosity (L). Li (2011)
considered mostly spectra of an unseen secondary, using model
input spectra of red giants to derive L constraints. For a high
effective temperature primary, here we consider a blackbody
as the input spectrum and solve for the bolometric luminosity
and effective radius using the Stefan–Boltzmann law (see also
Liu et al. 2011 for a similar analysis). We perform a similar
analysis with the Chandra X-ray non-detection, convolving dif-
ferent input blackbody spectra to find a radius limit. At 106 K,
for example, the limits (1σ , 2σ , and 3σ ) are 1.2 × 10−3 R",
1.5 × 10−3 R", and 1.8 × 10−3 R".

In Figure 3, we show these primary-star constraints as a
function of effective temperature and average density. Primary
stars with average density less than ρp = 104 g cm−3 and
effective temperatures larger than 106 K (at ρp = 1012 g cm−3)
are excluded.

3. COMPARISONS TO PRIMARY CANDIDATES

Accepting 0.5 M" as a conservative lower limit for the
primary mass, low-mass main-sequence stars, brown dwarfs,
and planets are not viable. In Figure 3, we show the main
sequence of stably H-burning stars with mass 0.5, 1, 1.4,
and 3 M". The hydrogen main sequence, shown using solar-
metallicity isochrones from Marigo et al. (2008), is excluded as
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Figure 3. Constraints on mass, effective temperature, radius, and average density
of the primary star of SN 2011fe. The shaded red region is excluded from non-
detection of an optical quiescent counterpart in Hubble Space Telescope (HST)
imaging. The shaded green region is excluded from considerations of the non-
detection of a shock breakout/heating at early times, taking the least constraining
Rp of the three model in Table 1 and the assumed progenitor mass. The blue
region is excluded by the non-detection of a quiescent counterpart in Chandra
X-ray imaging. The location of the H, He, and C main sequence is shown, with
the symbol size scaled for different primary masses. Several observed WD and
NSs are shown. The primary radius in units of R! is shown for Mp = 1.4 M!.

the SN 2011fe primary. Accepting the radius constraints, giants
(not plotted) are also excluded for the primary of SN 2011fe.

We also constructed idealized He- and C-burning main-
sequence stars with the stellar evolution code MESA (Paxton et
al. 2011).14 Uniform composition stars (X4He = 0.98 and solar
metallicity for the He stars, and X12C = X16O = 0.5 for the
C stars) were relaxed until they reached stable non-degenerate
equilibrium configurations. Up-to-date neutrino loss rates (Itoh
et al. 1996), opacities (Iglesias & Rogers 1996), equation of state
(e.g., Timmes & Swesty 2000), and nuclear reactions (Caughlan
& Fowler 1988) were employed, including recently updated
triple-α, α+12C, and 12C+12C rates. These results are plotted in
Figure 3 for He star masses of 0.5, 1.0, 1.4, and 3.0 M!, and
C star masses of 1.0, 1.4, and 3.0 M!; stable configurations
of C stars supported by nuclear burning do not exist below
1.0 M! (Boozer et al. 1973). Comparisons to previous He star
calculations (e.g., Divine 1965) and C star calculations (e.g.,
Sugimoto et al. 1968) match to ∼10% in the radius and effective
temperature. Evidently, He-main-sequence stars and C-burning
main-sequence stars are also excluded as the SN 2011fe primary.

Several WDs in eclipsing binary systems, with mea-
sured temperature, radii, and mass, are shown in Figure 3
(SDSS1210: Pyrzas et al. 2012; V471 Tau: Pyrzas et al. 2009;
Sirius B: Barstow et al. 2005). We also depict the isolated NS
RX J185635−3754 (M ≈ M!), which has strong observed
constraints on temperature and density (Pons et al. 2002).
These systems are all allowed by our constraints. Note that
SDSS1210 (M = 0.415 ± 0.1 M!; R = 0.0159 ± 0.002 R!;
ρ ≈ 1.3–1.6 × 105 g cm−3) is a He WD and has a mass less
than our suggested Mp > 0.5 constraint. It is also marginally
excluded by the Piro et al. (2010) model.

14 http://mesa.sourceforge.net/ (version 3611)

4. SUMMARY AND DISCUSSION

We have placed limits on the average density, effective
temperature, and radius of the primary (exploding) star of the
Type Ia SN SN 2011fe. We consider the g = 19.0 AB mag
non-detection as conservative and assuming that the t2 behavior
accounted for some of the flux at 4 hr, the flux from the shock
inferred from this non-detection would necessarily have been
even smaller than that derived from g = 19.0 AB mag. In
this respect, we take the radius constraint of the primary to be
very conservative with the important proviso: if the explosion
time was significantly earlier than the time inferred from the t2

fit, the radius constraints are less stringent. In particular, if the
PIRATE observations occurred at t0 + 28 hr instead of t0 + 4 hr,
then Rp ! 0.2 R! (still sufficient to rule out H and He main
sequences but not the C MS). Another important caveat is that
the radius constraint requires shock heating, naturally expected
with a deflagration–detonation transition (Khokhlov 1991).15

A pure deflagration of a WD that does not produce a strong
shock would not exhibit the early-time behavior of the models
presented in Table 1; however, pure deflagration is disfavored on
nucleosynthetic grounds (e.g., Nomoto et al. 1984). With these
caveats aside, these are the most stringent limits on the primary
radius and temperature of an SN Ia reported to date.

Clearly, the density and temperature in the core of a primary
are higher than the reported constrained quantities; and since
at high density and high central temperature a star may be
supported by pressure other than that associated with fermionic
degeneracy pressure, we cannot formally exclude all non-
degenerate stars. However, by process of elimination we find that
only compact degenerate objects (WD, NS) are allowed as the
explosive primary. That is, we suggest that the progenitor could
not have been a non-degenerate star that followed a reasonable
evolutionary path. This statement comes from considerations
almost orthogonal to the traditional spectral modeling in SNe Ia
that are invoked to claim WDs as the exploding primary.16 Since
the explosive nucleosynthetic yield from the phase transition of
an NS to a quark star is expected to be very small (<0.1 M!
in r-process elements) and is unlikely to produce light elements
(Jaikumar et al. 2007), an NS primary is likewise disfavored.
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Surviving WD Companions

violently altered by SNeIa so recently they have yet to evolve
back into typical-looking WDs.

US708, a hypervelocity helium-rich subdwarf, sits blueward of
this group. It is possible that, as stars like D6-1, D6-2, D6-3, and
GD492 radiate the deposited energy and contract, the unseen
helium that Raddi et al. (2018b) require in their best-fit models of
GD492ʼs spectrum becomes directly observable as the photo-
sphere becomes hotter. Thus, these stars could evolve to appear
like US708 on their way back to the WD cooling track. Future
observations and detailed stellar evolution calculations and spectral
modeling will help to test all of these intriguing possibilities.

4.4. D6-2’s Association with SN Remnant G70.0–21.5

Motivated by the possibility that these four stars may have
been ejected from the sites of SNeIa ∼4×104 yr ago, we
search for existing SN remnants along their past orbital
solutions up to their positions ∼105 yr ago. We use the online

catalogs of D.A. Green29 and G. Ferrand,30 as well as the Open
Supernova Catalog31 (Guillochon et al. 2017). Additionally, we
searched data from the ROSAT All-Sky Survey for SN remnant
sources that emit soft X-rays.
For stars D6-1, D6-3, and GD492 we find no SN remnant

candidate sources along the past velocity vectors. We note that
this does not rule out their association with a supernova,
because SN remnants can dissipate into the interstellar medium
on timescales ranging from a few thousand years up to a few

Figure 9. Same as Figure 7, but for D6-3ʼs orbital solutions.

Figure 10. Color–magnitude diagram of the three hypervelocity candidates,
GD492, US708, and three chemically peculiar WDs (colored symbols). The
black circles and colored regions show reliably measured stars from Gaia.

Figure 11. Orbital solution of D6-2 overlaid on Hα images from the Virginia
Tech Spectral Line Survey (VTSS; Dennison et al. 1998). The blue and red
trajectories extend 9×104 yr into D6-2ʼs past and future, respectively. The
green circle encompasses the remnant of G70.0–21.5.

29 https://www.mrao.cam.ac.uk/surveys/snrs
30 http://www.physics.umanitoba.ca/snr/SNRcat
31 https://sne.space
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1 WD: Companion Interaction?No. 2, 2010 SUPERNOVA COMPANION COLLISION EMISSION 1027

Figure 1. Hydrodynamic calculation of a Type Ia supernova colliding with a red giant star (R! = 1013 cm, a = 2.5×1013 cm). (a) Density structure during the prompt
emission phase (t = ti/2). The companion star (drawn in blue) diverts the flow and carves a hole in the ejecta. The black contour shows the region where the shocked
ejecta temperature exceeds 3 × 105 K. (b) Density structure at a later phase (t = 2ti, note change of scale). The shell of shocked ejecta has expanded to partially refill
the hole. The black contour shows the region where the temperature exceeds 105 K.

This hole will provide a channel for radiation to quickly escape
from the otherwise optically thick ejecta.

The ejecta displaced from the hole piles up into a compressed
shell along the cone surface. Assuming this shell layer is thin,
its thickness lsh can be estimated by mass conservation. The
volume of a region of radial extent dr within the conical cavity
is Vi = Ωha

2dr . The gas swept out of this region occupies a
volume Vf = 2πalshdr . The condition ρ0Vi = ρsVf gives

lsh

a
= Ωh

4π

2ρ0

ρs
≈ 1

35
. (10)

A dense shell of roughly this thickness is seen in Figure 1(a).
The actual dynamics can become quite complex, with the
shell broken in pieces by shear instabilities and the companion
envelope shredded.

After passing by the companion star, the shocked gas can
expand laterally to try to refill the evacuated hole. The situation
resembles the isentropic expansion of a gas cloud into vacuum
(Zel’Dovich & Raizer 1967); the front of the rarefaction
wave moves outward at the maximum escape velocity vl =

2/(γ − 1)cs , where cs = (γps/ρs)1/2 = (8/49)1/2 sin χv is
the sound speed of the shocked material. The net velocity in
the direction perpendicular to the symmetry axis is then vx =
v sin θh − vl cos θh ≈ −0.2v. The ejecta moving at velocity v
thus re-closes at a time R!/|vx | ≈ 5R!/v after passing by the
companion, or at a time th = (a + 6R!)/v after the explosion. In
the adiabatic calculation (Figure 1(b)), the rarefaction softens
the density gradient in the polar direction, but fails to refill the
shadowcone region uniformly before freezing out. If radiative
cooling is significant during these phases (see Section 3), the
sound speed will be reduced, which would further delay or halt
the closing of the hole.

The energy density of the shocked gas is εs = 3ps and so the
total energy dissipated in the collision shock is found to be

Eth = 18
49

sin2 χ
Ωh

4π
E ≈ 1.5 × 1049E51 ergs. (11)

Much of this thermal energy will be lost again to adiabatic
expansion, but if even a fraction is radiated the collision
luminosity should be quite bright.

1030 KASEN Vol. 708

0 10 20 30
days since explosion

42.0

42.5

43.0

43.5

44.0

lo
g 1

0 
bo

lo
m

et
ric

 lu
m

in
os

ity

Viewing Angle

θ = 0o

θ = 180o

Figure 2. Model light curve of a Type Ia supernova having collided with a red
giant companion at a separation distance a = 2 × 1013 cm. The luminosity due
to the collision is prominent at times t < 8 days and for viewing angles looking
down on the collision region (θ = 0◦). At later times, the emission is powered
by the radioactive decay of 0.6 M# of 56Ni located in the inner layers of ejecta
(v < 109 cm s−1). The black dashed line shows the analytic prediction for the
early phase luminosity (Equation (22)).

5. OBSERVATIONAL PROSPECTS

The results derived here suggest a new means for constraining
supernova companions using early photometric observations.
Table 1 summarizes the analytic estimates of the collision emis-
sion for various SNe Ia progenitors. The basic predicted signa-
tures appear to be quite robust, as they rely only on established
physics familiar from the core collapse SNe context. However,
further numerical studies using multi-dimensional radiation-
hydrodynamics calculations (and including non-equilibrium ef-
fects) will be needed to refine the detailed light-curve and spec-
trum predictions.

For all companion types, signatures of the collision will
be prominent only for viewing angles looking down upon the
shocked region, or ∼10% of the time. Detection will, therefore,
require high cadence observations of many supernovae at the
earliest phases (!5 days) and at the bluest wavelengths possible.
Ironically, these observations may sometimes be easier for
distant SNe. At redshifts z " 0.5, the UV flux would be
redshifted into the U-band, while cosmological time dilation
would prolong the light curve by a factor (1 + z).

Detecting the collision signatures becomes significantly eas-
ier for larger separation distances. Current optical and UV data
sets likely already constrain RG companions (a & 1013 cm). On-
going or upcoming surveys could be tuned to probe the larger
(M " 3 M#) MS companions (a & 1012 cm). Optical detection
of the smallest ∼1 M# MS companions (a & 1011 cm) will
be challenging, requiring measurement of subtle differences in
the light curves at t ! 2 day. However, in all cases the prompt
X-ray burst should be bright. Proposed X-ray surveys (e.g.,
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Figure 3. Signatures of companion interaction in the early broadband light curves of Type Ia supernovae. We model three different progenitor scenarios: an RG
companion at a = 2 × 1013 cm (green lines), a 6 M# MS companion at a = 2 × 1012 cm (blue lines), and a 2 M# MS companion at a = 5 × 1011 cm (red lines). The
ultraviolet light curves are constructed by integrating the flux in the region 1000–3000 Å and converting to the AB magnitude system. For all light curves shown, the
viewing angle is θ = 0◦.
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would prolong the light curve by a factor (1 + z).
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Figure 3. Signatures of companion interaction in the early broadband light curves of Type Ia supernovae. We model three different progenitor scenarios: an RG
companion at a = 2 × 1013 cm (green lines), a 6 M# MS companion at a = 2 × 1012 cm (blue lines), and a 2 M# MS companion at a = 5 × 1011 cm (red lines). The
ultraviolet light curves are constructed by integrating the flux in the region 1000–3000 Å and converting to the AB magnitude system. For all light curves shown, the
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Early Flux Excess: Best Evidence for Companion
Early Blue Excess from the Type Ia SN 2017cbv 3

Figure 1. UV and optical photometry of SN 2017cbv, in absolute and extinction-corrected apparent magnitudes. The left panel shows a bump in
the early U-band light curve. (The data for this figure are available.)

U � B and B � V colors (Figure 2). This indicates a
high-temperature component of the early light curve in
addition to the normal SN Ia behavior.
There are several possibilities for the origin of the early

light curve bump (see §5 for a discussion), but here we fit
the analytic models of Kasen (2010) for a nondegenerate
binary companion shocking the SN ejecta, as might be
expected from the SD scenario. While in reality such
a collision would be highly asymmetric, we use Kasen’s
analytic expressions for the luminosity within an opti-
mal viewing angle. By further assuming that the shock
consists of a spherical blackbody, Kasen arrives at the
following equations for the photospheric radius and ef-
fective temperature13:

Rphot = (2700R�)x
1/91/9t7/9 (1)

Te↵ = (25,000K)a1/4x1/144�35/144t�37/72 (2)

where a is the binary separation in units of 1011 m
(144R�),  is the opacity in units of the electron scat-
tering opacity (we fix  = 1 in our fits), and t is the time
since explosion in days. In addition, we define

x ⌘ M

MCh

✓
v

10,000 km s�1

◆7

, (3)

where M is the ejected mass, MCh = 1.4M� is the
Chandrasekhar mass, and v is the transition velocity

13 Equation (2) corrects the exponent on  in Kasen’s Equation (25).

between power laws in the density profile.
Our light curve model is the sum of the SiFTO tem-

plate (Conley et al. 2008) to account for the normal
SN Ia emission, and Kasen’s shock model to account for
the blue excess. We scale each band of the SiFTO tem-
plate independently. In the U , B, V , and g bands, we fix
the scaling factor to match the observed peak. In the r
and i bands, we leave the scaling factor as a free param-
eter in order to account for any contribution from the
shock in those bands around peak (predicted for some
combinations of parameters). We also allow the time
of B-band maximum light and the stretch (Perlmutter
et al. 1997) of the SiFTO template to vary.
In total, we have eight parameters:

1. The explosion time;
2. The binary separation, a;
3. x / Mv7 (Equation (3));
4. A factor on the r SiFTO template;
5. A factor on the i SiFTO template;
6. The time of peak;
7. The stretch; and
8. A factor on the shock component in U (see below).

We fit this combined model to our UBVgri light curve
from LCO using a Markov Chain Monte Carlo routine
based on the emcee package (Foreman-Mackey et al.
2013). We cannot include the Swift data in the fit due
to a lack of early UV SN Ia templates. In addition to
the photometric uncertainty, we add a 2% systematic

Hosseinzadeh et al. (2017)
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Figure 2. SN2018oh K2 light curve, normalized to peak flux, with respect to peak brightness. Unbinned K2 photometry
and data averaged over 12 hours are shown as grey and black points, respectively. In the inset’s upper panel, we show the
zoomed light curve from 20 to 10 days before peak brightness. A L / t2 model (red line) fit to the data in the ‘Fit region’ is
displayed. The residual of the fit is shown in the lower panel. The time of our last DECam non-detection, first PS1 and DECam
observations are marked with green, orange and red arrows, respectively. The black vertical line corresponds to the estimation
of the onset of the K2 light curve, as described in the text, with the blue-shaded region representing the 3-� standard deviation.
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Figure 3. (Top) SN2018oh K2 light curve, normalized to
peak flux, with respect to the first K2 detection. Our full
fit is shown as a solid black line, while the decomposition of
the fit is shown as a red line, for the SN power law flux, and
a blue line, for the first rise component. The red downward
arrow denotes the time of first light t0, estimated from the
fit. (Middle) The early flux excess, plotted as the data minus
the fitted power-law model. The result of the first component
fit is shown as a blue line. (Bottom) The residual of the fit
(data minus full model fit).

the initial assumption that L / (t � t0)2 seems reason-
able given the data.

From the multi-component fit, we also estimate that
the early excess flux peaked with a luminosity of (4.3±
0.2)⇥1037 erg s�1 at tc1peak = �16.05±0.04 days, approx-
imately 2.2 days after t0, and had a FWHM of 3.12 days.
The total emitted energy above the power-law rise is
(1.27± 0.01)⇥ 1043 erg.

3.4. Comparison to Other SNe

Firstly, we compare the K2 light curve of SN 2018oh
with the Kepler SNe presented in Olling et al. (2015), fo-
cusing on the discovery and rise epochs. We present the
comparisons in Figure 4. As mentioned in Olling et al.
(2015), KSN 2011b (blue full circles) and KSN 2012a
(red full circles) occurred in red and passive galaxies at
redshifts ⇠ 0.05 and ⇠ 0.09 (we exclude the 3rd KSN of
Olling et al. 2015, KSN 2011c, due to the lower quality of
data). Moreover, these SNe are fast decliners (thus, have
lower absolute luminosities) while SN 2018oh is a normal
SN Ia. For this reason, we ‘stretch-correct’ (Perlmutter
et al. 1997) the KSNe light curves to the K2 light curve
of SN 2018oh, by determining the stretch factor that,
when applied, best matches the light curves (see the in-
sets in Figure 4). The ‘stretch-corrected’ light curves are
shown as open blue (KSN 2011b) and red (KSN 2012a)
circles.

Dimitriadis et al. (2019) 
see also Shappee et al. (2019), Ni talk!
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Figure 10. Multiband fit to the CSM-interaction and companion interaction models (left), and to the 56Ni mixing and sub-Mch double-
detonation models (right). A model with normal 56Ni distribution from Magee et al. 2020 is included as a fiducial model for comparison. Color
for different bands are labeled below each light curve in the left panel.

rate and rules out most of the red-giant companions. The in-
ferred t0 = 59975.18±0.02 MJD is also marginally in agree-
ment with our value inferred from the power-law + Gaussian
fit.

4.2. CSM Interaction
We also attempt to fit the multi-band light curves with a

model similar to Ni et al. (2023), Dimitriadis et al. (2023),

and Srivastav et al. (2023), in which the early flux excess
is powered by confined CSM close to the explosion site,
approximated as a spherically symmetric envelope of mass
Menv and radius Renv (see Piro (2015) for a complete presen-
tation of the model). This model has successfully explained
some relatively short and weak flux excesses, commonly seen
in 03fg-like SNe (e.g. SN 2021zby), and possibly associ-
ated with double white dwarf merger events. Similar to our

Wang et al. (2023) 
see also Hosseinzadeh et al. (2023)

No model fits! 

Other observations 
also rule out models



Delayed H Interaction (r > 7000 AU)

Graham et al. (2019)

R-band imaging and a 2×600 s optical spectrum with the
XShooter instrument (Vernet et al. 2011) on the Very Large
Telescope (VLT) at Cerro Paranal in Chile. We detected
SN2015cp with low signal-to-noise ratio in the R-band image
with an apparent magnitude of mR24 mag and detected
emission lines from a point-like trace in the spectra.

The spectrum shown in Figure 5 exhibits both Hα and Ca II
emission. These lines are not associated with the nebular SN
emission, which is dominated by forbidden lines from the
nucleosynthetic products (Fe, Co, and Ni) and would be too faint
to be detected by these observations. These lines of Hα and Ca II
emission revealed by the VLT spectrum provided the crucial
confirmation that the observed NUV luminosity was associated
with SN ejecta interacting with CSM that contains H. In order to
monitor the evolution in the Hα emission, we obtained further
VLT+XShooter spectra on 2017 November 16 and 21, shown in
Figure 5.

We also obtained a Keck spectrum of SN2015cp on 2017
November 17 with the Low Resolution Imaging Spectrometer
(LRIS; Oke et al. 1995). We acquired 3×1200 s exposures with
a long slit of width 1 0, the 560 nm dichroic, the 400/8500
grating, and the 600/4000 grism. The data were processed using
standard techniques optimized for Keck+LRIS by the CarPy

package in Pyraf (Kelson et al. 2000; Kelson 2003). We
performed flux calibration using sensitivity functions derived from
each of the two standard-star observations made that night, which
led to two reduced versions with different total Hα fluxes
(Figure 5). Both standards were used simply as a conservative
precaution, but this has revealed a systematic error in our spectral
calibrations which we cannot explain—for example, the weather
on Maunakea was stable and clear that night.23 Since neither the
absolute Hα flux measurements nor the shape of its flux decline
curve is used in any of our analysis, this issue with the
calibration of the Keck data from 2017 November 17 does not
affect our results. On 2018 January 11, we obtained another
3×1200 s spectrum of SN2015cp in a similar setup with
Keck+LRIS, as shown in the bottom panel of Figure 5, which
provided conclusive evidence that the Hα flux was declining.
The dominant feature in the optical spectra of SN2015cp is

the broad Hα emission line with an asymmetric profile that
exhibits a blueshifted peak. This profile is consistent with the
signature of dust formation in an emitting volume that is
expanding: the receding material that generates the red half of
the line experiences greater extinction because of the additional

Figure 5. The five epochs of spectroscopy obtained with the VLT+XShooter and Keck+LRIS. Spectra have been corrected to the host-galaxy redshift (z=0.413;
Section 4.1). We have labeled our tentative identification of Mg I λ5174, our detection of Hα, and all three components of the Ca II near-infrared triplet with solid
vertical lines. We additionally note the location of O I λ8446 with a dashed vertical line, which we suggest could be contaminating the blue edge of the Ca II triplet,
but cannot confirm (e.g., O I λ7774, also marked with a dashed line, is not seen). In the third panel, we show two reduction versions with two different standard stars
used for flux calibration as an example of the systematic errors. The fourth panel shows both the original spectrum (light blue) and after smoothing with a Savitsky–
Golay filter (dark blue) for clarity.

23 See the CFHT Sky Probe plot for 2017 November 17 athttp://www.cfht.
hawaii.edu/Instruments/Elixir/skyprobe.
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AB system, in the observer frame, after correcting for Milky
Way extinction. This light-curve fit indicates an intrinsic peak
brightness of MB≈−18.5±0.3 mag, a color at peak
brightness of B−V≈0.38±0.07 mag, and a light-curve
stretch factor of s=1.13±0.09 (where stretch values >1
indicate broader/brighter light curves; Perlmutter et al. 1997).
If we include the correction for the known correlation between
color and peak brightness (i.e., the βc correction, which
accounts in part for dust extinction along the line of sight), we
find MB≈−19.6 mag, which is overluminous compared to
normal SNe Ia (MB≈−19 mag). The relatively large color
correction implies that the light from SN2015cp may have
experienced significant dust extinction, which is somewhat

unexpected given that SN2015cp is well offset from its host
galaxy, and may suggest extinction caused by CSM. However,
because the photometry does not cover the light-curve peak, we
cannot securely derive a value for dust extinction in the local
environment and do not attempt to correct for it in later
analyses (Sections 4 and 5).
A spectrum of SN2015cp was obtained on 2016 January 2

by PESSTO (Smartt et al. 2015) at a phase of 45 days after
light-curve peak. The initial analysis of this spectrum classified
SN2015cp as a 91T-like SN Ia at z≈0.038 with a spectro-
scopic phase of ∼40 days after peak brightness (Frohmaier
et al. 2016); these are in agreement with both our light-curve fit
and host-galaxy redshift. We used the online SN spectral
classification tool GELATO22 (Harutyunyan et al. 2008) to
verify this classification and found that it is 100% identified as
an SN Ia. The top three best-fit spectral templates are all to
SN1998es, a 91T-like SN Ia, 46–58 days past light-curve peak
(Ayani & Yamaoka 1998; Jha et al. 1998); no CSM interaction
was reported for SN1998es. The fourth best is to SN Ia–CSM
PTF11kx 39 days past maximum light, which was near the time
that CSM interaction started for PTF11kx (Dilday et al. 2012).
The spectrum of SN2015cp and examples of the best-fit
GELATO templates are shown in Figure 4. We include for
comparison a spectrum of SN Ia 2011by (Graham et al. 2015a),
a twin of the prototypically normal SN Ia 2011fe, which
exhibits narrower features that are stronger in the blue.
Although the line widths and depths of SN2015cp do appear
to be more similar to those of SN Ia 1991T-like PTF11kx, we
do not think that a normal SN Ia spectral match can be ruled out
for SN2015cp based on this PESSTO spectrum. We
furthermore note that the overluminous peak brightness and
late-type host galaxy are also consistent with the SN1991T-
like subtype (e.g., Sullivan et al. 2006; Howell et al. 2009).
This spectrum does not exhibit any Na ID λ5890 absorption,

which, especially if it were blueshifted, would have indicated the
potential presence of CSM. However, in this case, the absence of
a visible Na ID absorption feature is not evidence that there is
no CSM, because the optical spectrum is quite noisy.
Furthermore, no obvious Na ID absorption features were seen
in a spectrum of PTF11kx at similar phase and signal-to-noise
ratio, and PTF11kx exhibited CSM interaction shortly thereafter
(Figure 4; Dilday et al. 2012). Given the flux noise in the 45 day
spectrum of SN2015cp, we can rule out the presence of narrow
Hα and Ca II emission lines with the same luminosity as those
exhibited by PTF11kx at a similar phase (i.e., as shown in
Figure 4) with 10σ and 2σ confidence, respectively. This
strongly suggests that for SN2015cp, the CSM interaction had
not yet begun 45 days after peak brightness.

4.3. Ground-based Optical Follow-up Observations

After our HST NUV detection of SN2015cp, we pursued
ground-based optical spectroscopic observations to look for Hα
emission, which would confirm that the NUV signal was
caused by the SN ejecta interacting with CSM.
We first obtained 8×300 s r-band images on 2017 October

12 with the Palomar Observatory 60inch telescope (the seeing
was ∼1 86), at a phase of 694 days since light-curve peak
brightness (30 days after the HST observation). SN2015cp was
not detected in a deep stack of these images, which has an
upper limit of mr=23.6 mag. That same night, we obtained

Figure 4. Top: the partial iPTF light curve in g and r, extending from 2015
mid-December to 2016 mid-January, with the best-fit light curve from SiFTO
(Conley et al. 2008). Bottom: the PESSTO spectrum of SN2015cp (black line;
note that the telluric absorption features were not removed) from Frohmaier
et al. (2016), with the best-fit spectral matches of SN Ia–CSM PTF11kx
39 days after light-curve peak (red line; Dilday et al. 2012) and 91T-like
SN1998es 46 days after light-curve peak (blue line; Blondin et al. 2012), flux-
scaled and offset to facilitate comparison. A scaled optical spectrum of the
normal SN Ia 2011by +52 days past maximum brightness is shown for
comparison (gray line; Graham et al. 2015a).

22 gelato.tng.iac.es
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SNe Ia-CSM H Interaction (r ~ 700 AU)

Dilday et al. (2012)

Figure 1: Comparison of spectra. A temporal series of spectra of PTF 11kx is compared with
that of the broad/bright SN 1999aa (7), and the CSM-interaction SN Ia, SN 2002ic (16), all at a
similar phase. The location of Mg II, Fe II, S II and Si II present in the SN ejecta are labeled.
The presence of both Si II and S II is a feature seen uniquely in SNe of Type Ia.

23

Figure 2: The temporal evolution of narrow absorption features in PTF 11kx. The panels
show (a) Na I D2 , (b) Fe II λ5018, (c) Fe II λ5316, (d) Na I D1, (e) Fe II λ5169, and (f) He I
λ5876. Separate components of Na I D are labelled as A, B, and C. Component A strengthens
with time and is interpreted as ionization from the SN followed by recombination, and thus is
from circumstellar material. Components B and C are attributed to the interstellar medium. The
velocities are given relative to component B, which is taken as indicative of the local velocity
of the SN progenitor system. The lower excitation states of Fe II (panels (b) and (e)) are seen to
vary with time, while the higher excitation Fe II line (panel (c)) appears to be constant in time.
He I absorption emerges in the later spectra. The vertical dashed line marks the velocity of the
circumstellar material at −65 km s−1. The horizontal dashed lines mark 1 and 0 in normalized
flux units. A cosmic ray in the day −1 spectrum near Na I D1 is marked by “CR”; it produces
a spurious absorption feature near the C component.

24



High-Resolution Spectra Probe CSM

sample have been published: SN 2006X (6), SN
2007af (8), SN 2007le (9), and SN 2008D (23).

The HIRES observations used setups with spec-
tral resolution (R = l/dl) of ∼50,000 to 52,000,
giving full width at half-maximum (FWHM) in-
tensity of ∼0.115 to 0.12 Å (or ∼5.5 to 6 km s−1)
in the vicinity of the Na I D lines. The MIKE
observations were obtained with R ≈ 30,000 to
36,000, giving FWHM ≈ 0.165 to 0.2 Å (or ∼8.4
to 10 km s−1) near Na I D.We reduced the HIRES
spectra using the MAKEE (MAuna Kea Echelle
Extraction) pipeline (24). The MIKE data were
reduced with the latest version of the MIKE
pipeline (25).

We obtained the redshift and morphologi-
cal classification of the host galaxies of our SN
sample from the NASA/IPAC Extragalactic Data-
base (NED) (26), the SIMBAD astronomical
database (27), or using images from the Digital
Sky Survey (DSS) (28). Our sample host-galaxy
redshifts z are between 0.0019 [0.0015] and 0.06.
Tables S1 and S2 list our complete SN sample
with host-galaxy properties.

The redshifts of the host galaxies are suffi-
ciently large to allow us to differentiate between
absorption resulting from material in the Milky
Way (MW) (i.e., at z ≈ 0; used as a control sam-
ple) and from material in the host galaxies of
the SNe. Out of the 35 [41] events in our SN Ia
sample, 22 [28] events exhibit absorption fea-
tures consistent with the object’s host-galaxy red-
shift and 13 events do not [supporting online
material (SOM) text S1]. In the CC SN sample,
9 [16] events exhibit absorption compatible with
the SN host-galaxy redshifts and 2 events do not
(SOM text S1). Of a total of 46 [59] events (SNe

Ia and CC SNe), 42 [51] exhibit Na I D absorp-
tion due to material in the Milky Way whereas
4 [8] do not.

We normalized the spectra across the con-
tinuum and translated wavelengths into veloc-
ities relative to the wavelength of the minimum
of the most prominent absorption feature of both
of the D lines (SOM text S2), both for the fea-
tures in the host galaxies and in the Milky Way
when detected, using the Doppler shift,

v=c ≈ ðl − l0Þ=l0 ð1Þ

where c is the speed of light in vacuum, l0 is
the wavelength of the zero-velocity component,
and v is the velocity of the component that was
Doppler shifted from l0 to l. We categorized
the absorption features exhibited in our spectra
into three classes of structures as follows (see
Fig. 1 for graphic examples): (i) Blueshifted: One
prominent absorption feature with weaker fea-
tures at shorter wavelengths with respect to it. (ii)
Redshifted: One prominent absorption feature
with weaker features at longer wavelengths with
respect to it. (iii) Single/Symmetric: A single ab-
sorption feature, or several features with both blue
and redshifted structures of similar magnitude.
Classification results are presented in Table 1,
Fig. 2, and fig. S1.

We used the Galactic Na I D absorption along
the line of sight to our SNe as a control sample,
extending it with Galactic absorption along the
line of sight toward quasi-stellar objects (QSOs)
published by Ben Bekhti et al. (29). To imitate
being observed from outside of the Milky Way,
we inverted the velocities of the Galactic fea-

tures. Figures S2 to S5 show the spectra of the
SN Ia sample, and fig. S6 shows the spectra of
the CC SN sample.

The absorption features we observe are nar-
row, with typical separations and velocity dis-
persions of a few tens of km s−1, and are distinct
from features due to material ejected in the ex-
plosion itself that are wide (∼104 km s−1), re-
flecting the expansion velocity of the SN ejecta.
It is apparent from Table 1, Fig. 2, and fig. S1
that the SN Ia sample displays a strong prefer-
ence for blueshifted structures, whereas the Milky
Way sample shows no distinctive preference.

To test whether our SN Ia sample could be a
random draw out of a uniform distribution, we
calculated the probability of observing a set of
22 [28] spectra exhibiting the preference we de-
tected in our sample, or a set even more extreme
(i.e., 12 [16] or more blueshifted spectra and 5
[6] or fewer redshifted spectra); the result was
low, 2.23% [0.54%]. Moreover, a Kolmogorov-
Smirnov (K-S) test rejects the null hypothesis
that the SN Ia and MW samples are from the
same distribution at a 1% significance level.

Out of the 17 SNe Ia that were classified as
blueshifted or redshifted, 2 events (11.8%; SNe
2006X and 2008fp) exhibit saturated features. Out
of the 7 CC SNe classified as blueshifted or red-
shifted, 4 events (57.1%; SNe 2006bp, 2008cg,
2008D, and 2008J) exhibit saturated features. Three
SNe Ia in our sample occurred in elliptical galaxies
(SNe 2006ct, 2006eu, and 2007on; see table S1),
and their spectra do not exhibit Na I D absorption
features. Eight of our SNe Ia occurred in lenticular
galaxies, of which two exhibit absorption fea-
tures (one blueshifted and one single) and six do
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Fig. 1. Examples of spectra classified as blueshifted (A), redshifted (B), and single (C) or symmetric (D). Flux is normalized and velocities are given in km s−1

relative to the prominent absorption-feature minimum (relative to D2 in blue and to D1 in red).
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(Some) SN Ia Progenitor Systems Have Outflows
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Fig. 2: Pie-chart visualization of the results given in Table 1. The results for the extended
samples are shown in Fig. S1.

ejecta. It is apparent from Table 1, Figure 2, and Figure S1 that the SN Ia sample displays a

strong preference for blueshifted structures, whereas the Milky Way sample shows no signifi-

cant preference.

To test whether our SN Ia sample could be a random draw out of a uniform distribution,

we calculated the probability of observing a set of 22 [28] spectra exhibiting the preference we

detected in our sample, or a set even more extreme (i.e., 12 [16] or more blueshifted spectra

and 5 [6] or fewer redshifted spectra); the result was low 2.23% [0.54%]. Moreover, a K-S test

rejects the null hypothesis that the SN Ia and MW samples are from the same distribution at a

1% significance level.

Out of the 17 SNe Ia that were classified as blueshifted or redshifted, 2 events (11.8%; SNe

2006X and 2008fp) exhibit saturated features. Out of the 7 CC SNe classified as blueshifted

or redshifted, 4 events (57.1%; SNe 2006bp, 2008cg,x 2008D, and 2008J) exhibit saturated
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SN Ia Explosions Linked to Environment
Full SN Ia Sample 

High-Res 
Sample 

Blueshifted 
Na

3

TABLE 1
Log of Low-Resolution Optical Spectral Observations and Basic Parameters

Time of ∆m15(B) vSi II v0
Si II

SN UT Date Instrument Max. (MJD) Phasea (mag) (103 km s−1) (103 km s−1)

2007on 2007-11-17.2 IMACS 54419.88 1.3 1.64 −10.9 −11.0
2008C SNF20080514-002 2008-5-28.3 FAST 54613.01 1.3 1.39 −10.7 −10.8
2008fp 2008-9-21.4 DuPont 54730.52 −0.2 0.92 −10.7 −10.7
2008hv 2008-12-18.3 LDSS 54817.14 1.1 1.33 −10.7 −10.8
2008ia 2008-12-15.3 LDSS 54813.19 2.1 1.35 −11.3 −11.5
2009igb 2009-09-05.4 LRS 55080.04 −0.4 0.89 −13.6 −13.5
2009le 2009-11-24.2 FAST 55165.90 −6.6 0.96 −12.8 −12.1
2009nrc 2010-1-7.5 FAST 55192.70 10.6 0.93 −9.3 −9.6
2010A 2010-11-16.1 FAST 55212.40 −0.3 0.88 −10.3 −10.3

a Days since B maximum.
b These values were originally reported by Foley et al. (2012).
c The light-curve parameters were originally reported by Khan et al. (2011).
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Fig. 1.— CDF of v0
Si II

for the FSK11 sample excluding SNe in
the high-resolution sample (black line, labeled ’FSK11’), our full
high-resolution sample (grey line, labeled ’HR’), the blueshifted
subsample (blue line, labeled ’Blue’), and redshifted subsample
(red line, labeled ’Red’).

also display the redshifted and blueshifted subsamples of
the high-resolution sample with red and blue lines, re-
spectively.

The CDF of the high-resolution sample has a simi-
lar shape to that of the FSK11 sample, but the high-
resolution sample tends to have slightly higher v0

Si II.
The median v0

Si II for the high-resolution sample and the
FSK11 samples is −11, 500 and −11, 300 km s−1, respec-
tively. Performing a K-S test (excluding any SNe in the
high-resolution sample from the FSK11 sample), we find
a K-S p-value of 0.44. From this test, there is no indi-
cation that the high-resolution and FSK11 samples have
different parent populations.

The CDFs of the blueshifted and redshifted subsam-
ples appear to be significantly different from that of
the FSK11 sample or our full high-resolution sample.
The blueshifted and redshifted subsamples tends to have
higher and lower v0

Si II than the typical SN Ia, respec-

tively. The blueshifted and redshifted subsamples have
median v0

Si II of −13, 300 and −10, 700 km s−1, respec-
tively, while the median of the combine single, symmet-
ric, and no absorption subsample has a median v0

Si II of
−11, 500 km s−1. A K-S test to compare the blueshifted
sample to the FSK11 sample (again, excluding any
SNe Ia from our full high-resolution sample) results in
a p-value of 0.012, indicating that the two samples have
different parent distributions. Performing the same test
with the redshifted sample results in a p-value of 0.062,
indicating that there is no statistically significant differ-
ence in the parent populations for the two samples.

A K-S test comparing the blueshifted and redshifted
subsamples results in a p-value of 0.019, again indicating
that the two samples have different parent populations.
This is a relatively strong result, and there is no obvi-
ous way to bias the high-resolution sample to create this
difference.

Since the high-resolution sample is skewed to slightly
higher v0

Si II than the FSK11 sample, the comparisons
between the blueshifted and redshifted subsamples and
the FSK11 sample may be biased. A random draw of
SNe from the high-resolution sample will likely have a
higher average velocity than the FSK11 sample. This
potential bias may have resulting in the small p-value for
the blueshifted sample; however, this bias cannot explain
the difference between the blueshifted and redshifted
subsamples. To mitigate this potential bias, we per-
formed K-S tests between the blueshifted/redshifted sub-
samples and the high-resolution sample (excluding the
blueshifted/redshifted subsamples). These tests resulted
in p-values of 0.014 and 0.0035 for the blueshifted and
redshifted subsamples, respectively. Both the blueshifted
and redshifted subsamples appear to be drawn from dif-
ferent parent populations than the complementary high-
resolution sample.

We tested the robustness of this result using a Monte
Carlo simulation. For each iteration, we selected a sam-
ple of 21 SNe (to match the number of SNe Ia for
which we have high-resolution spectroscopy) from the
full FSK11 sample of SNe Ia. From this sample, we then
selected a subsample of “Blueshifted” SNe equal to the
number of Blueshifted SNe Ia in the high-resolution sam-
ple. We performed a K-S test on these random samples
similar to that described above. We also noted if the five
highest or lowest velocity SNe were in the “Blueshifted”
sample.

Foley et al. (2012)



Type Ia Supernovae
1.   Relatively Standard Luminosity 
2.   Relatively Standard Velocity 
3.   Usually no H or He in Spectra 
4.   C/O Burning 
5.   Stratified Ejecta 
6.   Variety of Hosts/Environments 
7.   Pretty Spherical Explosion 
8.   No Companion Directly Detected 
9.   Indications of CSM/Companions 
      in some SNe Ia 
10. No X-ray/Radio Emission 
11. Gamma-rays Detected (56Ni Powered) 
12. Roughly 1 SN Ia / MW / century 
13. Delay Time Distribution ~t-1 

A C/O White Dwarf that 
accretes matter from a
Binary Companion, resulting in 
an explosion.  The Explosion 
Disrupts the White Dwarf.

The Nature of the Companion is 
Still an Open Question.  
Current Data Points to Multiple 
Progenitor Channels.



What now?

How do we make progress?







Rubin/LSST will not (alone) 
save us



and, if needed, to modify the strategy to achieve the desired
scientific goals (see Section 5). The SRD leaves significant
flexibility in the detailed cadence of observations within the
main survey footprint, including the distribution of visits within
a year, the distribution of images between filters, and the
definition of a “visit” itself (e.g., a single exposure or multiple
exposures per visit). Furthermore, these constraints apply to the
WFD only. Depending on the performance efficiency of the
WFD, between 10% and 20% of the sky time will remain

available for DDFs and minisurveys, whose design is not
strongly prescribed by the SRD.
A nominal survey footprint showing the distribution of visits

across the sky, including WFD, some DDFs, and some
potential minisurveys, is shown in Figure 1. Even a core
parameter such as the median time elapsed between observa-
tions of the sky in different nights can be varied significantly
for the WFD within the constraints of the SRD. Figure 2 shows
the distribution of internight gaps, a critical parameter to enable

Figure 1. LSST footprint: the color encodes the number of visits across all filters for each position on the sky. The general survey footprint must meet the SRD design
specifications: the WFD covers  18,000 deg2 to a median of 825 visits. Other surveys, like the Deep Drilling Fields (DDFs, which appear in yellow due to the higher
number of observations), North Ecliptic Spur (NES), Galactic Plane (GP, which contains a large region on the bulge side, but also a smaller footprint on the antibulge
side), and South Celestial Pole (SCP) that are shown in this figure cover regions outside of the WFD footprint and have more flexibility in the observing strategy,
including the number of visits and their distribution among filters. The initial survey footprint was envisioned as in the left panel (map generated from OpSim
baseline_nexp2_v1.7.1_10yrs, see Section 2), but details of the visit distribution for optimal science return are still being determined, including if this
general survey footprint should be modified. Expansion of coverage into additional low dust extinction area and higher coverage of a portion of the Galactic plane, for
example, may result in a footprint conceptually similar to what is shown on the right (generated from OpSim footprint_6_1.7.1_10yrs). This figure is
discussed in Section 1.

Figure 2. Distribution of median internight visit gaps (the time elapsed between visits to the same field in different nights) at a given location in the sky for two
simulated LSST OpSim strategies: baseline_nexp2_v1.7.1_10yrs (left) and rolling_nm_scale0.90_nslice2_fpw0.9_nrw1.0v1.7_10yrs
(right; for more details on the simulations see Section 2). Each curve shows the median internight gaps across pointing positions distributed on a healpixel grid
with Nsides = 64 (corresponding to ∼0.85 deg2). In the top row the distribution is shown for all observations, and in the following rows it is shown for observations in
each of the six Rubin LSST filters (as labeled). The distributions are smoothed via kernel density estimation (Rosenblatt 1956; Parzen 1962); the location of the peak
of the underlying distribution is indicated to the right of each curve. This figure shows that different OpSim runs, developed in compliance with the SRD
requirements, can be very different even in core features. Similarly, within a night, the short 30 s single-visit exposure time (potentially split into 2 × 15 s) and 2 s
readout time enable the exploration of intranight timescales that are relevant for some science cases. Here too, simulations lead to a variety of possible LSST OpSim
strategies, as explored for example in works responding to the 2018 Cadence White Papers call (Section 4.1, e.g., Bianco et al. 2019) and 2021 Cadence Notes
(Section 5, e.g., Bellm et al. 2021; Li et al. 2022). Even shorter timescales have been explored for special surveys, as in Section 10.3 of COSEP, and in several
Cadence White Papers (e.g., https://docushare.lsstcorp.org/docushare/dsweb/Get/Document-30579/gizis_brightstar_minisurvey.pdf, https://docushare.lsstcorp.
org/docushare/dsweb/Get/Document-30645/olsen_mc_mini.pdf, https://docushare.lsstcorp.org/docushare/dsweb/Get/Document-30601/thomas_startrails_mini.
pdf). The figure is discussed in more detail in Section 1.
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Several Public “All Sky” Surveys

ASASSN ATLAS ZTF



Young Supernova Experiment

• Use PS1/PS2/DECam 
• Observe ~1500 deg2  
• Compare to other survey 

transient streams 
• Identify young transients 
• Immediately get spectra 

Also get griz light curves of  
>15,000 SNe



DECam Chile 22,5 0 Hours

PS1 Hawaii 21,5 6 Hours

ZTF California 20,5 27 Hours

ATLAS Hawaii 19,5 30 Hours



distribution, likely due to the small sample size. Both SNe II
and SNe Ibc, the CC objects, share a Mpeak median value of
Mpeak ∼ −17.5 mag. The few Other objects brighter than
Mpeak ∼ −21 mag are the SLSNe.

4.1.2. Cadence

YSE observes each field with a 3 days cadence while
monitoring the ZTF observing strategy, resulting in well-
sampled light curves (particularly for fast-evolving or short-
lived transients). The cadence distribution per passband of YSE
DR1 (not accounting for telescope maintenance and/or down-
time and Moon avoidance) is shown in Figure 6, with
additional cadence statistics in Table 2. Approximately 40%
and 30% of observations were carried out at the planned 3 days
cadence in PS1-g or PS1-r filters, respectively (at least one of
which is required per epoch; see Section 2.2), and ∼70%
(∼50%) of revisits occurred within � 7 days for PS1-g (PS1-r).
Here, we only consider epochs with S/N� 4.

As previously mentioned, YSE schedules its observations to
precede ZTF observations by one calendar day in an effort to
increase the combined cadence and maximize discoveries of
young SNe. The resulting effect is magnified in dark time,
when YSE achieves ∼0.4–0.5 mag deeper limits than ZTF.
During the lifespan of YSE DR1, ZTF made their nightly

observing plans public. This has allowed our team to
significantly improve our ability to plan overlapping observa-
tions.58 With the 2 days cadence of ZTF phase (II), and the
interleaving observations of shared fields, YSE DR1 achieves
an improved cadence over YSE observations alone; the median
observed effective cadence is 3.98 days without ZTF observa-
tions (compared to 3.9 days median cadence reported in Jones
et al. 2021a), and 1.98 days with ZTF observations.
An advantage of combining PS1 and ZTF observations is

that the differences in observatory longitudes of ∼40° produce
a difference in the hour angle for a given target of ∼3 hr at any
given time. Therefore, if PS1 observes the same field on the
same night as ZTF, we expect a typical temporal separation of
about 3 hr. If PS1 observations precede ZTF observations by
one night, we expect a typical separation of about 21 hr.
Observing at different hour angles at a given observatory can
reduce or extend any gap.
Figure 7 displays histograms of the temporal separation

between observations in the g band. Examining only temporal
coverage by a single telescope (ZTF or PS1), we find a peak in
the distribution at ∼24 hr with an FWHM of ∼3 hr. However,
the time between a PS1 observation followed by a ZTF
observation peaks at 21.1 hr, as expected. The time between a
PS1 observation preceded by a ZTF observation has peaks at
both 2.6 and 27.7 hr, also as expected. Overall, approximately
33% of total g-band observations are intersurvey.
The combination of PS1 and ZTF data results in a broader

distribution of timescales probed near 24 hr, with an FWHM of
∼4 hr. Critically, it increases the number of image pairs with a
difference of 3–7 hr by a factor of 13.0 over a single telescope
alone. Such timescales are especially important for fast-
evolving transients.

Figure 6. Cadence distribution for YSE DR1 per passband, truncated at 7 days,
and rounded to the nearest integer day. Nobs/Nobs total is the fraction of
observations at a specific cadence compared to the total number of cadence
observations. More cadence statistics can be found in Table 2.

Table 2
YSE DR1 Cadence Statistics

Passband Nobs total Median Cadence (days)

PS1-g 8856 4.00
PS1-r 10,133 6.90
PS1-i 9120 7.01
PS1-z 3322 8.01
ZTF-g 15,431 2.05
ZTF-r 21,831 2.04

YSE DR1 Total

PS1-griz 31,431 3.98
PS1-griz, ZTF-gr 67,138 1.98

Note. For observations only after quality cuts (e.g., S/N � 4).

Figure 7. Distributions of time intervals between observations of the same field
in the g band for YSE DR1, truncated at 33 hr. We have removed all
observations with a separation of <0.5 hr because these are often repeat
observations when one observation is poor, and most transients should not
evolve significantly on that timescale. We separate intervals from single
telescopes and across telescopes to highlight the advantage of having
telescopes at multiple longitudes. Intra-telescope intervals are shown as
hatched red and empty purple histograms for PS1 and ZTF, respectively. Inter-
telescope intervals are shown as green and blue, with the former being
observations where ZTF observations precede PS1, and the latter is reversed.
The combination from all telescopes is shown in light gray.

58 Rubin will adapt the same protocol for their observing schedule, which will
enable us to supplement the LSST cadence in 2024.
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YSE DR1 (2000 Transients)

4. YSE DR1 Properties and Statistics

In this section, we outline the instruments, properties, and
statistics of YSE DR1, including the combination of YSE and
ZTF data.

4.1. Overview of the Contents of YSE DR1

Here we briefly discuss the now publicly available materials
collectively known as YSE DR1. For an in-depth explanation
of the data processing, see Section 2.4. For the photometric
classification methodology as a whole, see Section 5.

The full sample. YSE DR1 data files contain forced-
photometry light curves in PS1-griz filters, observational
properties, and metadata (e.g., R.A., decl., Milky Way
extinction, redshift) for 1975 SN-like transients with YSE
forced photometry. SN-like events are defined to have at least
three observations for which the signal-to-noise ratio (S/
N) > 4 in any passbands, and no previous detection within the
survey following Jones et al. (2017), Villar et al. (2020). We
applied Wide-field Infrared Survey Explorer (WISE; Wright
et al. 2010) color selection criteria for active galactic nuclei
(AGNs) from Jarrett et al. (2011), Stern et al. (2012), and
removed likely AGN after inspection of the light curve and
ancillary data. When available, we provide additional ZTF-g,
ZTF-r forced-photometry observations (Masci et al. 2019), and
host galaxy metadata including the host redshift (host-z; see
Section 5.2) or manually validated SN spec-z. Otherwise, we
provide a best-estimate photo-z (see Section 5.4). Host galaxy
associations and additional host galaxy properties are from
GHOST (Gagliano et al. 2021) and/or Sherlock55 (Smith
et al. 2020), which were subsequently vetted by eye. We also
provide the SN class prediction and confidence scores from our
photometric classifier (see Section 6.2). We do not provide any
further YSE DR1 spectra, because all YSE classification
spectra are uploaded to TNS on a nightly basis. The data files
can be found on Zenodo (Aleo et al. 2022).

The distribution of these transients in equatorial coordinates
is depicted in Figure 1. Of the 1975 YSE DR1 objects, 953

were first discovered by YSE and reported to TNS, or ∼48%.
Other TNS reporting group statistics can be found in Table 1.
The photometric sample. 1483 objects comprise the photo-

metric sample (75% YSE DR1). As expected, it has fewer
observations on average, is dimmer, and is of higher redshift
than the spectroscopic sample. In this work, we present the
photometric classifications of these objects, which breaks down
into 1048 (∼71%) SNe Ia, 339 (∼23%) SNe II, and 96 (∼6%)
SNe Ib/Ic.
The spectroscopic sample. The remaining 492 SN-like

objects constitute the spectroscopic sample, defined as having
spectra providing both spectroscopic classification and spectro-
scopic redshift (or in rare cases, only the classification without
an SN spectroscopic redshift, in which case we use the host–
galaxy redshift or photo-z estimate). These spectra include all
those aggregated from publicly available sources such as TNS,
WISeREP (Yaron & Gal-Yam 2012), the literature, results
from YSE’s spectroscopic follow-up programs (which are

Figure 1. An equatorial skymap of all 1975 YSE DR1 transients as of 2021 December 20, each marked as a circle with its color denoting the classification
(spectroscopic or photometric). YSE fields chosen prior to 2021 December 1 are outlined as black squares, with pink squares highlighting five Cepheid calibrator SNe
(2020jgl, 2020uxz, 2021J, 2021hpr; Ward et al. 2022; 2021pfs) not located in regular field pointings. YSE favors fields above 20° from the ecliptic plane. The survey
does not observe below δ ≈ − 30, because reference sky templates for difference imaging do not yet exist at these declinations. See Figure 1 of Jones et al. (2021a) for
the distribution of YSE fields chosen prior to 2020 October 1.

Table 1
YSE DR1 TNS Reporting Group Statistics

TNS Reporting Group YSE DR1 Spec. Sample
(1975 Objects) (492 Objects)

YSE 953 119
ALeRCE 389 142
Pan-STARRS 273 27
ATLAS 146 93
ZTF 126 67
SGLF 58 19
GaiaAlerts 10 7
AMPEL 7 7
Nonea 5 4
ASAS-SN 3 3
GOTO 1 1
SNHunt 1 1
SIRAH 1 1
Fink 1 1
TAROT 1 0

Note. aNo listed reporting group.

55 https://github.com/thespacedoctor/sherlock
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