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Abstract—1In this paper, we exploit a software-based
nonreal-time signal acquisition technique to enable high-
precision jitter characterization of multi-Gb/s pseudorandom bit
sequences (PRBSs) with minimal hardware support. For signal
acquisition, incoherent subsampling is employed to increase the
effective sampling rate of a digitizer and to simplify its signal
acquisition architecture by removing the need for timing synchro-
nization circuits. As a substitute for hardware synchronization
circuits, the multiple stages of discrete frequency estimation algo-
rithm, called algorithmic clock recovery (CR), are used. Using
the frequency estimate obtained from the proposed algorithmic
CR allows us to digitally reconstruct an incoherently subsampled
PRBS into a single period of the signal in the discrete-time-
domain. The proposed algorithmic CR is accurate and robust,
especially in the presence of signal noise and multiple aliased
distortions as compared with previously published approaches.
In addition, the proposed all-digital jitter characterization tech-
nique (including self-reference signal extraction) enables data-
dependent jitter separation without using the tail-fitting of a
jitter histogram.

Index Terms— Noise measurement, sampling methods, signal
reconstruction, signal sampling, time measurement, timing jitter.

I. INTRODUCTION

ONREAL-TIME jitter analyzers are considered practi-

cal, low-cost test instruments since they do not require
samplers whose sampling speed is multiple times faster
than the signal being tested. Even though some cutting-
edge real-time oscilloscopes are already equipped with over
60-Gsps real-time sampling capability, the use of nonreal-time
(or subsampling) measurement techniques is still valuable in
the sense that nonreal-time jitter analyzers (or oscilloscopes)
are able to acquire high-speed test signals with a much slower
sampling speed, which can help reduce the cost of tests and
measurements. In wireless/RF testing, the direct subsampling
of an RF carrier signal without using a frequency mixer is used
for a wideband multistandard data acquisition and receiver
testing [1], [2].
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In comparison, for digital serial data testing, nonreal-time
jitter analyzers employ coherent subsampling instruments,
which are further divided into random and sequential
equivalent-time sampling schemes. These two types of
nonreal-time sampling are commonly used to acquire high-
speed signals for jitter testing because they acquire point
samples over many repetitions of the input periodic signal to
increase the effective sampling rate of digitizers. However, the
effective sampling rate can be increased only if the coher-
ent subsampling method is provided additional RF/mixed-
signal circuitry to reconstruct the original waveform from
the subsampled signal. For instance, the random equivalent-
time sampling requires a time-to-digital converter (TDC) and
an explicit trigger signal, and the sequential equivalent-time
sampling needs a sequential delay generator. These additional
timing subsystems incorporated into coherent subsampling
instrument complicate the overall architecture of nonreal-time
jitter analyzers and their experiment setups. In addition, the
measurement uncertainty induced by nonidealities of the addi-
tional timing subsystems may limit the overall performance of
jitter measurement.

These technical difficulties may be overcome with
the development of various software-synchronization tech-
niques, which can be used in an incoherent subsampling
environment [3]-[14]. Commercial vendors such as Tektronix
or Lecroy developed a software-synchronization technique,
called software phase-locked loop (PLL) as a software pack-
age for their cutting-edge oscilloscopes, which is used both
to compensate for low-frequency change of reference edge
timing and to perform software-based synchronization [3], [4].
This technique is enabled using jitter tracking digital filters
whose characteristics are determined based on the required
jitter compensation bandwidth (further details, however, have
not been published). However, this software PLL requires
oversampling of the signal being tested, which can be done
only with cutting-edge oscilloscopes. Such high-speed over-
sampling is an expensive solution and not readily avail-
able in many kinds of test equipment. In optical sampling
research, various software-synchronization techniques have
been used. In [5]-[7], the periodogram of the incoherently
sampled signal was used to estimate the discrete frequency
(or period) value of the sampled signal. Such a standard
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Fourier transform-based spectral analysis may be used only for
online bit error rate monitoring that does not require very accu-
rate synchronization, but it may not be used for the precision
measurement that needs to be performed in the presence of
noise, jitter, and multiple aliased harmonic tones. In compari-
son, we use a type of periodogram (with spectral interpolation)
as the first stage of the proposed software synchronization
algorithm, called the coarse discrete frequency estimation.
In [8], the binary-tree data-truncation algorithm was used to
reduce the computation time required to evaluate the peri-
odogram of the sampled signal. This technique helps reduce
computation burden and is beneficial for real-time synchro-
nization. Due to its inherent frequency resolution limitation,
this approach alone, however, may not be used for precision
measurement.

To enhance synchronization accuracy, [9], [10], [15] intro-
duced a chirp z-transform (CZT)-based software synchro-
nization technique. The synchronization accuracy obtainable
from this enhanced spectral analysis approach was found to
be good enough for signal characterization purpose unless
the fundamental tone of a sampled signal contained high-
frequency jitter or the aliased harmonics and distortions (due
to subsampling) were placed very near the fundamental tone,
which compromised the frequency estimation accuracy. In this
paper, we evaluated the synchronization performance of the
CZT-based technique and provided the comparison with our
proposed algorithm (spectral jitter cost function described
later) in Section III-A, especially in cases where the sampled
signal was jittered and contained aliased distortions near the
fundamental tone. In [11] and [12], another fine synchro-
nization approach is proposed. This uses the statistical jitter
quantity of the reconstructed eye-diagram as a cost function
(we refer to this as a time-domain jitter cost function in this
paper). However, the time-domain jitter cost function requires
a large sample size, especially on the rising/falling edges of
the signal, to generate a statistical jitter quantity. In addition,
the technique does not provide a smooth cost function over the
required frequency sweep range unless it is used for a very
large number of samples. As an alternative to this time-domain
jitter cost function, we use a spectral jitter cost function, which
provides a smooth, reliable cost function as compared with
the time-domain jitter cost function. The computation power
required to generate the spectral jitter cost function is rela-
tively low after using our selective harmonic nonequispaced
spectral analysis approach, which is another contribution of
this paper as compared with our prior publications. The perfor-
mance comparison between the two approaches is provided in
Section III-A.

In this paper, we exploit a software-based nonreal-time sig-
nal acquisition technique to enable high-precision jitter charac-
terization of high-speed pseudorandom bit sequences (PRBSs)
with simpler hardware configurations. First, the proposed
method employs subsampling to increase the effective sam-
pling rate of analog-to-digital (A/D) converters. Like other
nonreal-time sampling methods, this approach avoids the
shortcoming of real-time sampling oscilloscopes in generating
an adequate sampling frequency to capture the highest data
rates that exist today. Second, our method uses incoherent
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sampling to avoid the need for the complex timing circuitry
that a coherent sampling device requires to synchronize the
sampling rate. Third, we employ algorithmic clock recov-
ery (CR) instead of using hardware CR subsystems. The pro-
posed algorithmic CR approach differs from other algorithmic
CR or software-synchronization techniques [5]-[12] in the
following ways.

1) The accuracy of the proposed algorithmic CR (or
software-synchronization) is enhanced using the spectral
interpolation (coarse estimation in Section II-C1) and
the selective discrete Fourier transform (DFT) frames
(fine estimation in Section II-C2). The synchronization
accuracy of the technique (without using the fine-tuning)
is comparable with (or similar to) the chirp-z-based
technique shown in [9] and [10], but we reduce the
computational burden by sequentially narrowing the
frequency range (or bandwidth) of spectral evaluation
through multiple analysis steps.

2) In the fine tuning process, a spectral jitter cost func-
tion (Section II-C4) is used to enhance the frequency
estimation accuracy and computational reliability, espe-
cially when the sampled signal contains jitter, aliased
harmonics, and distortions near the fundamental tone.
The spectral jitter cost function uses sparsity promotion
in the frequency-domain, which is more stable than the
time-domain cost function (shown in [11] and [12]),
especially when the sample size is small. In addition,
it performs significantly better when the signal being
sampled contains inherent jitter as compared with the
performance of the CZT-based synchronization.

The performance comparison between the proposed CR algo-
rithm and other software synchronization techniques is pro-
vided in Section III-A. The proposed algorithmic CR method
along with the self-reference extraction and jitter quantification
algorithms, to be described later in this paper, alleviate the
need for the hardware that is necessary with their hardware-
based CR counterparts.

We previously published the core idea and proof-of-concept
simulation results of this paper in [16]-[18]. In compar-
ison with our previous work, this paper provides follow-
up research findings, especially on the enhancement of the
algorithmic CR accuracy using the DFT-frame-based spectral
analysis and on the optimization of the computational effi-
ciency of the proposed sparsity promotion algorithms. This
optimization is made possible using the evaluation of spectral
jitter cost functions for selective frequency bins, as shown
in Section II-C4. In addition, this paper provides theoretical
frameworks, a comparison of the proposed method with other
software synchronization techniques, and supporting hardware
measurement results.

II. PROPOSED JITTER CHARACTERIZATION TECHNIQUE
A. Overview

The proposed jitter characterization technique simplifies
the signal acquisition hardware of conventional sampling-

based jitter characterization systems, which exploits their
subsystems, in other words, the hardware CR circuit, TDC,
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Fig. 1. Block diagram of the proposed jitter characterization method.

trigger signal generator, and delay generator. In comparison,
the proposed system requires only a subsampling A/D con-
verter, sampling oscillator, and DSP. In the proposed tech-
nique, the signal being tested is incoherently subsampled and
reconstructed even when the signal frequency is not known.
This sampling method alleviates the need for synchronizing
the sampling clock frequency with the test signal frequency.
The only requirement is that the input analog bandwidth of the
sampler be wide enough to incorporate the potentially wide
spectrum of the test signal.

In the proposed method, a PRBS test signal is incoherently
subsampled even when the signal frequency is now known.
A single period of the PRBS is digitally reconstructed from
the obtained raw sample data using the algorithmic CR as
described in Section II-C (a flowchart of the algorithms is
shown in Fig. 1). The algorithmic CR is comprised of four
steps: discrete fundamental frequency (fy) coarse estima-
tion, f; fine estimation, f; fine tuning, and discrete-time
remapping. f; coarse estimation (Section II-C1) uses a win-
dowed DFT with digital pre and postconditioning techniques
to coarsely estimate the discrete fundamental frequency of
the sampled test signal by locating a spectral peak in the
DFT spectrum. f; fine estimation (Section II-C2) uses selec-
tive DFT frames to obtain an enhanced F; value estimate.
Discrete-time remapping ((Section II-C3) then uses the esti-
mated f; value when the raw sample indices of the test signal
are remapped to time values in the discrete-time-domain, rep-
resenting a single period of the test signal. In this way, the test
signal is reconstructed. Optionally, a more enhanced f; esti-
mate can be obtained from the f; fine tuning (Section II-C4),
which uses spectral sparsity constrained optimization.
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Jitter characteristics of the digitized PRBS can be quantified
by analyzing the discrete-time values of the reconstructed
PRBS samples as compared with a digitally generated self-
reference signal, which is a virtual signal that is extracted
from the reconstructed PRBS itself by applying wavelet-
based denoising to the signal. The use of the self-reference
signal removes the need for externally provided analog ref-
erence signals. Details of the self-reference signal extrac-
tion and jitter quantification procedures are provided in
Sections II-D and E.

B. Incoherent Subsampling

A digitizer using a programmable oscillator as a sam-
pling time-based is employed to incoherently subsample
a continuous-time periodic test signal whose frequency is
unknown and time-varying due to test signal instability. The
time-base signal does not need to be synchronized in time
or frequency with the test signal. Thus, no common time-
based signal is required between the digitizer and the device
under test, which generates the test signal. However, the analog
input bandwidth of the digitizer should be wider than the test
signal bandwidth to accommodate all the test signal frequency
components, even when the sampling rate of the digitizer can
be much lower than the Nyquist rate.

Suppose a continuous-time test signal that is periodic and
normalized to zero-mean is given by

x(t) =x( — Tx(t)) + n(r) (D

where T,(¢t) denotes the unknown and time-varying period
value of the whole PRBS test signal, and n(¢) denotes ampli-
tude noise, and the discrete samples of the test signal at n
equally spaced coordinate points is obtained by

x[k]=x(k-Ty) for k=1,2,3,...,n 2)

where T; is the sampling interval and n is a power of 2.
We can use a vector to denote the original samples: x =
[x[1]x[2] x[3] ... x[n]]".

In cases where the test signal x(¢) is a PRBS, for the
simplicity of notations, we redefine the Nyquist sampling
rate as

2

fNZTb

3)
where T} denotes the bit width of the test signal, even though
the test signal may contain frequency components beyond a
frequency of 1/7j,. The subsampling ratio R, is accordingly
defined by

_

Is
where f; = 1/Ts denotes the sampling rate. In this paper,
we consider the cases of incoherent subsampling, where
Ry is larger than 1. Such an incoherently subsampled discrete
signal in its raw format without signal reconstruction cannot
be directly used for jitter analysis due to the effect of signal
aliasing.

R; “)
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Fig. 2. Derivation of the power spectrum of a PRBS. (a) /-bit PRBS shown in the time-domain (7} is the bit width). (b) Autocorrelation of the PRBS shown
in (a). (c) Power spectrum of the continuous-time PRBS shown in (a). (d) Discrete power spectrum of the incoherently subsampled PRBS (an illustration, not
from computer simulation). (e) Three-point estimation: the three spectral components (denoted by squares) near the discrete spectral peak of the fundamental
tone (denoted by m) of the discrete power spectrum of the incoherently subsampled PRBS.

C. Digital Signal Reconstruction (Algorithmic CR)

In this section, we introduce a new algorithmic CR tech-
nique, which enables the reconstruction of an incoherently
subsampled PRBS into a single period of the waveform in
the discrete-time-domain. When the pattern length of the test
PRBS is [, the PRBS pattern repeats every [ bit, resulting in a
periodic signal as shown in Fig. 2(a). Due to the periodicity,
the discrete fundamental frequency ( f;) of the sampled PRBS
can be identified from its frequency spectrum. In cases where
the value of [ is infinitely large (which is not the case
in practice), the autocorrelation function of the PRBS is a
triangle train, as shown in Fig. 2(b) [19]. Accordingly, the
continuous power spectral density (PSD) of the PRBS, or
the Fourier transform of the autocorrelation function of the
PRBS, contains many spectral peaks, as shown in Fig. 2(c).
Fig. 2(c) also shows that the frequency locations of the spectral
peaks correspond to a fundamental frequency of 1/(I - Tp)
and its harmonics and that the magnitudes of the peaks are
determined by a sinc? envelope function. In comparison with
the continuous PSD, the discrete PSD of an incoherently
subsampled PRBS suffers from signal aliasing, making the
resultant spectrum even more complex. An example of such
discrete PSD is shown in Fig. 2(d), where the fundamen-
tal discrete frequency is denoted by f;. Finding the value
of fy, however, is a challenging due to the complex and rich
spectrum of discrete PRBSs. The remainder of this section
introduces a new method for precisely determining the value

of fy.

1) fa Coarse Estimation (Windowed DFT and Spectral
Interpolation): In f; coarse estimation, the value of f; is
identified by locating the fundamental spectral peak in the
DFT spectrum of the sampled signal [20]. The spectral peak
corresponding to f;, shown in Fig. 2(e), however, may consist
of a few adjacent spectral components, not a single value,
due to the spectral leakage caused by the incoherency of
sampling. Reducing such spectral leakage can be achieved
by applying various window functions to the sampled signal.
In this section, the Gaussian window function is used since the
use of the Gaussian time window (¢ = 1/8) in combination
with the Gaussian interpolation in the frequency-domain (to be
described later) results in the lowest frequency estimation
error as summarized in [20]. The Gaussian window vector,

w = [w[l] w[2] w[3] ... w[n]]T, is defined as
wik] = e~ ®&n/22QN for k=1,2,....n (5

where ¢ = 1/8. The time-windowed discrete-time signal is
obtained by

X = [w[1]x[1] w[2]x[2] ... wln]x[a]] . (6)
Let
1 L .
e jo _j20 jon—1)1T
e(w) := ﬁ[l e/ e ... e ] @)

denote a normalized vector containing regular samples of a
complex sinusoid with angular frequency w € [0, 27). The
DFT basis is defined as

W :=[e(0) e(As) eQAf) ... eQr —Ap)]  (8)
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where A ¢ denotes the spectral resolution defined by

A — 2w ©)
=00
The DFT magnitude spectrum of the length-n signal xy is

given by
(10)

where abs(-) computes the element-wise magnitude of a com-
plex vector.

In Fig. 2(e) [an enlarged view of Fig. 2(d)], m denotes
the discrete frequency index of the fundamental peak in the
spectrum So = [So[1] So[2] So[3] ... S()[n]]T. To estimate
the value of f;, we use three-point interpolation [20]. The
Gaussian three-point interpolation can be used to obtain a fy
coarse estimate as

So = abs(Towa)

Solm+1]

Solm—1]
Solm]?

So[m—+1]So[m—1]

In

fd,coarse = Af ym+ e[0,7) (11)

2-1n
where So[m] denotes the spectral magnitude at the frequency
index (m).

Even though the f; estimation described above is intended
to be performed as accurately as possible, the estimation
accuracy is inevitably limited by the given spectral resolution
A s (or spectral leakage) and the potential presence of aliased
tones adjacent to the fundamental tone; hence, the procedure
is called f; coarse estimation.

2) fa Fine Estimation (Selective DFT Frame): In this
section, we introduce a method to further enhance the fre-
quency resolution of spectral analysis to estimate f; with
better accuracy. A well-known technique to reduce digital
spectral leakage and to enhance the accuracy of frequency
estimation is to employ a redundant frame called a DFT
frame [21]. Since we are interested in estimating only the
discrete frequency value of a fundamental tone, not the spec-
trum itself, the DFT frame can be selectively applied to the
limited frequency range near fd,coarse (the value previously
determined in Section II-C1) rather than being applied to the
entire frequency spectrum. This selective spectral analysis is
preferred since it significantly reduces computational burden.

The spectral resolution enhanced using the DFT frame with
oversampling factor ¢ is denoted by A r(c), as

Af(c) = i—z € (0,27 /n]. (12)

The selective DFT frame with oversampling factor ¢ is then
defined as

Y(c, p):= lel@—pAs(c)) ... e(@— Ar(c)) e(w)
e(@+ As(c)) ... e(@+ pAr(c))]

where o = 2« f'd,coarse and p is a positive integer that
defines the frequency search range. Notice that the use of DFT
frames with oversampling factor ¢ enables the algorithm to
obtain ¢ times the frequency resolution of the conventional
spectral analysis, which uses the Fourier basis. The enhanced-
resolution magnitude spectrum of the signal x,, obtained with
the selective DFT frame is given by

S(c, p) = abs(‘I’(c, p)wa)

13)

(14)
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Fig. 3. DFT-frame-based magnitude spectrum (frequency span = A ¢(c) - 64,
oversampling ratio ¢ = 64) and the obtained f; fine estimate (a ~3.23-Gb/s
127-bit PRBS without jitter was subsampled at 1 Gsps, and 2048 discrete
samples are used).

where abs(-) computes the element-wise magnitude of a com-
plex vector.

The computer simulation (a ~3.23-Gb/s 127-bit PRBS was
subsampled at 1 Gsps, and 2048 discrete samples were used)
shown in Fig. 3 illustrates the enhanced spectral resolution
of the selective DFT-frame-based spectral analysis. Fig. 3
shows a DFT-frame-based magnitude spectrum of signal x,,,
which spans a digital frequency range of Ay with a center
value of fjcoase (¢ = 64 and p = c¢/2). It is found
that the magnitude of the frequency component at fd,come
is not a local maximum, which indicates that f'd,coarse is
not accurate enough with respect to the enhanced frequency
resolution obtained with a DFT-frame-based spectrum. A new
fa estimate ( f:djﬁne) is obtained by locating a local maximum
of the plot shown in Fig. 3. In this particular example, the
estimation error is A ¢(c) - r, where r = 4 as

fd,ﬁne = fd,coarse + Af(c) -r €l[0,m).

In addition, the computation process of the proposed f; fine
estimation can be further optimized using iterative methods
for carrying out a local search [22]. The use of iterative
methods is plausible since the envelope of the DFT-frame-
based magnitude spectrum is smooth and can be modeled as
a continuously differentiable function. Details of the iterative
local search are not described in this paper.

3) Discrete-Time Remapping: The discrete frequency esti-
mate fd,ﬁne obtained from Section II-C2 is used for discrete-
time remapping of raw sample sequence X into a single period
of the waveform in the discrete-time-domain. This single
period corresponds to a range [0, 27 ). The remapped discrete-
time value of the kth sample x[k] is given by

talk] = mod( tg[k — 11+ fi fine » 27)
for k=2,3,...,n

15)

(16)

where 74[1] = 0, and the modulo operation mod(x, y) returns
(x —n-y), where n is the greatest integer less than or equal to
(x/y). We use a vector to denote the remapped discrete-time
values: t; = [t4[1] t4[2] t4[3] ... td[n]]T. Each element of
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Fig. 4. Simulation results for the proposed algorithms of discrete frequency measurement: A ~3.23-Gb/s 127-bit digital signal without jitter is sampled

at 1 Gsps. The spectrum in (c) is evaluated using a nonequispaced DFT algorithm, for presentation purpose, not the proposed selective spectral analysis
technique using spectral jitter cost functions. (a) Reconstructed waveform using the discrete frequency value determined by the f; fine estimation in
Section II-C2. (b) Reconstructed waveform using the discrete frequency value determined by the f; fine tuning in Section II-C4. (c) Total nonequispaced
spectrum (illustrating sparsity promotion): the spectrum of (a) denoted by the marks with light gray and the spectrum of (b) indicated by the marks with dark gray.
(d) Selective nonequispaced harmonic spectrum (the fundamental discrete frequency bin and its harmonic components), which is used in this paper for enhanced
computational efficiency. The spectrum of (a) denoted by the circular marks and the spectrum of (b) indicated by the square marks.

ty denotes the remapped discrete-time value of each element
of x. Therefore, this pair of arrays represents a reconstructed
signal in the discrete-time-domain.

Even though the discrete-frequency fine estimate, fd,ﬁne, is
relatively accurate, it may show a certain amount of estimation
error when the fundamental discrete frequency component,
which is essential to fd’ﬁne estimation, is distorted by aliased
signals (due to subsampling) and noise. Because of such
possible errors in fd,ﬁne, the reconstructed waveform may
contain reconstruction errors, which in turn result in discrete-
time dispersion of the point samples in the reconstructed
signal. In computer simulation, a ~3.23-Gb/s 127-bit PRBS
is subsampled at 1 Gsps and remapped to the discrete-time-
domain using an f; fine estimate. As shown in Fig. 4(a),
the remapped waveform contains timing distortion, which
is presented as the horizontal dispersion of the remapped
samples. Since the original continuous-time PRBS does not
contain any jitter in this example, it can be concluded that the

timing distortion of the remapped waveform is solely induced
by errors in fdjﬁne.

4) fq Fine Tuning (Sparsity Promotion Using a Spectral
Jitter Cost Function): In this section, we introduce a technique
that helps further reduce the amount of reconstruction errors
that may be observed in Section II-C3, especially when the
signal being sampled contains a certain amount of jitter, which
compromises the accuracy of the fine f; estimation; hence, the
procedure is called f; fine tuning.

In f; fine tuning, the best estimate of f; is found by
searching for the f; value where the spectral leakage of the
discrete spectrum of the reconstructed PRBS is minimized.
This approach is enabled by the fact that a reconstructed
signal that contains discrete-time jitter or dispersion due to
errors in estimating fz fine [as shown in Fig. 4(a)] results in
additional spectral leakage in the discrete spectrum [denoted
by the light gray circles in Fig. 4(c)], which in turn reduces
the sparsity of the spectrum. In other words, a reconstructed
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signal with the sparsest spectrum is considered the optimal
reconstruction.

The spectrum evaluation of the reconstructed signal, how-
ever, requires modification of the existing spectral analysis
techniques designed for equally spaced signal samples since
the reconstructed signal contains nonequispaced samples to
which the standard DFT techniques cannot be directly applied.
For illustration purpose in this section, one of the available
nonequispaced DFT algorithms [23] is used to construct the
spectrum of the reconstructed signal shown in Fig. 4(c).
However, the nonequispaced DFT algorithm is not compu-
tationally efficient (since it mostly requires several steps of
interpolation of the reconstructed signal in addition to the
standard DFT computation) and cannot be used as part of
the proposed method. For this reason, we propose a selec-
tive nonequispaced spectral analysis technique. As shown in
Fig. 4(d), we construct the discrete spectral components at only
a few predefined locations of frequency bins, including the
fundamental (discrete) frequency of the reconstructed signal
and its harmonics, e.g., up to thirty second order. In this com-
putation process, the discrete Fourier basis functions required
for evaluating discrete spectral components at the selec-
tive frequency bins need to be redefined for nonequispaced
sample points (since the reconstructed signal samples are
nonequispaced) as

1 . . . . T
. 210 tql1 tqa[2 tgln—1
€1 nonequi ‘= ﬁ[ Jtal01 ,jtalll pjtal2] —  ,jtaln ]]
1 . . . . T
. 2410 2t4(1 2t4[2 2t4[n—1
€2, nonequi ‘= _n[ej al0l ,j2talll ,j21al2] ,j2taln ]]
1 . . . -
. 32t4[0 3214[1 32t4[2 32t4[n—1
€32, nonequi += —n[ej al0] el all] e’ al ]. .. e’ aln ]] .

a7

The use of selective nonequispaced frequency bases requires
the real-time computation of the frequency bases when the
algorithms are implemented in DSPs because the sample
locations of the reconstructed signal, #4[0], z4[1], 24[2], ...,
are unique for every reconstruction. However, the number of
the required frequency bases is small (the use of 32 basis
functions is found to be a good choice throughout our
experiments) so that this optional tuning process becomes
practical. The selective nonequispaced spectral analysis is
performed as

(18)
19)

LIInonequi = [el,nonequi €2,nonequi - - - e32,nonequi]

T
Snonequi = abs(\Pnonequi X)

where abs(-) computes the element-wise magnitude of a com-
plex vector. Notice that the raw sample data (x) is used without
resequencing or time-domain filters. Resequencing the sample
data are not required since the frequency basis functions
are already redefined in (17) to accommodate the remapped
discrete-time values #4[k]. In addition, a time-window is not
required because the remapped discrete-time sequence #;[k]
already represents a single cycle of the sampled signal so that
the remapped sample set is coherent and consequently does
not produce any digital spectral leakage.

2739

1.3226 T
7]
=
o
o
&
2
=
s
%
B
G
8
(7]
1.3208 i i i i i i i
0.05102 _ 0.05106
Discrete Frequency (* 7T )
Fig. 5. Spectral jitter cost function, in the f; fine tuning (Section II-C4),

obtained using the proposed selective nonequispaced harmonic spectral eval-
uation. The discrete spectral resolution of the jitter cost function in this
particular example is ~5¢-8-7 when the DFT frame resolution A f(c = 64)
is ~3e-5-m (a ~3.23-Gb/s 127-bit PRBS without jitter was subsampled at
1 Gsps, and 2048 discrete samples are used).

The main reason for using the proposed spectral jitter cost
function comes from the fact that when the spectrum of the
reconstructed signal is observed only in the selective frequency
bins, i.e., the fundamental frequency bin and its harmonics
(Snonequi), the sparsest total spectrum corresponds to the great-
est sum of the spectrum magnitude values at those selective
frequency bins. This is because the optimal reconstruction
corresponds to the reconstructed signal with minimal discrete-
time jitter or dispersion, as shown in Fig. 4(b), as compared
with the nonoptimal reconstruction in Fig. 4(a), and because
the optimal reconstruction in turn results in the least spectral
leakage (or the sparsest spectrum) in the frequency-domain,
as shown in Fig. 4(c). In f; fine tuning, the sum of these
spectrum magnitude values is used as a cost function, called
the spectral jitter cost function. The fine tuning algorithm
using the spectral jitter cost function works well, even in
the presence of the timing noise of the test signal, since the
algorithm is intended to find the optimal reconstruction by
reducing the jitter quantity of the reconstructed signal whether
the jitter originates from the signal itself or is the digital jitter
caused by reconstruction errors.

The best reconstructed PRBS can be found by sweeping the
discrete frequency value in the range of [ f'd,fme — A fine/2,
Sd fine + Afune/21, where Ay . denotes the range of the
discrete frequency sweep. Notice that the range of discrete
frequency sweep used in this section can be relatively small
because fd’ﬁne is already accurate, because of its enhanced
frequency resolution obtained with the oversampling factor (c).
Among many different versions of the remapped discrete-
time sequence obtained by sweeping the discrete frequency
estimation value, the one with the greatest sum of the discrete
spectrum magnitude Syonequi results in the optimally recon-
structed PRBS. As shown in Fig. 5, the f; fine tuning using
a spectral jitter cost function results in fd,ﬁne_tune, which is
an fy estimate with even enhanced accuracy, when compared
with f4 fine-
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(N consecutive samples are shown in total, where N = nq and g is a positive
integer) and on ¢ — 1 intermediate sample sets (denoted below the regular
sample sets). Each sample set contains n samples.

5) Long-Term Jitter Compensation: An equivalent-time
digital oscilloscope generally uses a clock signal that is
phase/frequency-synchronized with the analog signal being
tested as a sampling time-base. This sampling time-base signal
contains almost the same long-term jitter content as that of the
test signal. For this reason, when the test signal is sampled
using the synchronized sampling time-base, the long-term jitter
of the test signal can be automatically cancelled out and
barely measured by the oscilloscope. By contrast, the pro-
posed jitter characterization technique does not incorporate any
synchronization hardware (note that, we employ incoherent
subsampling), and the quality of signal reconstruction may be
compromised by its long-term jitter when a large number of
consecutive samples is used for signal reconstruction. To solve
the issue, in this section, we use a digital postprocessing
technique to compensate the reconstructed signal for the
long-term jitter contained in both the test signal and the
sampling time-base.

Before describing the details of the proposed method, we
briefly introduce the principle of long-term jitter. Jitter is a
value that accumulates over time, so its jitter time series
behaves as a random walk as shown in Fig. 7(a), which is
obtained using computer simulation. As shown in the figure,
the jitter time series is not bounded and contains long-term as
well as short-term jitter components. In cases where long-term
jitter components are predominant in overall jitter, a recon-
structed waveform may contain discrete-time dispersion to the
extent that the waveform is hardly recognizable. We address
this issue by compensating the reconstructed waveform for
its long-term jitter components. Details of the long-term jitter
compensation are described in the following paragraph.

For long-term jitter compensation, we use N number of
consecutive samples (where N = ng and g is a positive
integer) as shown in Fig. 6 and measure the time-varying
discrete frequency of the signal (f(}’ﬁneftune, fdz,ﬁne—tune’ .
where each frequency estimate is obtained by employing
the same technique used in Section II-C4. We also use a
sliding window that can be found in the short-time Fourier
transform, where the Fourier transform of local selections of
the sampled signal is performed using a sliding time window.
In this section, we use a time window that slides by n/2
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sample points every frequency estimation, as shown in Fig. 6.
The discrete frequency of each local selection is estimated
using the algorithms used in Section II-C. The estimated
discrete frequency value may vary over time windows due
to the long-term jitter of the sampled signal. The obtained
discrete frequency estimates over time windows form a time-
varying discrete frequency, which can be used for the long-
term jitter compensation.

In computer simulation, a random jitter time series is
generated as shown in Fig. 7(a) and injected into the time-
base that was used for generating a ~3.23 Gb/s, 127-bit
PRBS. The PRBS is then incoherently subsampled at 1 Gsps
without sampling jitter. The time-varying frequency estimates
fdljﬁnefmne, f;izjﬁnefmne, ... are obtained, and these coarse esti-
mates are interpolated to N sample points, which results in
fd,ﬁne_tune[k], where k denotes the sample index. The obtained
fd,ﬁne,mne[k] is then translated to the remapped discrete-time
value 74[k] using

talk] = mod(t4[k — 1] + fd,ﬁneftune[k] , 2m)

for k=2,3,...,N (20)
where 14[1] = 0 [notice that (20) is a modification of (16)].
Fig. 7(a) shows the variation in f#4[k] after the variation
is rescaled to the continuous time-domain for comparison
purpose. The figure shows that plot (b) tracks the long-
term components of plot (a). Because of this long-term jitter
tracking effect, the reconstructed signal obtained from (20)
is the waveform that is automatically compensated for its long-
term jitter.

The long-term jitter compensation can also be observed in
the spectrum domain. In Fig. 7(b), plots (a) and (b) show the
PSDs of a (carrier) signal that contains the random jitter time
series shown in plots (a) and (b) of Fig. 7(a), respectively.
Fig. 7(b) represents the amount of jitter that is compensated
with the proposed jitter tracking method. Therefore, the dif-
ference between the two PSD functions shown in Fig. 7(b)
represents the amount of jitter contained in the reconstructed
signal after long-term jitter compensation.

D. Self-Reference Signal Extraction

A (timing) reference signal is required to enable jitter
quantification of the reconstructed waveform. In this paper,
however, we assume that an external timing reference signal
cannot be provided. To overcome such a limitation, we use a
digital signal denoising technique to extract a self-reference
signal from the reconstructed signal itself. The use of a
digitally obtained self-reference signal alleviates the need for
additional signal sources and timing circuitry.

We use a wavelet shrinkage (or denoising) technique to
denoise a reconstructed waveform and to find its self-reference
signal. Discrete wavelet transform is widely used for denois-
ing a randomly distorted signal. Especially for phase noise
reduction, noise suppression performance of wavelet shrinkage
methods has been evaluated in many relevant areas of signal
processing [24]. In this paper, we apply wavelet shrinkage
to a reconstructed PRBS to reduce the jitter noise of the
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Fig. 7. Simulation results of the software CR-based jitter tracking. (a) plots (a) and (b), respectively, show a jitter time series (injected to a PRBS time-base)
and software CR-based jitter tracking. (b) plots (a) and (b), respectively, show the PSD (one-sided) estimations of carrier signals with the jitter time series
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Fig. 8.

Simulation results of a ~3.23-Gb/s 127-bit digital signal with injected jitter, sampled at 1 Gsps. (a) Reconstructed waveform of a 127-bit digital

pattern with jitter (circular marks) and self-reference signal (solid line). (b) Software CR-based jitter tracking (dashed line) compared with injected jitter values

(solid line). (c) Jitter Histogram of the reconstructed signal shown in (a).

reconstructed signal. The obtained self-reference signal is
denoted by x;.

In computer simulation, a ~3.23-Gb/s, 127-bit PRBS with
~27.69-ps rms random jitter is incoherently subsampled
with 1-Gsps sampling rate, and 2! discrete samples are
acquired. The sampled signal is reconstructed in the discrete-
time-domain with long-term jitter compensation described
in Section II-C5. In Fig. 8(a), the circular marks indicate
point samples of the reconstructed waveform. As shown in
the figure, the reconstructed waveform contains discrete-time

jitter (or dispersions) in the discrete-time-domain because
of jitter of the original PRBS being sampled. Jitter noise
contents of the reconstructed PRBS are removed using wavelet
decomposition, and the self-reference signal can be obtained.
This is possible because wavelet coefficients at low-frequency
scales are dominated by signal concentration (which are used
to determine the self-reference signal), whereas those at high-
frequency scales mainly represent signal noise components.
The bandwidth of jitter noise reduction depends on the selected
wavelet decomposition level: deeper decomposition level,
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TABLE I
SELF-REFERENCE SIGNALS’ ABSOLUTE TIMING
ERRORS MEASURED IN UIs

Wavelet (Level) Mean ((107°) Max (-1073) RMS (-107%)
Harr (4) 0.28663 0.85078 0.19514
Harr (5) 0.26291 0.85115 0.17414
Daubechies 2 (4) 0.29504 0.87481 0.20547
Daubechies 2 (5) 0.25064 0.72870 0.15659
Daubechies 4 (4) 0.30240 0.90206 0.21260
Daubechies 4 (5) 0.24980 0.68874 0.15307
Biorthogonal 1.3 (4) 0.29504 0.87481 0.20547
Biorthogonal 1.3 (5) 0.25064 0.72870 0.15659
Discrete Meyer (4) 0.31023 0.92060 0.21967
Discrete Meyer (5) 0.25447 0.63758 0.14762

wider noise reduction bandwidth. The self-reference signal
obtained in this experiment with Daubechies four-tap wavelet
and five-level decomposition is denoted with a solid line in
Fig. 8(a). Fig. 8(b) shows a close-up view of Fig. 8(a). Notice
that the optimal selection of decomposition levels and wavelet
types can be determined based on experimental results, which
is not explicitly provided in this paper.

To evaluate the performance of the self-reference signal
extraction (in computer simulation), we compared the obtained
self-reference signal with the ideal reference signal (available
as a benefit of computer simulation) to measure timing differ-
ences between the two signals in the discrete-time-domain.
Table I shows the timing comparison results for various
wavelets and decomposition levels. Only 30% of the signal
dynamic range is used for the timing comparison, as shown
in Fig. 8(a).

E. Jitter Quantification

The reconstructed signal obtained from Section II-C con-
tains discrete-time dispersion induced by the short-term jitter
of both the original continuous-time signal being sampled
and the measurement system (or digitizer). Notice that the
reconstructed signal has already been compensated for its
long-term jitter in Section II-C5. The remaining short-term
jitter of the test signal is measured by quantifying the discrete-
time dispersion of the reconstructed point samples (or by
comparing the time point of the reconstructed signal with that
of the self-reference signal). The result is used for the total
(short- and long-term) jitter time series extraction, as shown in
Section II-El. In addition, a data-dependent jitter separation
method is given in Section II-E2.

1) Random Jitter Time Series Extraction: The sample dislo-
cation of the reconstructed signal from the self-reference signal
(given by Section II-D) is digitally quantified in the discrete-
time-domain, which results in the reconstruction of the random
jitter dynamics of the test signal. The data-dependent jitter of
the test signal is separately considered in Section II-E2 but
not counted here since data-dependent jitter is equally present
in both the reconstructed signal and the self-reference signal.
In Fig. 8(b), a rising edge of the reconstructed PRBS and
its self-reference signal are shown [this is a closer view of
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Fig. 8(a), which is a computer simulation result]. As shown
in Fig. 8(b), the point samples within a predefined amplitude
range (30% of the dynamic range) are used for the discrete-
time jitter quantification. This is required because the point
samples adjacent to the amplitude levels of logic high and
logic low are affected more by amplitude noise than by timing
noise. In this manner, the amount of discrete-time sample
dislocation (or jitter), denoted by ¢;, is calculated for all the
transition edges of the reconstructed signal

&Ikl = talk] — t,[k], k=1,2,3,... 1)

The obtained jitter time series ¢, is shown in a histogram
in Fig. 8(c). The histogram indicates that the reconstructed
PRBS contains ~0.002517 (rms) discrete-time random jitter,
which corresponds to ~49.46 ps (rms) random jitter in the
continuous-time-domain, when the injected short-term jitter
components measure ~51.25 ps (rms) in simulation.

The jitter time series €; can be seen directly in the discrete-
time-domain to show its random dynamics as opposed to
statistical characteristics.

2) Data-Dependent Jitter Calculation: The data-dependent
jitter of the reconstructed signal is measured by observing
the zero-crossing discrete-time of each transition edge of
the self-reference signal, not the reconstructed signal sam-
ples. Since the self-reference signal is an averaged waveform
(in time) of the reconstructed signal, the self-reference signal
contains the same characteristic of data-dependent jitter as
that of the reconstructed signal. In this approach, the jitter
value of each transition edge of the reconstructed signal is
individually measured so that the data-dependent jitter is
automatically decomposed from the total jitter. In comparison,
conventional jitter analyzers collect jitter data from all the
transition edges of the sampled signal and decompose its
jitter components using histogram-based jitter decomposition
methods.

III. MORE CONSIDERATIONS

A. Comparison With Existing Software-Synchronization
Techniques

In this section, the synchronization accuracy of the proposed
algorithmic CR technique is compared with the two other
techniques showing comparable performance in computer sim-
ulation. In this experiment, the optimal frequency estimate is
defined as the one that results in the least amount of jitter
in the reconstructed signal since the signal being sampled is
supposed to contain inherent jitter. The simulation setup is
similar to that shown in Fig. 5, where a ~3.23-Gb/s 127-bit
PRBS is subsampled at 1 Gsps, and 2048 discrete samples
are used. The only difference is that random jitter (10-ps rms)
is applied to the signal being sampled to effectively compare
the synchronization performance of the three algorithms with
each other in a noisy sampling environment. Fig. 9(a) shows
the CZT-based synchronization technique [9], [10] using
512 times the frequency resolution of the standard DFT algo-
rithm. The resultant spectrum shows a fundamental frequency
estimate that is apart from the estimate generated by the pro-
posed algorithm, which uses the spectral jitter cost function.
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Comparison between the (time-domain jitter) cost function used in [11] and the proposed spectral jitter cost function described in Section II-C4.

(a) CZT-based enhanced spectral evaluation shown in [9] and [10]. (b) Time-domain jitter cost function used in [11]. (c) Proposed spectral jitter cost function.

The estimation error is ~13.5E-6(-w). The estimation error
in the CZT-based approach further increases when the fun-
damental tone in the spectrum is distorted by the aliased
harmonic tones or other spectral distortions. Even though
the estimation error is not significant in this test case, the
reconstructed signal may contain noticeable timing distortions
due to the accumulated errors. In comparison, the spectral jitter
cost function used in the proposed CR algorithm is shown
not to be affected by the aliased tones since the algorithm is
based on the reconstructed discrete spectrum as opposed to
the spectrum of the raw sample data. The time-domain recon-
struction proves that the frequency estimate obtained from the
proposed algorithm is the optimal value (associated figures
not provided).

Fig. 9(b) shows the time-domain jitter cost function [11]
for the same simulation setup as above. The time-domain
jitter cost function may result in false frequency detection
when the frequency sweep range cannot be reduced enough,
which is the case when the accuracy of the initial frequency
estimation (using the CZT spectrum for instance) is com-
promised by inherent jitter and aliased distortion spectral
components. In addition, the time-domain jitter cost function
is not smooth, especially when the number of samples being
used is limited. If the local maximum of the time-domain cost
function is successfully located, the frequency estimation error

is relatively low (=~1E-6(-7)). However, searching the local
maximum in this technique is not reliable due to its nonsmooth
cost function. In comparison, the spectral jitter cost function
locates the optimal frequency estimate more reliably, because
of its smoothness, as shown in Fig. 9(c).

B. Line Spectra Overlapping

In some cases, the line spectra of the PSD are overlapped
on top of each other. Thus, the PSD is less informative in
terms of the discrete frequency estimation, which compromises
the accuracy of the discrete frequency estimation. The PSD
of a continuous-time PRBS is shown in Fig. 11(a), and the
discrete PSD obtained by incoherently subsampling the same
signal is shown in Fig. 11(b). In Fig. 11(a), the frequency
locations (a) and (b) are apart from f; by f»/l, and the
(c) and (d) are apart from 2f; by f,/l. In Fig. 11(b),
these frequency locations are relocated (or converged) to the
discrete fundamental frequency f;(= (fp/1)/(fs/2) - @) due
to signal aliasing. Similarly, the spectral components of the
continuous-time PRBS near frequency locations of 1- fy & f3, /1
(A =1,2,3,...) are translated near the discrete fundamental
frequency f; in the discrete frequency-domain. If the aliased
terms are located too close to f;, which is called line spectra
overlapping in this paper, identifying the exact location of
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Fig. 10. Simulation results for two cases of subsampling regarding sample distribution. (a) Raw subsampled waveform of a 3-Gb/s 127-bit sequence, digitized
at 727.17 Msps. (b) Raw subsampled waveform of a 3-Gb/s 127-bit sequence, digitized at 755.94 Msps (problematic sample distribution). (c) Discrete power
spectrum (FFT-based, one-sided) of the subsampled waveform shown in (a). (d) Discrete power spectrum (FFT-based, one-sided) of the subsampled waveform

shown in (b) (problematic spectrum).

fa becomes problematic. The spectral components (1)—(8)
in Fig. 11(a) are aliased and present near the f; in the
discrete frequency-domain in Fig. 11(b). In particular, the
discrete frequency component (4) is located very close to
the fy, distorting the discrete spectrum information of the
fundamental frequency (fy).

The sampling criteria described below prevent discrete line
spectra from being overlapped on the fundamental spectral
component

min( |4+ fs = fo/1 =B - fi/l|
4 fs = fo/l—(B+1)- fp/l]
4 fs+ fo/l—(B+2)- fo/1]

|2 fs+ fo/l—=(B+3)- fo/ll) >2f/n (22)
j~'fs_fb/l

= | — 23

/ { o/l J 29

=102, Lf/fs +1] (24)

where f, denotes the bit frequency (=1/T7p), [ denotes
the pattern length of the sampled PRBS, f; denotes the

sampling speed, and |-| denotes the floor function, which
maps a real number to the next smallest integer. Equation (22)
indicates that the frequency distance between the fundamental
frequency replica over the multiple Nyquist zones, 4 - f; £
f»/1, and the PRBS frequency components located close to
those, (8 + k) - fp/l (k = 0,1,2,3), needs always to be
larger than 2 f;/n, which is twice the frequency resolution
of the discrete PSD. Because of the three-point-based funda-
mental frequency estimation described in Section II-C1, the
frequency components located at the distance of f;/n (from
the fundamental tone) result in the line spectra overlapping.
This overlapping negatively contributes to the fundamental
frequency estimation process. Equation (24) indicates that the
sampling criteria need to be considered only for the spectrum
up to f assuming that the power level of the spectrum beyond
f» 1s low enough to be negligible.

In our computer simulation, a sampled PRBS that meets
the sampling criteria is generated and shown in Fig. 10(a).
The PSD of the signal, shown in Fig. 10(c), does not contain
frequency overlapping except the spectral components whose
power levels are low enough and close to the noise floor.
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Fig. 11. Line spectra overlapping with the fundamental discrete frequency component. (a) Part (up to the tenth fold of the Nyquist rate) of the PSD (one-sided)
of a continuous-time PRBS. (b) Discrete PSD of the (incoherently) subsampled data of the PRBS in (a).

In such a sampling case, the fundamental frequency compo-
nent can be clearly identified. In comparison, Fig. 10(b) shows
a sampled PRBS whose sample points are sparsely distributed
(in terms of amplitude) within a local selection of the sample
index. The PSD of this sampled signal, as shown in Fig. 10(d),
contains overlapped (or sparse) frequency components, which
makes it less informative in terms of the discrete frequency
estimation.

IV. HARDWARE VALIDATION

In hardware validation, a wideband subsampling digitizer is
designed using a dc 18-GHz wideband track-and-hold ampli-
fier (Hittite HMC661LC4B) followed by a 12-bit A/D con-
verter (Texas Instruments ADC12D1800), both set to run at
1 Gsps. In this scheme, the wideband track-and-hold amplifier
is used as a front-end of the subsampling A/D converter to
increase the input analog bandwidth of the digitizer system.
The ~2.853-Gb/s 31-bit PRBS test signal is generated by
a digital signal generator (Agilent 81134A) whose reference
time-base is phase-modulated (random and sine) using another
signal generator (Agilent 4421B). The sampling clock signal
of the digitizer is not synchronized in frequency with the
test signal being sampled. This test setup is used for all the
hardware validation processes in this section.

A. Discrete Frequency Estimation Accuracy

To characterize the performance of the proposed fre-
quency estimation method (or corresponding jitter tracking),
we applied periodic jitter components (50-kHz sinusoidal
phase modulation) to the PRBS test signal and measured
the accuracy of frequency estimates digitally obtained from
sampled signals. The number of samples used in each analysis
time window is 2048. Fig. 12 shows short-time frequency
estimation for PRBS test signals with sinusoidal jitter com-
ponents (details are provided in the figure caption). Since
jitter frequency is only 50 kHz and can be fully tracked
by the proposed jitter tracking method, any deviations in
the measured frequency values compared with the reference
curves (denoted by dotted lines in Fig. 12) are considered
measurement error terms. The discrete frequency estimation
error in this test setup is 3.77e-7 rms [notice that discrete
frequency values are in the range [0,1)], which represents
greatly enhanced accuracy, because of the f; fine tuning
process described in Section II-C4.
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Fig. 12. Short-time frequency estimation for PRBS test signals with sinu-

soidal jitter components: 1) no jitter (denoted by x marks); 2) 0.4-UI(pk-pk)
50-kHz sinusoidal jitter (denoted by square marks); and 3) 0.8-UI(pk-pk)
50-kHz sinusoidal jitter (denoted by circular marks). The dotted lines represent
reference curves provided for error calculation.

B. Jitter Tracking Bandwidth

As shown in Fig. 12, a periodic jitter component of 50-kHz
jitter frequency is fully tracked (with a small amount of calcu-
lation error) by the proposed jitter tracking with the analysis
time window of 2048 samples. In this section, we increase
the number of samples to 8192 to reduce the jitter tracking
bandwidth and to observe the difference between the two
window sizes in terms of the remaining amount of jitter in
the reconstructed eye-diagram.

Fig. 13(a) shows the jitter tracking performance compar-
ison for the 2048-sample window (or wide jitter tracking
bandwidth) and the 8192-sample window (or reduced jitter
tracking bandwidth). As compared with the wide bandwidth
jitter tracking results (denoted by the squares), the reduced
bandwidth jitter tracking data points (denoted by the circles)
show a fewer frequency estimates within the given data set
and the jitter tracking curve with reduced amplitude due
to the reduced jitter tracking bandwidth. Fig. 13(d) shows
a reconstructed eye-diagram obtained with wide bandwidth
jitter tracking while Fig. 13(c) shows an eye-diagram with an
increased amount of reconstructed jitter due to the reduced
jitter tracking bandwidth.

C. Jitter Decomposition

In this section, we use the reduced bandwidth jitter
tracking method to show the effect of jitter decomposition.
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Fig. 14. Hardware validation of signal reconstruction and self-reference signal extraction for a ~2.853-Gb/s 31-bit sequence with 0.00165 rms discrete-time
random jitter. (a) Reconstructed waveform obtained using the reduced bandwidth jitter tracking (8192-sample time window). (b) Self-reference signal obtained
by applying Discrete Meyer (5) wavelet denoising to the reconstructed waveform in (a). (¢) Reduced bandwidth jitter tracking data sequence. (d) Jitter
histogram extracted from the reconstructed waveform in (a) (after compensating for deterministic jitter components).

Fig. 14 shows a reconstructed waveform obtained using the information can be extracted from the self-reference signal
reduced bandwidth jitter tracking and its self-reference sig- (without using conventional tail-fitting algorithms applied to
nal derived using wavelet denoising. The deterministic jitter jitter histograms) as summarized in Table II. Notice that the
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TABLE II
DATA-DEPENDENT JITTER ESTIMATES OBTAINED FROM THE SELF-REFERENCE SIGNAL SHOWN IN FIG. 14(b) (-10*3)
Type El E2 E3 E4 E5 E6 E7 E8 E9 E10 El1 E12 E13
Discrete Meyer (5) 0.06 0.52 -0.13 -0.56 -0.76 -0.26 -0.39 0.86 -0.41 0.65 -0.88 -0.88 0.27
}{Tlime 100

T+l

R SEA0T000 7 075 “ il
100MY = 541916419, Total S 916419 S
L L 1 L PR L 1 L L L L L L

-100ps -50ps Os

Fig. 15.

Amplitude (mV)
o

-100

100

Time (ps)

(b)

Comparison between the oversampling-based CR provided by a commercial real-time oscilloscope and the proposed undersampling-based

CR algorithm: a test signal of ~8.21 Gb/s, 31-bit random pattern without jitter injection is used. (a) Eye-diagram reconstructed from oversampled (50 Gsps)
data with serial data analysis toolkit of Tektronix DPO71254C (only transition bits are shown). (b) Eye-diagram reconstructed from subsampled data (2.5 Gsps)

with the proposed CR algorithm without long-term jitter compensation.

accuracy of data-dependent jitter characterization is not explic-
itly evaluated in this section, but was previously summarized
in Section II-D using computer simulation.

D. Comparison With Conventional Oversampling
Real-Time Oscilloscope

In this section, we provide an experimental comparison
between a conventional over-sampling software CR toolkit
(serial data analysis toolkit) employed in a commercial
50-Gsps real-time oscilloscope (Tektronix DPO71254C), and
the proposed subsampling algorithmic CR, in terms of signal
reconstruction accuracy. To remove a potential discrepancy
associated with sampling hardware measurement noise level
or sensitivity, we used two independent sets of signal samples
obtained from the same hardware (the sampling hardware
module of Tektronix DPO71254C, whose input analog band-
width is 12.5 GHz): 1) over-sampled data (fs; = 50 Gsps)
for the software CR module (serial data analysis toolkit)
employed by Tektronix DPO71254C and 2) subsampled data
(fs2» = 2.5 Gsps) for the proposed algorithmic CR. A test
signal (A8.21-Gb/s 31-bit PRBS) is generated using a LeCroy
signal generator (PeRT3 Phoenix System) equipped with jitter
injection capability.

A ~8.21-Gb/s 31-bit PRBS without injected jitter is
sampled independently twice with the sampling module of
Tektronix DPO71254C at a sampling rate of 1) fs1 = 50 Gsps
(over-sampling) and 2) f;» = 2.5 Gsps (subsampling). The
two acquired sample sets (2'¢ samples each) are postprocessed
by using serial data analysis toolkit, which reconstructs an eye-
diagram shown in Fig. 15(a) (only transition bits are shown),
and using the proposed CR algorithm (with long-term jitter
compensation), which results in another reconstructed eye-
diagram shown in Fig. 15(b). Although no controlled jitter
is injected to the test signal, the reconstructed eye diagrams
show a certain amount of timing noise inherent to the test

signal or sampling time-base. The eye-diagram in Fig. 15(a)
measures 2.013-ps rms jitter on transition edges, while the
eye-diagram in Fig. 15(b) measures 2.008-ps rms jitter, which
shows a baseline comparison of serial data analysis toolkit and
the proposed CR algorithm.

To evaluate the jitter measurement linearity both of serial
data analysis toolkit (f;; = 50 Gsps) and the proposed algo-
rithmic CR (fs2» = 2.5 Gsps), we compared the reconstructed
jitter measurements with the injected jitter values originally
programmed to the test signal (=8.21-Gb/s 31-bit PRBS)
under various random jitter conditions (jitter bandwidth:
1.5-100 MHz). Fig. 16(a) shows the reconstructed (or mea-
sured) jitter values obtained from serial data analysis toolkit
(fs1 = 50 Gsps), where raw measurement data are shown
along with ones after compensation for inherent measurement
noise to evaluate linear regression fit: The inherent measure-
ment noise compensation is conducted in such a way that a
square of the rms jitter noise measured from the test signal
without jitter injection, denoted by a dotted circle in the plot,
is subtracted from a square of the other measured rms jitter
values with various amounts of injected jitter, assuming that
the inherent measurement noise and the injected jitter are
orthogonal to each other. The same test is conducted using
the proposed algorithmic CR with subsampled data (fs» =
2.5 Gsps), and its results are shown in Fig. 16(b). In addition
to the jitter measurement linearity clearly shown after the
inherent noise compensation both in Fig. 16(a) and (b), we
found a correlation between the two methods: serial data
analysis toolkit (fy; = 50 Gsps) and the proposed algorithmic
CR (fs2 = 2.5 Gsps), with a maximum error of 0.259-ps rms
within the test cases conducted in this experiment.

For comparison under periodic jitter conditions, the same
test setup is used for a test signal of ~8.21-Gb/s 31-bit PRBS
with 0.5-MHz, 20-ps(pk-pk) sinusoidal jitter injection: the
jittered signal is sampled twice with the sampling module of
Tektronix DPO71254C at a sampling rate of: 1) f;1 = 50 Gsps
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Comparison between the oversampling-based CR provided by a commercial real-time oscilloscope and the proposed undersampling-based

CR algorithm: a test signal of ~8.21-Gb/s, 31-bit random pattern with 0.5 MHz, 20-ps(pk-pk) sinusoidal jitter. (a) Eye-diagram reconstructed from oversampled
(50 Gsps) data with serial data analysis toolkit of Tektronix DPO71254C (only transition bits are shown). (b) Eye-diagram reconstructed from subsampled
data (2.5 Gsps) with the proposed CR algorithm without long-term jitter compensation. (c) Eye-diagram reconstructed from subsampled data (2.5 Gsps) with

the proposed CR algorithm with long-term jitter compensation.

(oversampling) and 2) fi» = 2.5 Gsps (subsampling).
Fig. 17(a) shows the reconstructed eye-diagram of the over-
sampled, jittered signal postprocessed using serial data analy-
sis toolkit (only transition bits are shown), which shows a
measured sinusoidal jitter of 20.8-ps pk-pk (when decomposed
from total jitter by removing random jitter). In comparison,
Fig. 17(b) and (c), respectively, show the reconstructed eye
diagrams of the subsampled, jittered signal obtained using the
proposed algorithmic CR without and with long-term jitter
compensation (described in Section II-C5). Fig. 17(b) shows

21.2-ps pk-pk jitter (after periodic jitter decomposition), which
is comparable with the measured amount of jitter in Fig. 17(a):
20.8-ps pk-pk. In addition, the eye-diagram in Fig. 17(c) is
obtained using the long-term jitter compensation technique
as part of the proposed CR algorithm. The eye-diagram in
Fig. 17(c) does not contain injected sinusoidal jitter anymore
because the long-term jitter tracking occurs on the 0.5-MHz
sinusoidal jitter injected to the test signal. The residual random
jitter measures 2.011-ps rms, which is comparable with the
inherent jitter quantity of Fig. 15(b) (2.008-ps rms).
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V. CONCLUSION

We proposed an enhanced algorithmic CR technique that
can be applied to incoherently subsampled digital bit sequence
data using the spectral sparsity analysis in the frequency-
domain, which is distinct from other known methods. We eval-
uated the proposed technique both in simulation and hardware
experiments to show the enhanced accuracy of subsampled
signal reconstruction even in noisy sampling environment.
In future research, we plan to extend the application of the
subsampling algorithmic CR to a longer bit pattern such as
PRBS-31, which is commonly used in generic high-speed
digital I/O testing. The application of the algorithmic CR to a
longer bit pattern may require modifications to the proposed
CR algorithm, especially to the discrete-frequency estima-
tion. In addition, a solution to the line spectra overlapping
(described in Section III-B) needs to be further addressed to
overcome the relevant limitation on subsampling frequency
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