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Tuesday, November 7,2023 1057 AM

Announcements: 11/7/2023

* Guest lecture (11/09) - Attendance is mandatory

= We are doubling the F1-tenth Lab hours

= After Thanksgiving break F1-tenth supports (e.g.
debuging the system) could be limited

 Utilized most of your time before/during the
Thanksgiving break

* Most of the GEM slots are unutilized - utilize the
slots

Midter2 Review Session: 11/7/2023

Topics:

= Filtering
© Bayes
o Histogram/grid
o Particle
o MCL

# Search and Planning
< Uniform
o Greedy
o AfA* [Hybrid A*
= PRM
< RRT/RRG

Practice Questions will be Released:
Visit office hours

Discrete Bayes Filtering Review:

we write the probability of 2 random variable X taking the
ahifity of a randam variable A t2king th
value x as PiX=x) or as P(x] in short.
bl

Sequence of states Xy, Xy, ., X, is written in short as
o) “‘—

Sequence of measurements zy, 2z, ..., &, is written in
short as 2y,

Sequence of control inputs wy,uy, ..., uy, is writken in
short as uy,

Belief: Robot's knowledge about the state of
the environment

True state is unknowable / measurable
typically, so, robot must infer state from data
P
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and we have to distinguish this
inferred/estimated state from the actual state
—_—

We write the definition of Belief over state (x;)

in terms of conditio ability given

measurements z, ¥
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We want to write Bel(x,) usin@
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Particle fiterng
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Quick Nots Page

a, Consider a seanch it like A search in which the function fin) =
(2 - wigin} + el is 1sad to chooss the path that is axpanded
nest. Recall, G{n) is the cost to e at n and k(n) is the cast-lo-go
heurisric. If the heyristc b i eamissihie, what kind of search does thic
algarithm porform far pach of thess values of wpnd why?

Type of search Reasening
w=10 U'v\ffa"l n

AR
(=9 2+

b. Draw an examale graph to Mustrate why best-fiest search is incomplete.
Draw the graph with the start and goal varhces, label the aoge costs

and the heuristic functian values. 6’71 ~
252 (&) 1
G- A DA — 2z
e 54)97 1
© -
_ S, 4.6 ¢ 2
Ze, a0 3 )7

5.6,9,D 4 I

& >
«©. |5 peints) Wnte a run of the bast-first search algorithm on the abave 40‘ 2 S 2 6 2 ’ §

graph to illustrate how it fails te find a path.

graph ta llustrate how @ fails b find a path,



