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Topics to Review
• Topics:

• Regression, clustering, classification, convolution, linear filtering, derivative filters, 
Bayes filter and its implementations, histogram filter, particle filter, Monte Carlo 
localization, grid localization, classical recognition, bag of words, shallow and deep 
neural networks

• Background material
• Basic linear algebra, calculus, and convolution properties

• Algorithms and methods covered in lecture
• PageRank, SVM, kNN, k-means, Backpropagation, filtering implementations, deep 

neural network implementations

• Topics covered in the MPs 
• Image manipulation, CV implementations

• More topics: Questions will be discussion, analysis, and problem solving



Convolutions



Perceptron



Gradient Descent Update



Local Gradient Descent



Bayesian Filter (1)



Bayesian Filter (2)



Bayesian Filter (3)



Short Answer Questions?

• Suppose you want to design a ConvNet for image classification
• What are the different layering components in ConvNets?

• About how many parameters are there in such networks (order of magnitude)? 

• Can you name a dataset that you might use?  What are some of the nice properties 
about benchmark datasets?

• Think about the classifier you trained in MP2.  What are some of the 
concerns you have about using it on a system out in the real-world?

• For images, what is the difference between different types of image noise?

• Describe the SVM optimization.  What are support vectors?


