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Abstract

I study whether human capital investments are based on local rather than national

demand, using two positive and two negative shocks with di�erential local e�ects: the

dot-com crash, the fracking boom, the 2008 �nancial crisis, and the shock making

Delaware a �nancial headquarters. I �nd impacts on the share of sector-relevant degrees

awarded following these shocks, on average across the U.S. However, universities in areas

more exposed to sectoral shocks experience greater changes in sector-relevant majors.

Di�erential impacts on major choice at the most exposed universities account for 15%-

45% of the overall national e�ect on sector-relevant degrees.
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1 Introduction

Many college majors represent an investment in sector or occupation-speci�c skills. Without

the relevant major, entry into these sectors or occupations is di�cult to impossible. Given

wage di�erentials across sectors and occupations, these decisions may become important for

an individual's career and lifetime earnings.1 These decisions also have important aggregate

implications, as they help determine supply of skills in the labor market.

This paper analyzes whether individuals choose sector-speci�c human capital invest-

ments, speci�cally college major, based on local labor demand, rather than national demand.

The relevance of this question is underscored by two facts. First, there are dramatic dif-

ferences in labor demand across local markets, and substantial geographic concentration of

industries. In the US, examples include the computer sector in Silicon Valley, �nance in New

York, and oil and gas in Wyoming.2 Second, geographic mobility is limited and declining

even among highly-educated individuals. From 2001 to 2010, annual interstate migration of

college-educated individuals was 2.1%, roughly half the rate in the 1980s (Molloy, Smith,

and Wozniak 2011).3 The �rst fact suggests investments based on local demand may di�er

signi�cantly from those based on national demand. The second suggests local demand may

a�ect investments, given that college-educated individuals are increasingly less likely to move

across markets.

This is the �rst paper, of which I am aware, studying the impact of local, sector-speci�c

labor demand on local, sector-speci�c human capital production (college major) across the

entire United States. Individuals may make investments based on local rather than national

demand because of migration frictions or because of information frictions that cause a lack

of awareness of nationwide job prospects. Investments based on local demand may be indi-

vidually optimal if they are explained by strong location preferences. However, if individuals

make investments based on local demand due to information frictions, this suggests an im-

portant role for policy improvements. Regardless of the mechanism, the consequences for

the aggregate economy are potentially large if individuals invest based on local demand, and

this causes mismatch between the aggregate supply of sector-speci�c skills and demand for

these skills.4

1Altonji, Blom, and Meghir (2012) document large wage di�erences across major.
2Based on the QCEW, in 2007 FIRE employment comprised 16% of employment in New York County

(Manhattan), but 7% in the US. Similarly, in 2001, employment in computer systems design and related
services comprised 6% of employment in Santa Clara County (home of Silicon Valley), but only 1% in the
US. In 2014, employment in natural resources and mining comprised 10% of employment in Wyoming, but
1.5% in the US. Ellison and Glaeser (1997) show geographic concentration of manufacturing industries.

3Related, Manning and Petrongolo (2017) �nd distance has a strong e�ect on job search for unemployed
workers.

4Several recent papers, including Hastings, Nielson, and Zimmerman 2015, Stinebrickner and Stinebrick-
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It is possible to directly observe the correlation between sector-speci�c human capital

investments, local, and national labor demand. However, these correlations alone would

not be convincing evidence for this local elasticity, as endogeneity concerns make causality

di�cult to establish. Local demand may respond to, not determine, local human capital

investments.

Using four sector-speci�c exogenous shocks with di�erential local e�ects, I test for changes

in the share of relevant majors following these shocks. I then test whether universities in

areas more exposed to these shocks experience greater changes in the share of sector-relevant

majors. I focus on computer science and computer engineering (CS/CE) majors after the

dot-com crash in 2000, geology majors after the boom in oil and gas enabled by hydraulic

fracturing (fracking), �nance majors after the 2008 �nancial crisis, and business majors after

Delaware became an international center for �nancial services in the early 1980s, following

a US Supreme Court decision and subsequent state legislation.

While there are clear di�erences between these shocks, they all had large sector-speci�c

employment e�ects in some local markets, and smaller or zero e�ects in others. Investing

based on local demand would yield signi�cantly di�erent major choices compared to investing

based on national demand. I also exploit that for each shock the timing was exogenous to

the number of majors, and there is a close mapping to demand for a particular major.

I show that, on average, universities experience a change in the share of sector-relevant

degrees after these shocks, using university-level data on completions by major from The

Integrated Postsecondary Education Data System (IPEDS). At their lowest post-bust levels

in 2009, the share of CS/CE degrees awarded had fallen 2.2 percentage points (51%) on

average at universities across the U.S. At their highest post-fracking boom levels in 2014,

the share of geology degrees awarded had increased .12 percentage points (52%) on average.

At their lowest post-�nancial crisis levels in 2013, the share of �nance degrees awarded had

fallen .36 percentage points (15%) on average. The creation of a �nancial services center in

Delaware did not a�ect average share of business degrees awarded at universities in Delaware

and nearby states. This is consistent with this shock having an e�ect on �nancial employment

in Delaware, but not in the broader region.

Second, I show college majors respond di�erentially in areas more exposed to these labor

demand shocks. I compare universities more geographically exposed to these shocks, to

less-exposed universities whose students experience the same national shock. I estimate the

ner 2013, and Wiswall and Zafar 2014 present evidence suggesting factors other than information are more
important in explaining why students pursue lower-earning majors. Hastings, Nielson, and Zimmerman
(2015) look speci�cally at the role of location preferences, showing Chilean students' institution/major
choices would respond more to earnings information if not for strong preferences over geography and insti-
tution.
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e�ect of exposure by year, as well as use a more parametric dynamic speci�cation, enabling

identi�cation of preexisting trends.

These di�erential local e�ects are important in explaining the shocks' e�ects on majors

nationally. Of the aggregate decline in CS/CE after the dot-com crash, over 20% can be

explained by di�erential impacts on majors in top-quartile exposed areas, as opposed to the

shock's national impact on majors a�ecting all universities equally. Of the overall increase

in geology majors after the fracking boom, 14% can be explained by di�erential e�ects in

top-quartile-exposed counties. Of the national decline in �nance degrees after the crisis, over

45% can be explained by di�erential impacts in top-quartile-exposed MSAs.

The paper contributes to an established and growing literature on how individuals choose

human capital investments, and particularly college majors (see Altonji, Blom, and Meghir

2012 for a review).5 A number of these papers have studied how majors respond to national

economic conditions.6 Several studies analyze how major choice is a�ected by local demand.7

A related literature shows local shocks a�ect the extensive margins of high school comple-

tion and college enrollment (Betts and McFarland 1997, Cascio and Narayan 2015, Charles,

Hurst, and Notowidigdo forthcoming). These re�ect responses to the opportunity costs of

an additional year of schooling. This paper's focus on majors re�ects whether individuals

tailor those large investments to labor demand, conditional on college attendance.

I contribute to these literatures by focusing on salient national sectoral shocks, which

map closely to majors, and how these salient national shocks di�erentially a�ect major

choice across local labor markets. Except for the �nancial crisis, I focus on the impact of

sectoral shocks that have received little or no coverage in the literature.8 More generally,

there are few papers studying changes in major choice after shocks that are highly sector

speci�c.9 The analysis of the �nance shock in Delaware is the �rst analysis of how human

5A related literature shows the return to higher education varies considerably across major (Altonji,
Blom, and Meghir 2012 contains a review, Kinsler and Pavan (forthcoming), Lang and Weinstein 2013), and
also that the e�ect of graduating in a recession varies by college major (Altonji, Kahn, and Speer 2016).

6Papers include Blom, Cadena, and Keys (2015), Ersoy (2017), Liu, Sun, and Winters (2017).
7Using data on graduates of eight Washington state public universities from 2007-2012, Long, Goldhaber,

and Huntington-Klein (2015) �nd major choice is more strongly correlated with major-speci�c wages of recent
same-state graduates than with CPS wages of major-related occupations. Ersoy (2017) studies changes in
major allocation after the Great Recession based on the local severity of the recession. Foote and Grosz
(forthcoming) study the e�ect of local mass layo�s in any industry on enrollment at two-year colleges and
�eld of study for subbaccalaureate degrees.

8Bound, Braga, Golden and Khanna (2015) develop a model of the labor market for computer scientists,
in which the supply of recent graduates is one factor, but do not focus on response to the bust. Han
and Winters (2019) study major choice during the energy boom and bust of the 1970s using the American
Community Survey.

9Choi, Lou, and Mukherjee (2016) study changes based on skewness of stock market returns within an
industry, and Bardhan, Hicks and Ja�ee (2013) use occupation-speci�c age structure. Freeman's cobweb
models (1975 and 1976) study engineering and law.
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capital investments respond to place-based and local economic development policies, which

are prevalent around the world.10

The paper also contributes to current policy discussions on CS majors. The current and

previous presidential administrations enacted policies to increase access to CS education

(�Computer Science for All� 2016, Presidential Memorandum 2017). Further, a recent report

requested by the National Science Foundation addressed the current all-time high enrollment

in CS, and how universities should respond in the short- and long-run (National Academies

2018).11 Understanding students' decisions to major in CS, and how this is a�ected by

geography and sectoral demand, is crucial for maintaining a strong CS-skilled workforce.

Most generally, I show individuals make investments that enhance their ability to bene�t

from local shocks. This complements recent work suggesting individuals are a�ected by local

shocks because of low levels of migration (Bartik 2018, Yagan 2018).

This paper proceeds as follows. Section 2 describes the sectoral shocks, and shows they

have di�erential employment e�ects across local labor markets. Section 3 presents the data.

Section 4 describes the empirical strategy identifying the shocks' impact on major composi-

tion, and di�erential impacts across markets. Section 5 contains the results, and Section 6

concludes.

2 Sectoral Shocks with Local Labor Market Impacts

I show these four shocks a�ected sector employment share di�erentially across markets, using

the Quarterly Census of Employment and Wages. If students chose majors based on local

labor demand, those in negatively-shocked areas would substitute away from sector-relevant

degrees. However, if students chose majors based on national demand, these substitutions

would be smaller in magnitude.

The dot-com crash began in March 2000 with a steep decline in internet stock prices.12

Figure 1a shows this di�erentially a�ected computer employment relative to other sectors,

and the e�ect was much stronger in Silicon Valley. Between 2001 and 2002, the percent

of workers employed in �Computer Systems Design and Related Services� fell .76 percent-

10Local policies to attract or retain �rms cost local governments 80 billion dollars per year in the U.S.
(Story 2012).

11In commissioned papers for the National Academies report, Bound and Morales (2018) and Hunt (2018)
show CS degrees in the U.S. as a share of total U.S. bachelor's degrees increase in the boom and decrease in
the bust.

12This occurred for reasons arguably unrelated to negative news about internet stock fundamentals (De-
Long and Magin 2006, Ofek and Richardson 2001). Similarly, the NASDAQ nearly doubled in the year
leading up to its peak in the �rst months of 2000, without positive news about stock fundamentals to justify
this increase (DeLong and Magin 2006).
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age points in Santa Clara County, California, the home of Silicon Valley. In the US, this

percentage fell only .1 percentage points.

For the second shock, I use the dramatic increase in oil and gas production from the

introduction of hydraulic fracturing (fracking) and horizontal drilling in the mid-2000s (Fig-

ure 1b). Between 2005 and 2011, the percent of workers employed in natural resources and

mining increased 15.6 percentage points in McKenzie County, North Dakota. This county

experienced the greatest cumulative increase in the value of new fossil fuel production from

2004 to 2014. Nationally, the percent employed in natural resources and mining increased

only .14 percentage points.

The third shock, the 2008 �nancial crisis and the subsequent Great Recession, had a

di�erential e�ect on employment in Finance, Insurance, and Real Estate (FIRE) relative

to other sectors in New York County (Manhattan). Between 2007 and 2010 the percent

employed in FIRE in New York County fell .85 percentage points (Figure 1c). Nationally,

the percent employed in FIRE had been falling before the 2008 �nancial crisis. The e�ect of

the crisis and subsequent Great Recession on national FIRE employment relative to other

sectors was much weaker than the e�ect in New York County.

For the fourth shock, I use the creation of an international headquarters for the �nance

industry in the state of Delaware, resulting from jurisdictional competition and �rm relo-

cation. This is likely the least well known of these shocks, but nonetheless represented a

dramatic change in the �nance industry. Weinstein (2018) analyzes labor market adjustment

to this shock.

Prior to 1978, state usury laws determined the interest rate that credit card companies

could charge the state's residents. The US Supreme Court's ruling in Marquette National

Bank of Minneapolis v. First Omaha Service Corp. (1978) allowed a bank to export the high-

est interest rate allowed by the state in which it is headquartered. In 1981, Delaware elim-

inated its usury laws, with the passage of the Financial Center Development Act (FCDA).

The FCDA also reduced other industry regulation and introduced a regressive tax struc-

ture for banks.13 As a result, many companies moved their �nance or credit operations

to Delaware, starting with J.P. Morgan in 1981. Between 1981 and 1991, the percent of

Delaware workers employed in FIRE sectors increased 4.5 percentage points (Figure 1d),

based on BLS Current Employment Statistics (CES). Nationally, the increase was only .3

percentage points.

Each of these sectoral shocks di�erentially a�ected sectoral employment share across

local labor markets. I will study whether sector-relevant majors di�erentially respond in

areas more exposed to the shocks, which would suggest investments based on local, not just

13Weinstein (2018) lists other provisions. The description of the FCDA is based on Moulton (1983).
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national, demand.

3 Data

I obtain university-level data on Bachelor's degrees awarded by academic discipline. For

the dot-com crash, the fracking boom, and the �nancial crisis, I use IPEDS data.14 For

the dot-com crash, I classify CS (computer and information sciences and support services)

and CE (computer engineering) majors as sector-relevant degrees. For the �nancial crisis, I

classify �nance majors as sector-relevant degrees.15

For the fracking boom, I classify geology majors as the sector-relevant degrees. I focus

on geology for several reasons. First, geology is crucial for understanding where to drill.

Given the fracking boom involved innovations in horizontal drilling and hydraulic fracturing,

these skills were arguably especially in demand (Vita 2015). Second, geology is o�ered at

universities around the country regardless of their fracking exposure. Excluding petroleum

engineering degrees will very likely lead to underestimating the local elasticity. However,

these degrees are o�ered by very few universities, and mostly in fracking-exposed areas.16

Oil and gas companies certainly demand other more widely-o�ered engineering degrees, such

as chemical, mechanical, and civil engineering. However, these degrees are also demanded

by other sectors that may have their own cycles during this period.

Studying Delaware's �nance labor demand shock requires earlier university-level data. I

obtain Bachelor's degrees awarded by university and academic discipline from 1966 through

2013 from the IPEDS Completions Survey. These data are accessed from the Integrated

Science and Engineering Resources Data System of the National Science Foundation. I focus

on business and management majors in this part of the analysis as degrees by four-digit CIP

codes are not available in these earlier years.17

Using the American Community Survey (ACS), and pooling the 2009 through 2017 sur-

veys, Table 1 con�rms these are the relevant degrees for the industry. I show the share of

14For these shocks, I limit the sample to universities existing in the 2013 IPEDS data with a 2000 Carnegie
code. I include only Doctoral/Research, Master's, Baccalaureate, and Baccalaureate/Associates Colleges as
ranked in the 2000 Carnegie rankings. To calculate total degrees by major, I include both �rst and second
majors in the given �eld, except prior to 2001 when this distinction is not available. Total degrees awarded
at the university also sums all �rst and second majors. Degrees awarded by �eld excludes students who
initiated a degree in the �eld, but did not successfully complete the degree in that �eld. This misses some
aspect of how students choose major �eld.

15See appendix for CIP codes (section 1.2), and results using only CS majors (Figure A3 and Table A3).
Universities di�er in whether they o�er CS and CE, or only one. Both CS and CE responded to the dot-com
cycle (National Academies 2018).

16See appendix section 1.2.
17See appendix section 1.2 for data details.
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employed 23-25 year olds working in the a�ected industry by �eld of degree.18 To focus on

degrees that are similarly awarded, I limit to majors comprising at least .2% of all degrees

awarded, which is the proportion for the oil-and-gas relevant majors. There may be some

very relevant majors that are not widely o�ered across the US, making it di�cult to study

di�erential responses by shock exposure. For example, 46% of petroleum engineering majors

work in the oil-and-gas sector, but they comprise only .06% of degrees, re�ecting that few

universities o�er these degrees.

Recent graduates with majors classi�ed as relevant are much more likely employed in

the computer, oil and gas, and �nance industries than graduates in majors with the highest

proportion employed in the sector, outside of those classi�ed as relevant. The sector-relevant

majors are also much more likely to work in the sector than the average major, excluding

classi�ed sector-relevant majors, the top three majors not classi�ed as relevant, and the

bottom �ve not classi�ed as relevant. If few students would switch between the sector-

relevant major and these least-relevant majors, changes in the latter around the sectoral

shock may imply the shock a�ected student composition at the university. I will use the

Table 1 categories to implement a placebo analysis testing for this possibility.

To determine the exposure of the university's local labor market to the dot-com crash

and �nancial crisis, I obtain the share employed in computers and �nance using the IPUMS

USA 2000 Census 5% sample (Ruggles et al. 2015). I classify as computer-related industries

the BLS-de�ned high-technology industries that are relevant for the computer industry.19 I

include the FIRE industries, excluding insurance and real estate, as �nance-related indus-

tries.20 Using the person weights, I obtain the weighted sum of individuals by industry and

metropolitan area.21 I merge the data on share employed in computers and �nance to the

university-level data using the 2013 MSA.

Many universities are not in MSAs, and some MSAs are not represented in the Census.

For these categories, the principal results assume percent employed in computers or �nance

is zero. Approximately 32% of universities, and 25% of all degrees (in 2000), cannot be

matched to MSA employment for one of the reasons above. For robustness, I exclude these

universities from the sample.

18I use the Census general �eld of degree codes. However, I use the detailed codes for business, social
sciences, physical sciences, and engineering, as the sector-relevant majors are classi�ed under the detailed
codes in these �elds. I use the detailed codes for social sciences to evaluate the extent to which Economics
majors enter �nance, as this �eld is potentially much more likely to enter �nance than other social sciences.

19I use the BLS de�nition of high-technology industries from Hecker (2005). This uses the 1997 NAICS
codes, while I use the 2000 Census Classi�cation Code. These match quite well, with several minor exceptions.
See appendix for these exceptions, as well as the industries I classify as computer-related.

20See appendix section 1.1.
21I include individuals 18-65 who worked last year, not living in group quarters, and not in the military.
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For fracking exposure, I obtain annual data on the value of oil and gas production from

wells drilled for the �rst time that year (in 2014 dollars), within 200 miles of each county,

from Feyrer, Mansur, and Sacerdote (2017).22 Papers studying the impact of fracking on the

local economy often use an instrument for fracking exposure, since the decision of where to

frack within the shale may be correlated with local economic characteristics, and trends in

the outcome. However, it is much less likely that the decision of where to frack is correlated

with trends in oil-and-gas-related degrees awarded by local universities.23 This measure of

exposure captures geographic areas experiencing new production due to fracking by directly

using drilling data; this may not be as cleanly identi�ed using industry employment.24

To determine the university's local labor market exposure to Delaware's �nance shock,

I calculate distance between the university and Wilmington, Delaware (the city where the

shock was concentrated) using the university's latitude and longitude.25 Because this was a

Delaware-speci�c shock, I limit the sample of universities to those in Delaware, New Jersey,

Pennsylvania, Maryland, Washington, DC, Virginia, and West Virginia.

I con�rm the sector-relevant majors are awarded widely across the U.S, in areas with

lower and higher sectoral employment concentration (Appendix Figure A1). This validates

the exercise of studying di�erential response of these majors by shock exposure. While

their pre-shock share is lowest in the least exposed areas, it is still nontrivial. Comparing

areas with medium exposure to the most exposure, the share sector-relevant degrees is often

quite similar before the shock. It is clear that the most-exposed areas do not award all of

the sector-relevant degrees. For three out of the four shocks, the top 1% of exposed areas,

unweighted by total degrees awarded, award no more than 3% of sector-relevant degrees in

the year before the graduates were freshman at the shock's onset. For the 2008 �nancial

crisis, the top 1% of exposed areas produce approximately 12% of sector-relevant degrees.26

22Production only in the �rst year a well was drilled is arguably a reasonable proxy for overall production
attributed to fracking. Newell, Prest, and Vissing (2016) show that most of the production from a given
well occurs within the �rst 12 months of drilling. Feyrer, Mansur, and Sacerdote (2017) show that most of
the gains in mining and natural resources wages and employment, which are relevant for geology majors, are
concentrated around the time the well is �rst drilled.

23However, it is possible that trends in oil-and-gas-related degrees are correlated with another variable
that is correlated with the decision of where to frack.

24One potential reason is that an employment-based measure may include areas with high industry concen-
tration, but not experiencing the fracking boom. Additionally, employment data may not always correspond
with where the work is peformed, as BLS asks employers to report workers at the o�ce responsible for their
supervision. This could yield some areas with high fracking exposure, but less high employment if it is
reported at a farther away branch o�ce.

25I use IPEDS 2013 data to obtain universities' latitude and longitude. For the Delaware shock, I make a
crosswalk between the FICE code (the only identi�er in the NSF IPEDS data) and IPEDS ID, and merge
with the location data. I manually input latitude and longitude for universities no longer existing in 2013. I
use the Vincenty formula for calculating distance between two points on the surface of the Earth, assuming
it is an ellipse.

26The statistic is 2.7% for CS/CE degrees, 2.8% for geology degrees, and 11.6% for �nance degrees. For

9



4 Identifying Sectoral Shocks' E�ects on Majors

I start by estimating:

Share(Majorsct) = α0 + γc + δt + ηTotDegreesct + uct (1)

The regression estimates the share of sector-relevant majors over time, relative to the

omitted year, t∗. Because I include university �xed e�ects this regression gives the average

within university change in sector-relevant major share after the sectoral shock.

The variable Share(Majorsct) denotes the share of relevant majors at university c in

year t. The coe�cients δt identify the average within-university change in share relevant

majors in year t relative to t∗, in which the graduates were freshmen at the shock's onset

(2003 for the dot-com shock, 2009 for the fracking boom, 2011 for the �nance shock, and

1985 for the Delaware shock).27 As a rough measure of the fracking boom onset, I use the

year in which fracking success had been publicized in at least 25% of shale plays (2006),

using publicity data from Bartik, Currie, Greenstone, and Knittel (forthcoming).

The variable TotDegreesct denotes the total Bachelor's degrees awarded by university c

in year t. I weight the observations by TotDegreesct, ensuring changes at larger universities

get more weight than those at smaller universities. I cluster standard errors at the university

level.28

The coe�cients δt are the coe�cients of interest for understanding the nationwide impact

of the shock on relevant degrees. The main identi�cation assumption is that the shocks'

timing is not caused by changes in major, or correlated with other factors di�erentially

a�ecting sector-relevant majors. Estimating the e�ects by year provides important evidence

on the strength of the identi�cation assumption.

Estimating e�ects by year is important for two additional reasons. First, these were not

one-time shocks. Their magnitude changed over time, and perceptions about the shock's

persistence may also have changed. Second, these speci�cations allow me to identify how

quickly degree completions respond to the initial shock. I do not separately identify dynamic

e�ects from an original shock relative to contemporaneous e�ects as the shock evolves. How-

the Delaware shock, 2.9% of business degrees in the sample were awarded within 15 miles of Wilmington.
27While Delaware's legislation passed in February 1981, the �rst acquisition was approved in November

1981 (Erdevig 1988). I assume 2007-2008 freshmen were the �rst exposed to the �nancial crisis given the
bailout of Bear Stearns in March 2008.

28Following Feyrer, Mansur, and Sacerdote (2017), I estimate the fracking regressions using two-way
clustering at the county and year level, to address spatial correlation from including new production in a
county for multiple county groups in the regression. This results in smaller standard errors on the interactions
between year �xed e�ects and Exposure, and so I report those clustered at the university level.
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ever, I will analyze changes in major composition in the years after the shock's onset, and

relate those changes to demand.

I also estimate similar regressions constraining the phase-in and prior trends to be linear:

Share(Majorsct) = α0 + γc (2)

+1(t ≥ t∗)βjump + 1(t ≥ t∗)(t− t∗)βphasein
+(t− t∗)βtrend + ηTotDegreesct + uct

To best capture immediate e�ects, I include only post-policy years within �ve years

of the shock. I include the ten years preceding the shock, and censor the trend variable

(t− t∗) at -5 (as in Lafortune, Rothstein, and Schanzenbach 2018). The ten years preceding

the Great Recession includes another recession and recovery. To best capture the boom

immediately preceding the shock, for this shock I include only the �ve years preceding t∗.

The coe�cients βtrend re�ect whether universities experienced greater changes in sector-

speci�c majors preceding these shocks.

Based on the coe�cients in (2), I obtain the e�ect of these sectoral shocks relative to the

year preceding the shocks. I present results showing the e�ect for the �rst graduates exposed

as freshmen (t∗), and �ve years after the �rst graduates exposed as freshmen (t∗ + 5). The

impact of the shock in year t∗ relative to t∗−1 is: (βjump+βtrend). The impact in year t∗+5

relative to t∗ − 1 is: (βjump + 5βphasein + 6βtrend).

Di�erential Impacts in Exposed Areas

Next, I identify whether universities in more exposed areas experience larger changes in

major composition:

Share(Majorscmt) = α0 + γcm + δt +
kmax∑

r=kmin

Exposurem ∗ (1(t = t∗ + r)) βr (3)

+ηTotDegreescmt + ucmt

The variable Exposurem denotes the extent to which university c is exposed to the shock,

given its location in area m. For the dot-com crash and 2008 �nancial crisis, this is the share

of metropolitan area m′s employment in 2000 in the computer sector and the share in the

�nance sector, respectively. For the fracking boom, I use whether the county's cumulative

value of new oil and gas production from 2004 to 2014 is within the top quartile. For
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Delaware's shock, Exposure is one for universities within 15 miles of Wilmington, Delaware.29

The coe�cients βr identify the di�erential e�ect on majors in each year in areas more

exposed to the industry. These e�ects are also estimated in years before t∗ as kmin < 0.

The main identi�cation assumption is that the timing and local exposure to the shocks are

not caused by local changes in major, or correlated with other factors di�erentially a�ecting

majors in exposed areas.

I also estimate the counterpart to (2):

Share(Majorscmt) = α0 + γcm (4)

+1(t ≥ t∗)βjump + 1(t ≥ t∗)(Exposurem)βjumpdiff

+1(t ≥ t∗)(t− t∗)βphasein + 1(t ≥ t∗)(t− t∗)(Exposurem)βphaseindiff
+(t− t∗)βtrend + (t− t∗)(Exposurem)βtrenddiff
+ηTotDegreescmt + ucmt

Speci�cations (3) and (4) identify di�erential changes in major composition at more ex-

posed universities. These may be driven by students at these universities changing majors, or

by changing composition of students at these universities. Either suggests these shocks have

e�ects on human capital investment decisions, either where or what to study. Changes in the

national proportion of sector-relevant degrees surrounding these shocks suggests signi�cant

numbers of students changed majors in response to the shocks, and di�erential local e�ects

are not explained by students changing universities. The placebo analysis and robustness

section present further evidence suggesting the results are not driven by changing student

composition.

5 The E�ect of Sectoral Shocks on Major Composition

Average E�ect Across All Universities

National sectoral shocks cause large within-university changes in major composition. Figure

2 shows the nonparametric (equation 1) and parametric (equation 2) results closely match

for most of the shocks. However, the speed of the response di�ers across shocks. This is not

surprising given di�erences in the shocks' evolution, and potential di�erences across major

in the cost of switching. This implies di�erence-in-di�erence estimates from the parametric

speci�cation, which assume t∗ as the �rst treatment year, will not capture the true e�ect.

29There are six universities within 15 miles of Wilmington
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For consistency, I report these results as well as di�erences-in-di�erences based on the non-

parametric speci�cation, and identifying the �rst year in which sector-relevant major share

appears to respond.

The share of degrees awarded in CS/CE began a sharp decline starting in 2004, the year

after the �rst graduates exposed as freshmen. The share continued to decline through 2009.

For graduates in 2009, the share CS/CE majors was on average 2.2 percentage points lower

(p ≤ .01) than the share at the same university in 2003, the year before the decline began.

In 2003, on average 4.3% of a university's degrees awarded were in CS/CE (weighted by

total degrees). Thus, a decline of 2.2 percentage points re�ects a 2.2/4.3 = 51% decline in

the proportion of CS/CE degrees awarded as a result of the dot-com crash. This almost

exactly reverses the increase in share CS/CE degrees during the dot-com boom, when the

share CS/CE degrees increased on average 1.9 percentage points from 1995 through 2003.

The share of degrees awarded in geology increased �rst in 2008, two years after publicity

of success in 25% of shale plays, and the year before the �rst graduates exposed as freshmen.

The share continued to increase through 2014. For graduates in 2014, the share geology

majors was on average .12 percentage points higher (p ≤ .01) than the share at the same

university in 2007, the year before the increase began. In 2007, on average .23% of a univer-

sity's degrees are awarded in geology. Thus, universities experience an average .12/.23 = 52%

increase in the proportion of geology degrees awarded as a result of the fracking boom.

The share of degrees awarded in �nance fell for the �rst time in 2010, two years after

the onset of the crisis, and the year before the �rst graduates exposed as freshmen. The

share continued to fall through 2013. For graduates in 2013, the share �nance majors was

on average .36 percentage points lower than the share at the same university in 2009, the

year before the decrease began (p ≤ .01). In 2009, on average 2.43% of a university's degrees

awarded are in �nance. Thus, universities experience an average .36/2.43 = 15% decline in

the proportion of �nance degrees awarded.

Financial relocation to Delaware did not on average a�ect the share of business majors,

at all universities in Delaware, Maryland, New Jersey, Pennsylvania, Virginia, and West

Virginia. This is consistent with this shock being highly localized, without broad e�ects on

regional employment.

The response to the dot-com crash appears to operate with a greater lag, relative to the

other shocks.30 Initial course investments presumably make switching majors costly, and this

may be most costly in STEM �elds. Lagged e�ects imply potentially very adverse e�ects

for students entering during a boom, but graduating during a bust. In the case of a positive

30Bound and Morales (2018) and Hunt (2018) also show lagged response of national CS degrees to the
dot-com crash.
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shock, it may mean students miss entering an industry at an advantageous time.

For each shock that a�ects major choice, sector-relevant majors in the pre-shock period

were not trending in the same direction as in the post-shock period. For the dot-com crash

and �nancial crisis, the pre-shock trend was the reverse of the post-shock trend.31 This

is consistent with the periods preceding the dot-com crash and �nancial crisis being sec-

toral boom periods (Figure 1). These pre-trends mitigate concerns that the identi�cation

assumption is violated.

E�ects on major composition during these pre-shock boom periods also implies a rela-

tionship between demand and human capital investments, although is subject to endogeneity

concerns. Job growth may have responded to university specialization, rather than the re-

verse. I focus on the crashes since these shocks are more clearly exogenous.

Di�erential E�ects at More Geographically Exposed Universities

E�ects on sector-speci�c majors are larger at universities in more exposed areas. Figure 3

shows the coe�cients from estimating regressions (3) and (4). As above, I report di�erences-

in-di�erences based on the nonparametric speci�cation, and based on the parametric speci-

�cation in Table 3.

For 2009 graduates, the dot-com crash reduced the share of CS/CE majors by an ad-

ditional 1.7 percentage points at universities whose MSA computer employment share was

higher by ten percentage points, relative to graduates from the same university in 2003 (row

8).32 This e�ect is statistically signi�cant at the 1% level. In 2003, on average 5.4% of

degrees awarded are in CS/CE, among universities whose MSA computer employment share

is at least .1 (weighted by total degrees). For these universities, this additional decline of 1.7

percentage points represents a 31% decline in their share CS/CE degrees awarded.

For 2014 graduates, the fracking boom increased the share of geology majors an additional

.1 percentage points at universities in top-quartile-exposed counties, relative to graduates

from the same university in 2007 (p ≤ .05). In 2007, on average .28% of degrees are awarded

in geology at universities in top-quartile-exposed counties. For these universities, this ad-

ditional increase of .1 percentage points represents a 36% increase in their share geology

degrees awarded.

For 2013 graduates, the 2008 �nancial crisis reduced the share of �nance majors by an

additional .25 percentage points at universities whose MSA �nance employment share was

higher by �ve percentage points, relative to 2009 graduates from the same university (p =

31The �at trend at the beginning for the dot-com crash, the fracking boom, and the Delaware shock exists
because I only �t the trend starting �ve years before the shock, censoring t− t∗ at minus 5.

32There are six MSAs with computer employment share ≥.1, and 20 universities in those MSAs.

14



.12).33 In 2009, on average 3.5% of degrees awarded are in �nance, among universities where

MSA �nance employment share is at least .05. For these universities, this additional decline

of .25 percentage points represents a 7% decline in their share �nance degrees awarded.34

Five years after the �rst-exposed graduates, Delaware's �nance shock increased the share

of business majors by an additional 5.9 percentage points at Wilmington-area universities,

relative to graduates the year before the �rst-exposed graduates. In 1984, on average 21.6% of

degrees awarded are in business, among universities within 15 miles of Wilmington, Delaware.

For these universities, this additional increase of 5.9 percentage points represents a 27%

increase in their share business degrees awarded.

Figure 3 shows pre-shock trends in the e�ect of exposure are not in the same direction

as post-shock trends. Further, for three of the shocks, the pre-shock trend in the e�ect of

exposure on sector-relevant majors was the reverse of the post-shock trend. This is consistent

with the periods preceding the negative dot-com crash and �nancial crisis being boom periods

for the industry, and the period preceding Delaware's positive shock being a bust period for

FIRE Employment in Delaware (Figure 1). Di�erential e�ects in more exposed areas during

these pre-shock boom or bust periods also implies a relationship between local demand and

human capital investments, although is subject to the endogeneity concerns discussed above.

However, larger increases at exposed universities in the preceding booms may suggest

new majors produced during the boom were more marginal at these universities. This may

explain the greater decline in the bust rather than locally driven investments. However,

except for the dot-com crash and the 2008 Financial Crisis, for the other shocks there was

no national pre-trend in the opposite direction that created or eliminated marginal majors.

These shocks also produce di�erential local responses, reducing concerns that results re�ect

more marginal majors at exposed universities. Further, if exposed universities produced the

most marginal CS or �nance majors during the boom, this may quite plausibly be explained

by investments based on local demand.

Local Exposure's Role in Explaining National Changes

I next determine the extent that national changes in CS/CE, geology, and �nance degrees

are explained by national conditions equally a�ecting universities, as opposed to di�erential

impacts in more exposed areas. I use the coe�cients from regression (3) to implement a

simple accounting exercise. I do not focus on Delaware's �nance shock since this less clearly

33There are �ve MSAs with 2000 �nance employment share ≥.05, and zero > .1, and 91 universities in
MSAs with �nance employment share ≥.05.

34See appendix for results showing no di�erential e�ect on business majors, consistent with these demanded
by non�nance sectors also a�ected by the recession (Figure A4).
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represented a national increase in demand for business majors.

The year �xed e�ects, δt, from regression (3) identify the impact on share relevant majors

experienced by all universities, regardless of their exposure.35 I multiply δ̂t ∗ TotDegrees to
obtain the change in relevant degrees at each university attributed to national factors, as

predicted by the regression. Summing across all universities, I obtain the national change in

relevant degrees attributed to national factors, equally a�ecting all universities.

Similarly, I multiply β̂r by Exposurem ∗ TotDegrees to obtain the change in relevant

degrees at each university attributed to di�erential shock exposure. Summing across all uni-

versities, I obtain the national change in relevant degrees attributed to di�erential exposure.

If all universities were equally a�ected by these shocks, regardless of exposure, this would

be zero.

I evaluate the contribution of local exposure over the same period as the di�erence-in-

di�erence above. Relative to 2003, the number of CS/CE degrees awarded in 2009 was lower

by 25,293. Approximately 32% of this decrease is explained by di�erential impacts in more

exposed areas, and 23% by di�erential impacts in MSAs at the 75th percentile or above

(MSA computer-employment share greater than about 3.5%), impacts over and above those

experienced by all universities regardless of exposure.36

Relative to 2009, the number of �nance degrees awarded in 2013 was lower by 2,980.

Approximately 67% of the decline is explained by di�erential impacts in more exposed areas,

and 46% by di�erential impacts in MSAs at the 75th percentile or above (MSA �nance-

employment share greater than about 3%). Relative to 2007, the number of geology degrees

awarded in 2014 was higher by 2,671. Approximately 14% of this increase is explained by

di�erential impacts in top-quartile-exposed areas. Because the exposure variable for this

shock is an indicator, this underestimates the contribution of local exposure by ignoring

areas with exposure less than or equal to the 75th percentile.

Di�erential e�ects at universities in top-quartile-exposed areas explain less of the overall

change after the fracking boom relative to the dot-com crash and �nancial crisis, although

the percentage is still important. This may be explained by fewer universities in top-quartile

fracking exposed areas (300) than top-quartile dot-com or �nancial crisis exposed areas (439

and 523 respectively). Total degrees awarded in these areas as a percent of all US degrees

is similarly smaller (21% for fracking, 39% for the dot-com crash, and 41% for the �nancial

35This is because Exposure = 0 denotes zero exposure.
36This does not imply that if individuals invested only based on national conditions the aggregate response

would have been smaller. One possibility is that the national decline would have been the same if the greater
response of CS majors in exposed markets would all be shifted to less-exposed markets. Alternatively,
investments based on national demand may yield a smaller aggregate e�ect if individuals in exposed markets
overresponded relative to the extent of the local shock.
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crisis). Fracking exposure within 200 miles may also include universities at which students

do not view the shock as local, reducing the estimated e�ect of di�erential local exposure.

Response to Temporary vs. Long Run Shocks

The dot-com crash and the �nancial crisis temporarily a�ected computer and FIRE employ-

ment (Figure 1). Nonetheless, students adjusted majors based on the shock, both nationally

and di�erentially at more exposed universities. Shifting out of these majors in the short run

may have negatively a�ected long-run outcomes since the industries recovered, although the

recovery was slower for the computer industry. Students immediately after the crash may

have overestimated the size or duration of the shock. Alternatively, these students may have

understood poor initial placement would have long-run labor market consequences (Kahn

2010, Oreopolous et al. 2012, Oyer 2006, 2008).

After �rst falling in 2003, computer employment began to grow again in 2006 (Figure

1a) though had not quite fully recovered by 2015. The di�erentially negative e�ects of the

dot-com crash on CS/CE majors at exposed universities began to reverse by 2010 (Figure

3).37 The di�erentially negative e�ects of the �nancial crisis on �nance majors at exposed

universities do not appear to reverse when FIRE employment eventually increases, although

the estimates are imprecise.

Unlike the dot-com crash and the 2008 �nancial crisis, Delaware's �nance shock had a

long-run impact on sectoral employment. Delaware's FIRE employment share continued to

grow over the twenty years following the policy (Figure 1). If students immediately after the

policy understood the long-run employment e�ects, the e�ect on business majors may be

quite stable over the post-policy period, as we eventually see in Figure 3. Alternatively, the

university may not have expanded capacity for business majors, keeping the e�ects stable

despite continued FIRE growth.

Change in Student Composition vs. Change in Major Choice: Placebo

Analysis

A university's geographic exposure to shocks may also a�ect students' application and en-

rollment decisions. Universities' major composition may have changed because of changes

in student composition, rather than students changing their major. However, total degrees

37This is also consistent with a cobweb model of labor supply (Freeman 1975, 1976), though the initial
e�ect on CS/CE degrees is due to the exogenous crash. Later cohorts may invest in CS/CE degrees because
fewer students had done so after the shock.
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awarded do not vary by university's exposure to the shock (Appendix Figure A5, Appendix

Table A5).

Nonetheless, despite constant enrollment, the students selecting into exposed universities

may change. To test this, I implement a placebo exercise, using majors for which we expect

few students to be on the margin, and thus minimal substitution, between these and the

sector-relevant majors. As a result, any change in these sector-distant majors timed with

the sector-speci�c shock likely does not re�ect substitution between majors, but may re�ect

changes in student composition at the university.38

I identify majors for which we expect minimal substitution using those with the lowest

likelihood of employment in the a�ected sector, based on the ACS and shown in Table

1. These majors arguably require interests and skills quite di�erent from those that are

required by the sector, and the sector-relevant major. The students who would have chosen

the sector-relevant degree preceding a negative shock (e.g. CS/CE) are unlikely choosing

the sector-distant degree after the negative shock (e.g. Education).

For each university, I obtain the percent of degrees awarded in each year in the �ve most

sector-distant �elds.39 I then estimate regressions (3) and (4) using this as the dependent

variable. Sector-distant degrees do not appear to change in the opposite direction as the

sector-relevant degrees, and with the same timing (Figure 4, Appendix Table A9).

While exposed areas experience a larger increase in share sector-distant degrees after

the dot-com crash, this is part of a longer trend starting before the shock. Although the

individual coe�cients from the nonparametric speci�cation are statistically signi�cant only in

the post period, the parametric results suggest the trend in the post period is not statistically

distinguishable from the pre-trend. The trend also continues after 2009 when CS/CE degrees

start di�erentially increasing in exposed areas.40 This suggests the increase in sector-distant

38A potential concern is that these majors are aligned with sectors receiving spillover e�ects from the
a�ected sector. For example, areas experiencing a di�erential decline in the computer industry may also
experience a di�erential decline in construction. This may yield di�erential changes in construction services
majors timed with the dot-com crash, and this may re�ect change in major choice between non-CS majors
and construction services, rather than change in student composition.

39I use all seven �elds that are tied for the most sector distant for the oil and gas industry. For the
Delaware �nance shock, I use the same �elds as those for the �nance industry in Table 1. However, as
discussed above, it is not possible to use the current IPEDS data due to the years of the shock. I have
only 21 broad major classi�cations. For the Delaware shock, the sector-distant degrees are Architecture
and Environmental Design (corresponding to Architecture in Table 1), Physical Sciences (corresponding to
Chemistry in Table 1), and Engineering (corresponding to Aerospace Engineering in Table 1). I do not
identify majors corresponding to Health or Transportation. Health would be included under Life Sciences,
but the health degrees listed under sector-distant degrees (such as nursing) are quite di�erent from biology
degrees. Similarly, Transportation would be included in another grouping that also included very di�erent
majors.

40Further, there is a sizable increase in the coe�cient on exposure in t∗ + 1. However, the di�erential
decrease in CS/CE majors starts the next year. Finally, if exposure to the computer sector a�ected student
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degrees does not re�ect changing student composition due to a decline in CS/CE degrees,

but is instead part of a pre-existing trend in exposed areas.

This pre-existing increasing e�ect of exposure on sector-distant degrees is explained by

education degrees, the largest component of computer-distant degrees (Appendix Figure

A6).41 Nationally, education degrees fell sharply over this period. In 1990-1991, education

degrees comprised 10% of all bachelor's degrees awarded in the US. By 2013-2014, they were

roughly 5% (National Center for Education Statistics, 2018).

Education degrees are also much more concentrated in low-computer employment MSAs.

In 1990, the average education degree share in MSAs least exposed to the computer industry

was roughly 15%, dividing universities into equally-sized bins of share computer employment,

and weighting by total degrees awarded at the university. In the highest-computer exposure

MSAs, this was roughly 6%. While education degree share fell everywhere, these declines

were largest in levels and percentages in MSAs with higher education degree share. Because

these are also MSAs with low computer employment share, we see a di�erential trend in

education degree share by computer exposure. Importantly, this starts before, and continues

after, the di�erential negative e�ect of exposure on share CS/CE degrees.

There is some evidence of a di�erential decline in sector-distant majors following Delaware's

�nance shock. As mentioned, I use a di�erent data source for this shock, and I have only

21 broad major classi�cations for this analysis. Part of the reason we may see a response is

because the broad groupings include some less-distant �elds, and so this may re�ect substitu-

tion rather than compositional changes.42 However, Appendix Figure A7 shows an increase

in share of out-of-state students around the time of Delaware's legislation, though this was

also part of a pre-existing trend.

With the possible exception of the Delaware shock, these results suggest changes in share

sector-relevant majors do not simply re�ect changes in the types of students selecting into

composition at local universities after the shock, we might expect the opposite e�ect during the boom
preceding the crash. However, preceding the crash, sector-distant degrees are di�erentially moving in the
same direction as sector-relevant degrees.

41None of the other components show statistically signi�cant changes in the opposite direction relative to
exposure's e�ect on share CS/CE degrees. There is an increasing trend in the e�ect of computer exposure
on family sciences degrees starting in 2006, though the coe�cients are not signi�cant. The coe�cients from
2005-2009 fall in half when omitting University of Texas at Austin. This is a very large university in a high
computer-exposure MSA, where share family sciences degrees increased substantially over this period. The
university's Department of Human Ecology (housing these majors) became a School in 2008, after three
years of signi�cant fundraising (�School of Human Ecology�, 2008). The increasing coe�cients from 2010 to
2013 do not suggest changing student composition as a result of the dot-com bust, as this is after the period
in which computer exposure had a negative e�ect on share CS and CE degrees. By this period, the e�ect of
computer exposure on share CS and CE degrees is again trending upward.

42For example, Table 1 shows aerospace engineering as a sector-distant major, and I observe only total
engineering degrees. Some engineering degrees are much more relevant for �nance.
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exposed universities. Instead, the evidence is consistent with students changing major choice

di�erentially in exposed markets.

Robustness

For robustness, I estimate the principal speci�cations excluding universities not located

in an MSA, or whose MSA was not represented in the Census (rather than setting MSA

employment share to zero for those universities). The results show a similar, statistically

signi�cant e�ect for the dot-com crash (Appendix Table A4). The e�ect for the �nancial

crisis is large in magnitude, but unsurprisingly given the drop in sample size, not statistically

signi�cant from zero.

Section two of the online appendix shows the results are robust to using alternative

de�nitions of exposure (Appendix Figure A2, Appendix Tables A1 and A2), and to using

Ln(Majors) as the dependent variable (Appendix Table A7). This mitigates concerns that

the larger drop in major share at more-exposed universities is explained by larger levels at

these universities. Section two of the appendix also shows results from testing for di�erential

impacts at top 20 US News and World Report universities (Appendix Table A6). The

magnitudes are generally larger at non-top 20 universities, except for the fracking boom

for which only two of the top 20 universities are in the top quartile of exposure. However,

di�erences are not always precisely estimated.

6 Conclusion

This paper studies whether college majors are in�uenced by local rather than national labor

demand. I test for changes in sector-relevant majors after sector-speci�c local labor demand

shocks, and whether these changes are greater at more geographically-exposed universities.

I analyze four sectoral shocks with local e�ects: the 2000 dot-com crash, the fracking boom,

the 2008 �nancial crisis, and the shock making Delaware a global �nancial headquarters.

First, these sectoral shocks a�ect within-university sector-relevant major share, using

university-level data on degree completions by academic discipline from 1966 through 2016.

Second, universities in areas more exposed to these shocks experience greater changes in

sector-relevant majors. Of the national change in sector-relevant degrees after these shocks,

di�erential e�ects at the most-exposed universities explain 23% (dot-com), 14% (fracking),

and 46% (�nancial crisis). These are impacts over and above those experienced by all

universities regardless of exposure.

Investing in human capital based on local labor demand may yield mismatch between
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aggregate supply of skills and aggregate demand. This may help explain why young college-

educated individuals have much higher unemployment rates than older individuals (National

Center for Education Statistics 2015), a puzzle from an earlier literature (Blanch�ower and

Freeman 2000). This local dependence may also a�ect aggregate productivity if individuals

are not matched to the job in which they are most productive.

Policy implications depend on whether the local elasticity is explained by information

frictions or location preferences. If students invest based on local demand due to location

preferences, encouraging human capital investments based on national demand may increase

mismatch for students with strong preferences. Identifying the mechanism explaining the

local elasticity is an important area for research, as some recent initiatives have provided

information on national demand to college-going students, while others provide information

on local demand.43

Most generally, the results show individuals make human capital investment decisions

that enhance their ability to bene�t from local economic shocks.
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Figure 1: Sectoral Shocks and Differential Effects on Local Labor Markets 
 

(a) The Dot-Com Crash and Differential Local Effects on Computer Employment 

 
 

 

(b)   Fracking and Differential Local Effects on Natural Resources Employment 

 

   

(c) 2008 Financial Crisis and Differential Local Effects on FIRE Employment 

 
 

(d) Financial Relocation to Delaware and Differential Local Effects on FIRE Employment

Note: Source for NASDAQ and DJIA monthly closing prices: Yahoo Finance.  Gas withdrawals are Natural Gas Gross Withdrawals from the US Energy Information 
Administration.  Source for employment data in the left-hand plot of each panel, and plot (d): CES. Computer employment includes employment in: computer and 
electronic products; software publishers; data processing, hosting, and related services, computer systems design and related services; and scientific research and 
development services (based on Hecker (2005)).  Oil and gas employment includes oil and gas extraction and support activities for oil and gas operations.  Source for 
employment in right-hand plots in each column: Quarterly Census of Employment and Wages.  Computer Employment is “Computer Systems Design and Related 
Services.”  The right-hand plots in Panels (a) and (c) are based on private employment, while (b) is based on all ownerships.
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Figure 2: Sectoral Shocks and Within University Changes in Major Composition, Average Across All Universities 

 
(a) The Dot-Com Crash and the Effect on Share 

Computer Science and Computer Engineering 
Degrees, Relative to 2003 

(b)  The Fracking Boom  and the Effect on Share 
Geology Degrees, Relative to 2009

 
 

 

(c) The 2008 Financial Crisis and the Effect on 
Share Finance Degrees, Relative to 2011 

(d) Financial Relocation to Delaware and 
the Effect on Share Business Degrees, 

Relative to 1985    
        

 

 

  

Note: Closed circles show coefficients on year fixed effects. Dotted lines are 95% confidence intervals for these coefficients.  
These regressions also include university fixed effects and total degrees. Open circles show fitted values for the effect of the 
shock, based on coefficients from the parametric regression (interactions between indicators for post shock, and years relative 
to first treated year, when the first graduates were exposed to the shock as freshmen). Fitted values are relative to the value in 
the first treatment year.  The parametric regressions also include university fixed effects and total degrees.  Observations are 
weighted by total degrees awarded.  Standard errors are clustered at the university level.
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Figure 3: The Effect of Sectoral Shocks on Universities, by University’s Geographic Exposure to the Shock 

 
(a) MSA Computer Employment Share and the Effect 

on Share Computer Science and Computer 
Engineering Degrees, Relative to 2003 

(b)  Top Quartile, Cumulative Value of New Fossil 
Fuel Production within 200 miles,  and the Effect 

on Share Geology Degrees, Relative to 2009

 
 

 

(c) MSA Finance Employment Share and the Effect 
on Share Finance Degrees, Relative to 2011 

(d) Distance ≤ 15 Miles of Wilmington, DE 
and the Effect on Share Business 

Degrees, Relative to 1985    
        

 

 

  

Note: Closed circles show interaction between year fixed effects and university’s geographic exposure to the shock (MSA 
computer employment share in (a), university’s county is within the top quartile in terms of cumulative value of new fossil fuel 
production within 200 miles of the county’s centroid from 2004 to 2014 in (b), MSA finance employment share in (c), and 
university within 15 miles of Wilmington, DE in (d)). Dotted lines are 95% confidence intervals for these coefficients.  These 
regressions also include year fixed effects, university fixed effects, and total degrees. Open circles show fitted values for the 
effect of university’s exposure to the shock, based on coefficients from the parametric regression (interactions between 
geographic exposure to the shock, indicators for post shock, and years relative to first treated year, when the first graduates 
were exposed to the shock as freshmen). Fitted values are relative to the value in the first treatment year.  The parametric 
regressions also include university fixed effects, total degrees, and the relevant combinations of the interacted variables.  
Observations are weighted by total degrees awarded.  Standard errors are clustered at the university level.
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Figure 4: The Effect of Sectoral Shocks on Sector-Distant Degrees, by University’s Geographic Exposure to the Shock 

 
(a) MSA Computer Employment Share and the Effect 

on Share Sector-Distant Degrees, Relative to 2003 
(b)  Top Quartile, Cumulative Value of New Fossil 

Fuel Production within 200 miles,  and the Effect 
on Share Sector-Distant Degrees, Relative to 2009

 
 

 

(c) MSA Finance Employment Share and the Effect 
on Share Sector-Distant Degrees, Relative to 

2011 

(d) Distance ≤ 15 Miles of Wilmington, DE 
and the Effect on Share Sector-Distant 

Degrees, Relative to 1985    
        

 

 

  

Note: See notes to Figure 3 for description of the regressions.  Share sector-distant degrees is the total share of degrees 
awarded in the bottom five majors ranked by likelihood of working in the sector (identified in Table 1).   
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Table 1: Percentage Working in Industry Conditional on Major, Employed 23-25 Year Olds in the 2009-2017 ACS

Major
Work in 

Ind.
Share of all 

Majors Major
Work in 

Ind.
Share of 

all Majors Major
Work in 

Ind.
Share of all 

Majors
Computer Eng. 0.26 0.006 Geology and Earth Sc. 0.048 0.002 Finance 0.33 0.025

Computer and Info. Sc. 0.26 0.03 Geosciences 0.115 0.0002
Management Info. Systems 0.16 0.003 Chemical Eng. 0.029 0.005 Economics 0.2 0.02

Electrical Eng. 0.11 0.012 Engineering Tech. 0.027 0.005 General Business 0.11 0.035

Engineering Technologies 0.07 0.005 Operations, Logistics 0.022 0.002 Bus. Admin. 0.1 0.046
Avg. Share of Major in 

Industry, excl. 
relevant, top 3 non-relevant, 

and bottom 5 0.023 0.74

Avg. Share of Major in 
Industry, excl. 

relevant, top 3 non-
relevant, and bottom 5 0.004 0.92

Avg. Share of Major in 
Industry, excl. 

relevant, top 3 non-
relevant, and bottom 5 0.036 0.77

Leisure 0.006 0.023 Hospitality 0 0.007 Architecture 0.009 0.006
Family Sciences 0.005 0.009 Area Studies 0 0.004 Health 0.008 0.071

Construction Services 0.004 0.003 Anthropology 0 0.006 Chemistry 0.007 0.009
Health 0.003 0.071 Communic. Technologies 0 0.003 Transportation 0.006 0.002

Education 0.003 0.082 Int'l Relations 0 0.004 Aerospace Eng. 0.003 0.003
Philosophy/Religion 0 0.006

Criminology 0 0.003

Notes: Individuals are coded as having the relevant major if either their first or second major is in the relevant grouping. Observations are weighted by the person weight from the ACS.  I use the Census 
general field of degree codes. However, I use the detailed codes for business, social sciences, physical sciences, and engineering, as the sector-relevant majors are classified under the detailed codes in these 
fields.  I use the detailed codes for social sciences to evaluate the extent to which Economics majors enter finance, as this field is potentially much more likely than other social sciences. To focus on degrees 
that are similarly awarded as those I code as relevant, I limit to majors comprising at least .2% of all degrees awarded, which is the proportion for the oil-and-gas relevant majors. 

Computer Industry Oil and Gas Industry Finance Industry

Bottom 5 
Majors by 

Share Working 
in Industry

Top 3 Majors 
by Share in 

Industry, Not 
"Relevant"

Relevant 
Majors



Table 2: The Effect of Sectoral Shocks on College Majors, Average Across All Universities

(1) (2) (3) (4)
Yct: Share of Majors in CS/CE Geology Finance Business 

(1) Post -0.001 0.0001** -0.0035*** -0.027***
(0.001) (0.00007) (0.0004) (0.005)

(2) Post*Years Elapsed -0.009*** 0.0002*** -0.0004** -0.018***
(0.0004) (0.00003) (0.0002) (0.002)

(3) Years Elapsed 0.004*** -0.000001 0.0005*** 0.020***
(0.0002) (0.00002) (0.0001) (0.002)

Impact, relative to t*-1
(7) Immediate 0.00346*** 0.0001** -0.00304*** -0.008**

(.0008) (.0001) (.0003) (.004)
(8) Medium Run -0.0192*** 0.0012*** -0.00268*** -0.001

(.0014) (.0001) (.0007) (.005)
Shock Dot-Com Fracking Boom Financial Crisis Delaware
Positive or Negative Shock Negative Positive Negative Positive
Post: Year ≥ 2003 2009 2011 1985
Observations 22,200 22,281 15,289 3,381
R-squared 0.781 0.7553 0.9202 0.882

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Observations are at the university, year level. Standard errors clustered at the university 
level in parentheses. Each regression includes university fixed effects, and total degrees awarded as a control variable. Post is an indicator for 
whether the year is greater than or equal to the year in which graduates were freshmen at the shock's onset.  Years elapsed equals the difference 
between the current year and the first year in which graduates were exposed to the shock as freshmen.  I measure the effect immediately after the 
shock (in t*) relative to t*-1 in row (7), and in the medium run in row (8)  (in t* + 5 relative to t* -1).  Impact in t* relative to t*-1 is βPost - (-1*βYears 

Elapsed).  Impact in t*+ 5 relative to t*-1  is βPost + 5*βPost*Years Elapsed + 6*βYears Elapsed.  Observations are weighted by total degrees awarded. Regressions 
include years preceding the shock only if they are within ten years of t* , and years following the shock only if they are within five of t* . The variable 
Years Elapsed is censored at -5.  The regression in column 3 includes only the five years preceding t * since there is another recession and recovery 
between t *-10 and t *-5. 



Table 3: The Effect of Sectoral Shocks on College Majors, by University's Exposure to the Shock

(1) (2) (3) (4)
Yct: Share of Majors in CS/CE Geology Finance Business 

(1) Post -0.0001 0.0001 -0.002*** -0.028***
(0.001) (0.0001) (0.001) (0.005)

(2) Post*Exposure -0.015 0.0002 -0.057** 0.008
(0.027) (0.0002) (0.026) (0.018)

(3) Post*Exposure*Years Elapsed -0.068*** 0.0002** -0.018 0.019***
(0.012) (0.0001) (0.015) (0.006)

(4) Post*Years Elapsed -0.007*** 0.0002*** 0.00005 -0.019***
-0.0004 (0.00003) (0.0003) (0.002)

(5) Exposure*Years Elapsed 0.033*** 0.00002 0.013 -0.008*
(0.007) (0.0001) (0.008) (0.004)

(6) Years Elapsed 0.003*** -0.000005 0.0002 0.020***
-0.0003 (0.00003) (0.0002) (0.002)

Differential Impact in Exposed Areas, relative to t*-1
(7) Immediate 0.002 0.0002 -0.002** 0.001

(.002) (.0002) (.001) (.015)
(8) Medium Run -0.016*** 0.001*** -0.004 0.059**

(.004) (.0004) (.003) (.025)
Shock Dot-Com Fracking Boom Financial Crisis Delaware
Positive or Negative Shock Negative Positive Negative Positive
Exposure MSA % Computer 

Employment 2000
Top Quartile New FF 

Prod. in 200 Miles
MSA % Finance 

Employment 2000
≤ 15 Miles of 

Wilm., DE
Post: Year ≥ 2003 2009 2011 1985
Observations 22,200 22,281 15,289 3,381
R-squared 0.783 0.7573 0.920 0.882

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Observations are at the university, year level. Standard errors clustered at the university 
level in parentheses. Each regression includes university fixed effects, and total degrees awarded as a control variable. Post is an indicator for 
whether the year is greater than or equal to the year in which graduates were freshmen at the shock's onset (2003 in column 1, 2009 in column 2, 
2011 in column 3, and 1985 in column 4). Exposure indicates the degree to which the university was exposed to the shock. In column 1, this is the 
share of the university's MSA employed in computers in 2000.  In column 2, exposure is an indicator for whether the cumulative value of new fossil 
fuel production within 200 miles of the centroid of the university's county is within the top quartile. In column 3, exposure equals the share of the 
university's MSA employed in finance in 2000.  In column 4, exposure is an indicator for whether the university is within 15 miles of Wilmington, 
Delaware. Years elapsed equals the difference between the current year and the first year in which graduates were exposed to the shock as 
freshmen.  I measure the effect of exposure immediately after the shock (in t*) relative to t*-1 in row (7), and in the medium run in row (8)  (in t* + 5 
relative to t* -1).  Differential impact in exposed areas in t* relative to t*-1 is Exposure*(βPost*Exposure - (-1*βExposure*Years Elapsed)).  Differential impact in 
exposed areas in t*+ 5 relative to t*-1  is Exposure*(βPost*Exposure + 5*βPost*Exposure*Years Elapsed + 6*βExposure*Years Elapsed). To obtain the estimates in rows (7) 
and (8) in column 1 I set Exposure = .1, in column 2 = 1, in column 3 = .05, in column 4 = 1.  Observations are weighted by total degrees awarded. 
Regressions include years preceding the shock only if they are within ten years of t* , and years following the shock only if they are within five of t* . 
The variable Years Elapsed is censored at -5.  The regression in column 3 includes only the five years preceding t * since there is another recession 
and recovery between t *-10 and t *-5. 
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1 Data

1.1 Classifying Computer- and Finance Related Industries to

De�ne Dot-Com Crash and Financial Crisis Exposure

I classify industries as computer-related using a BLS de�nition of high-technology

industries by 1997 NAICS code (Hecker (2005)). I classify as computer-related indus-

tries the high-technology industries that are relevant for the computer industry. These

include (2000 Census Classi�cation Code in parentheses): �Manufacturing-Computers

and Peripheral Equipment (336)�, �Manufacturing-Communications, audio, and video

equipment (337)�, �Manufacturing-Navigational, measuring, electromedical, and con-

trol instruments (338)�, �Manufacturing-Electronic components and products, n.e.c.

(339)�, �Software publishing (649)�, �Internet publishing and broadcasting (667)�,

�Other telecommunications services (669)�, �Data processing services (679)�, �Com-

puter systems design and related services (738)�.

Hecker (2005) classi�es industries using the 1997 NAICS codes, while I use the

2000 Census Classi�cation Code. These match quite well, with several exceptions.

There is no census code for �semiconductor and other electronic component man-

ufacturing�, but this industry is likely contained in one of the census codes I have

∗University of Illinois at Urbana-Champaign and IZA. E-mail: weinst@illinois.edu.
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included (potentially �electronic components and products, n.e.c.� (339)). There is

also no 2000 census industrial classi�cation code for �internet service providers and

web search portals.� This is also likely included in one of the other codes that I have

included. Hecker (2005) identi�es several industries as �Level-1� in terms of high-

technology employment. Of the Level-1 high technology industries, I classify those

related to computers as �computer-related� industries, which I list above.

I include the FIRE industries, excluding insurance and real estate, as �nance-

related industries. This includes the following 2000 census classi�cation codes: Bank-

ing; Savings institutions, including credit unions; credit agencies, n.e.c; security, com-

modity brokerage, and investment companies.

1.2 Classifying Majors in IPEDS/NSF Data

From 2003 through 2013, CIP code 52.08 refers to �Finance and Financial Manage-

ment Services�. From 2000-2002, CIP code 52.08 refers to �Financial Management

and Services�.

I classify computer science majors as computer and information sciences and sup-

port services.1

I classify business majors as business, management, marketing, and related sup-

port services. Starting in 2003, CIP code 52 refers to �Business, Management, Mar-

keting, and Related Support Services�. From 1992 through 2002, CIP code 52 refers

to �Business Management and Administrative Services� while CIP code 8 refers to

�Marketing Operations/Marketing Distribution�. For 1990 and 1991, CIP code 6

refers to �Business and Management�, CIP code 7 refers to �Business (Administrative

Support)�, and CIP code 8 refers to �Marketing Operations/Marketing Distribution�.

Thus from 2003 through 2013, business majors are de�ned by CIP code 52, from 1992

through 2002 business majors are de�ned by CIP codes 52 and 8, and for 1990 and

1991 business majors are de�ned by CIP codes 6, 7, and 8.

The Integrated Science and Engineering Resources Data System of the National

Science Foundation is used to obtain university-level data on majors for studying

Delaware's �nance shock. Within this dataset, I use the NCES population of insti-

tutions. Prior to 1996, the sample includes all universities accredited at the college

1For 2003 through 2013, CIP code 11 refers to this entire group of majors. From 1990 through
2002, CIP code 11 refers to �Computer and information sciences� and there is no separate CIP code
referring to support services for computer and information sciences.
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level by an agency recognized by the US Department of Education. Starting in 1996,

the sample includes only universities that are eligible for Title IV federal �nancial

aid. I use the broad (standardized) academic discipline classi�cations in the data,

and study the impact on business and management majors.

To study the impact of the fracking boom, I focus on geology majors. While

petroleum engineering degrees are also very relevant for the oil and gas industry,

they are generally o�ered only in fracking-exposed areas. In 2008, the year before

graduates were �rst exposed to publicity of fracking success in 25% of shale plays,

only 17 universities awarded petroleum engineering degrees and all but two of these

are in states with high levels of new oil and gas production during the fracking boom.

2 Robustness: Impact of University Exposure to Sec-

toral Shocks

Students at more selective universities may have better information about labor de-

mand and may be more geographically mobile. As a result, students at these univer-

sities may respond less to local demand. I test whether the university's geographic

exposure to shocks has smaller e�ects at the top 20 US News and World Report-

ranked universities (1999 rankings). I do not implement this analysis for Delaware's

�nance shock given there are no top 20 universities with Exposure = 1.

The medium-run e�ects on CS/CE majors are approximately 44% smaller for the

top 20 universities and they are not statistically signi�cant from zero. The e�ects

for the non-top 20 universities are statistically signi�cantly negative. The coe�cients

on (t ≥ t∗)(Exposure)(top20) and (t ≥ t∗)(t − t∗)(Exposure)(top20) are jointly sig-

ni�cant from zero, although neither is signi�cant from zero on its own (Appendix

Table A6). Only two of the top 20 universities are in the top quartile of fracking

exposure. The e�ect of local exposure is larger for these top 20 universities, but

also statistically signi�cant for non-top 20 universities. For the �nance regressions,

the Exposure ∗ top20 interactions are not jointly signi�cant, and only the immediate

e�ect for non-top 20 universities is statistically signi�cant from zero.2

The principal results are robust to Ln(Majors) as the dependent variable, and

2Similarly, local exposure may also matter less at research universities. Interestingly, I still
see large e�ects at research/doctoral universities, though there are di�erences relative to nonre-
search/nondoctoral universities. See Appendix Table A8 and Appendix Figure A8.
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controlling for Ln(TotDegrees). The e�ects suggest CS/CE degrees decrease an ad-

ditional 24% at universities in MSAs with 1990 computer-employment share higher by

.1, for graduates �ve years after those �rst exposed. Geology degrees increase an addi-

tional 17% in top-quartile-exposed areas, for graduates �ve years after the �rst treated

cohort. Finance degrees decrease an additional 6% at universities in MSAs with �-

nance employment share higher by .05, though this is not statistically signi�cant.

Estimates suggest an additional 21% increase in business majors at Wilmington-area

universities after Delaware's �nance shock, for graduates �ve years after the �rst

treated cohort (Appendix Table A7).3

For the dot-com crash and 2008 �nancial crisis, I alternatively de�ne exposure

as location in an MSA at the 90th percentile or above in the relevant employment

share. These most exposed universities experienced greater decreases in the relevant

majors, though the magnitudes are slightly smaller, and the e�ects of the �nancial

crisis are not statistically signi�cant. However, as discussed with the main results,

the nonparametric speci�cation is more likely to capture the true e�ect given the

response to this shock begins before t∗ (see Appendix Figure A2).

For the fracking boom, I use the cumulative value of new production within 200

miles of the county's centroid from 2004-2014. This is slightly more complicated when

using the parametric speci�cation because of the di�erent timing of new production

across shale plays.4 The con�dence intervals are much larger on the year*Exposure

interactions, and the parametric and nonparametric speci�cations are less similar.

The fracking boom increased the share of geology majors an additional .04 percentage

points (17%) if the cumulative value of exposure was higher by 24.5 billion dollars

(p ≤ .01), the di�erence between the 90th and 10th percentiles.

For Delaware's �nance shock, I alternatively de�ne Exposurec in three ways: dis-

tance between university j and Wilmington, an indicator for being within Delaware,

and �nally distance within 15 miles of Wilmington but only including universities

within 100 miles of Wilmington as controls.

All three show Delaware's policy had large local e�ects on business majors (Ap-

pendix Table A2, Appendix Figure A2), though not signi�cant (p = .118) when

excluding farther universities. Not surprisingly the e�ect is smallest when using the

3The log speci�cations exclude university/years without sector-relevant degrees.
4In later years, the counties being exposed to fracking may be those with slightly lower cumulative

values of exposure, which will a�ect estimation of the e�ect of exposure with years from the original
shock.
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continuous distance measure. This assumes the e�ects increase linearly in distance,

and the impact of increasing distance might be quite small for universities not in the

Wilmington area.

2.1 University funding

Following a local demand shock, particular academic programs may experience changes

in funding from the university, local/state government, or corporations, and this may

explain the change in majors. Credit card companies eventually supported The Uni-

versity of Delaware's business school, though not immediately, and so cannot explain

short-run changes in business majors. The Center for Financial Institutions Research

and Education was created at the University of Delaware, expected to be in full oper-

ation by the Fall of 1988 (seven years after the initial shock) (�College of Business and

Economics� 1987). The business school building at the University of Delaware was

named MBNA America Hall in October 1997 (16 years after the shock) (�History�

2016).

Other examples of �nancial �rm involvement with Delaware's universities include

the Lerner College of Business and Economics at The University of Delaware (Lerner

was the chairman and CEO of the credit card company MBNA),5 and the MBNA

School of Professional Studies at Wesley College in Dover, Delaware (Beso 2005).

MBNA was also very active in recruiting new hires on local college campuses (Agulnick

1999). While these funding ties did not cause the initial increase in majors, they

are consistent with the �nance shock having an e�ect on business majors at local

universities.

Unfortunately the IPEDS Salaries, Tenure, and Fringe Bene�ts Survey, which

contains data on total faculty and faculty salary outlays, does not exist at the de-

partment level. As a result, this dataset is not well-suited for studying whether the

shock increased resources in the business schools at Wilmington-area universities, and

this attracted more students. Further, IPEDS data on university revenue by source

is available only starting in 1980. Given Delaware's shock was in 1981, this makes it

di�cult to identify whether changes are part of a preexisting trend.

5MBNA was one of the world's largest credit card companies (Epstein 2000) before being acquired
by Bank of America in 2006. Headquartered in Delaware, it spun out of one of the original �rms
moving to Delaware following the FCDA.
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Appendix Figure A1: Share of Degrees in Sector-Relevant Fields by Exposure to Sectoral Shocks 

(a) CS/CE Degrees, 2002 

 

(b) Geology Degrees, 2008 

 
 

(c) Finance Degrees, 2010 

 

Notes:  These figures show binned scatterplots, where the underlying data contain one observation per university.  Universities are divided into 
roughly equally sized bins of exposure, weighting observations by total degrees awarded at the university, implying each bin produces roughly 
the same number of total degrees.  In (a), each point represents the average share of degrees awarded in CS and CE across universities in the 
bin, weighting observations by total degrees awarded at the university.  This weighted average implies each point represents the share of all 
degrees produced in the bin that are awarded in CS and CE.  Plot (b) shows an analogous figure for geology degrees, and plot (c) for finance 
degrees.  In (b) the x-axis is the cumulative value of new production of fossil fuels from 2004-2014 within 200 miles of the county’s centroid.  
Degrees awarded are measured in the year preceding the first year the graduating class was exposed to the shock as freshmen.  See text for 
details. 
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Appendix Figure A2: The Effect of Sectoral Shocks on College Majors, by University’s Geographic Exposure to Shock: 
Alternative Definitions of Exposure 

 
(a) MSA Computer Employment Share ≥ 90th 

percentile and the Effect on CS/CE Degrees, 
Relative to 2003 

(b)  Cumulative Value of New Fossil Fuel Production 
within 200 miles,  and the Effect on Geology 

Degrees, Relative to 2009

 
 

 

(c) MSA Finance Employment Share ≥ 90th 
percentile and the Effect on Finance Degrees, 

Relative to 2011 

(d) Effect of Being within the State of 
Delaware on Share Business Degrees, 

Relative to 1985    
        

 

 

  

Note: Closed circles show interaction between year fixed effects and university’s geographic exposure to the shock (indicator 
for MSA computer employment share ≥ 90th percentile in (a), cumulative value of new fossil fuel production within 200 miles of 
the university’s county centroid (in hundreds of billions of dollars) from 2004 to 2014 in (b), indicator for MSA finance 
employment share ≥ 90th percentile in (c), and university in the state of Delaware in (d)). Dotted lines are 95% confidence 
intervals for these coefficients.  These regressions also include year fixed effects, university fixed effects, and total degrees. 
Open circles show fitted values for the effect of university’s exposure to the shock, based on coefficients from the parametric 
regression (interactions between geographic exposure to the shock, indicators for post shock, and years relative to first treated 
year). Fitted values are relative to the value in the first treated year.  The parametric regressions also include total degrees, 
university fixed effects, and lower-level interaction terms.  Observations are weighted by total degrees awarded.
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Appendix Figure A3: Effect of MSA Computer Employment Share on Share Computer Science Degrees, Relative to 
2003 

 

Note: Dependent variable here is share of degrees awarded in computer science, rather than computer science and computer 
engineering (as in Figure 3).  Closed circles show interaction between year fixed effects and university’s geographic exposure to 
the shock (MSA computer employment share).  Dotted lines are 95% confidence intervals for these coefficients.  These 
regressions also include year fixed effects, university fixed effects, and total degrees. Open circles show fitted values for the 
effect of university’s exposure to the shock, based on coefficients from the parametric regression (interactions between 
geographic exposure to the shock, indicators for post shock, and years relative to first treated year). Fitted values are relative to 
the value in the first treated year.  The parametric regressions also include total degrees, university fixed effects, and lower-
level interaction terms.
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Appendix Figure A4: The Effect of the Financial Crisis on Share Business Degrees, by University’s 
Geographic Exposure to the Shock 

 

 

Notes: This plot is similar to Figure 3c, but with share business majors as the dependent variable. See 
text and Figure 3c for details. 
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Appendix Figure A5: The Effect of Sectoral Shocks on Ln(Total Degrees), by University’s Geographic Exposure to the Shock 

 
(a) MSA Computer Employment Share and the Effect 

on Total Degrees, Relative to 2003 
(b)  Top Quartile, Cumulative Value of New Fossil 

Fuel Production within 200 miles,  and the Effect 
on Total Degrees, Relative to 2009

 
 

 

(c) MSA Finance Employment Share and the Effect 
on Total Degrees, Relative to 2011 

(d) Distance ≤ 15 Miles of Wilmington, DE 
and the Effect on Total Degrees, 

Relative to 1985    
        

 

 

  

Note:  Dependent variable is ln(Total Degrees Awarded by the University). Closed circles show interaction between year fixed 
effects and university’s geographic exposure to the shock (MSA computer employment share in (a), university’s county is within 
the top quartile in terms of cumulative value of new fossil fuel production within 200 miles of the county’s centroid from 2004 
to 2014 in (b), MSA finance employment share in (c), and university within 15 miles of Wilmington, DE in (d)). Dotted lines are 
95% confidence intervals for these coefficients.  These regressions also include year fixed effects and university fixed effects.  
Open circles show fitted values for the effect of university’s exposure to the shock, based on coefficients from the parametric 
regression (interactions between geographic exposure to the shock, indicators for post shock, and years relative to first treated 
year when the first graduates were exposed to the shock as freshmen). Fitted values are relative to the value in the first treated 
year.  The parametric regressions also include university fixed effects, and lower-level interaction terms.  Observations are 
weighted by total degrees awarded.
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Appendix Figure A6: The Effect of the Dot-Com Bust on Sector-Distant Degrees, by University’s 
Geographic Exposure to the Shock

(a) Leisure (b) Family Sciences

(c) Construction Services (d)  Health

 

(e) Education  
 

(f) Education Degrees Over Time by 
Computer Exposure 

Note: Plots (a) through (e) show separate regressions for each of the bottom five majors ranked by likelihood of working in the 
computer industry (see Table 1).  Closed circles show interaction between year fixed effects and MSA computer employment 
share.  See Figure 3 for description of the regressions.  Plot (f) shows binned scatterplots, where the underlying data contain 
one observation per university and year.  Universities are divided into roughly equally sized bins of MSA computer employment 
share in 2000, weighting observations by total degrees awarded at the university, implying each bin produces roughly the same 
number of total degrees.  Each point in the scatterplot represents the average share of degrees awarded in education across 
universities in the bin, where observations are weighted by total degrees awarded.  See text for details.
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Appendix Figure A7: Changes in Enrollment at the University of Delaware 

(a) Total Bachelor’s Degrees Awarded at the University of Delaware 

 

(b) Out-of-State Freshman at the University of Delaware 

 

 

Note:  Source for (a) is IPEDS (accessed through the Integrated Science and Engineering Resources Data System of the NSF).  Sources for (b) 
include college guides (Peterson’s and the College Board), as well as IPEDS.  
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Appendix Figure A8: The Effect of Sectoral Shocks on Universities, by Geographic Exposure to the 
Shock and University Type 
 
  Research/Doctoral Universities   Master’s/Baccalaureate Universities 
 

(a) Effect of MSA Computer Employment Share on Share Computer Science and Computer 
Engineering Degrees, Relative to 2003

(b) Effect of Fracking Exposure on Share Geology Degrees, Relative to 2009

 

(c) Effect of MSA Finance Employment Share on Share Finance Degrees, Relative to 2011
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(d) Effect of Being within 15 Miles of Wilmington, DE on Share Business Degrees, Relative to 
1985 

 

Note: Plots are the same as those described in Figure 3, but with regressions estimated separately for research/doctoral 
universities and master’s/baccalaureate universities (including Master's, Baccalaureate, and Baccalaureate/Associates 
Colleges). University classifications are based on the 2000 Carnegie rankings.
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Appendix Figure A9: The Effect of Sectoral Shocks on Ln(Total Degrees), by University’s Geographic 
Exposure to Shock and University Classification 
 
  Research/Doctoral Universities   Master’s/Baccalaureate Universities 
 

(a) Effect of MSA Computer Employment Share on Total Degrees, Relative to 2003

(b) Effect of Fracking Exposure on Total Degrees, Relative to 2009

 

(c) Effect of MSA Finance Employment Share on Total Degrees, Relative to 2011
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(d) Effect of Being within 15 Miles of Wilmington, DE on Total Degrees, Relative to 1985 

 

Note: Plots are the same as those described in Appendix Figure A5, but with regressions estimated separately for 
research/doctoral universities and master’s/baccalaureate universities (including Master's, Baccalaureate, and 
Baccalaureate/Associates Colleges). University classifications are based on the 2000 Carnegie rankings. 
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Appendix Figure A10: The Effect of Sectoral Shocks on College Majors, by University's Exposure to the 
Shock, Excluding Universities Outside of MSAs, or with MSAs not represented in the Census 

(a) MSA Computer Employment Share and the Effect on Share CS/CE Degrees, Relative to 2003 

 

(b) MSA Finance Employment Share and the Effect on Share Finance Degrees, Relative to 2011 

 

Notes: This figure presents estimates from the same specification as in Figure 3, but excluding universities which are not 
located in MSAs, or the MSA was not represented in the Census.  In Figure 3, I set the MSA employment share for these 
universities to zero.   
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(1) (2) (3)
Yct: Share of Majors in CS/CE Geology Finance

(1) Post -0.001 0.0001 -0.0030***
(0.001) (0.0001) (0.0004)

(2) Post*Alt_Exposure -0.0001 0.0004 -0.0013
(0.002) (0.0004) (0.0008)

(3) Post*Alt_Exposure*Years Elapsed -0.004*** 0.0001 -0.0006
(0.001) (0.0001) (0.0005)

(4) Post*Years Elapsed -0.007*** 0.0002*** -0.0002
(0.0004) (0.00003) (0.0002)

(5) Alt_Exposure*Years Elapsed 0.002*** 0.0001 0.0004
(0.001) (0.0001) (0.0003)

(6) Years Elapsed 0.003*** -0.00001 0.0003**
(0.0002) (0.00003) (0.0001)

Differential Impact in Exposed Areas, relative to t*-1
(7) Immediate 0.002 0.0001 -0.001

(.0019) (.0001) (.0007)
(8) Medium Run -0.011*** 0.0004*** -0.001

(.003) (.0001) (.002)

Shock Dot-Com Fracking Boom Financial Crisis
Observations 22,200 22,281 15,289
R-squared 0.783 0.7567 0.9203

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Regressions are the same as in Table 3, but with different exposure variables. 
The variable Alt_Exposure  is an indicator for MSA computer employment share ≥ 90th percentile in (a), cumulative value of new fossil fuel 
production within 200 miles of the university’s county centroid (in hundreds of billions of dollars) from 2004 to 2014 in (b), and an indicator 
for MSA finance employment share ≥ 90th percentile in (c).  To calculate the effects in rows (7) and (8) I use Alt_Exposure = 1 in columns 1 
and 3, and Alt_Exposure = .245 in column (2).  See text for details. 

Appendix Table A1: The Effect of Sectoral Shocks on College Majors by University's 
Exposure to the Shock, Alternative Definition of Exposure



Yct: Share of Majors in Business (1) (2) (3)
(1) Post -0.028*** -0.017** -0.019***

(0.005) (0.008) (0.007)
(2) Post*Exposure 0.026*** -0.008 -0.005

(0.007) (0.005) (0.018)
(3) Post*Exposure*Years Elapsed 0.015*** -0.005** 0.012*

(0.006) (0.002) (0.007)
(4) Post*Years Elapsed -0.019*** -0.012*** -0.012***

(0.002) (0.004) (0.003)
(5) Exposure*Years Elapsed -0.009** 0.003* -0.002

(0.004) (0.002) (0.004)
(6) Years Elapsed 0.020*** 0.015*** 0.016***

(0.002) (0.003) (0.003)

Differential Impact in Exposed Areas, relative to t * -1
(7) Immediate 0.016** -0.005 -0.008

(.007) (.004) (.015)
(8) Medium Run 0.046** -0.012** 0.040

(.022) (.005) (.025)

Exposure

University 
in 

Delaware

Distance to 
Wilmington 

(Hundreds of 
Miles) 

Distance ≤ 15 
miles, Nonexposed 

Distance ≤ 100 
miles

Observations 3,381 3,381 1,536
R-squared 0.882 0.882 0.920

Appendix Table A2: The Effect of Delaware's Finance Shock on College Majors by University's Exposure to the 
Shock, Alternative Definitions of Exposure

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Regressions are the same as in Table 3, but with different exposure variables.  In 
column 1, this is an indicator for whether the university is located in the state of Delaware.  In column 2, this is distance to Wilmington, DE in 
hundreds of miles.  In column 3, this is an indicator for distance within 15 miles, but including in the regression only those universities within 
100 miles of Wilmington, DE.  To calculate the effects in rows (7) and (8), I use exposure = 1 in columns 1 through 3.



Appendix Table A3: The Effect of Sectoral Shocks on College Majors, by University's Exposure to the Shock

Yct: Share of Majors in CS
(1) Post -0.001

(0.001)
(2) Post*Exposure -0.007

(0.026)
(3) Post*Exposure*Years Elapsed -0.054***

(0.012)
(4) Post*Years Elapsed -0.006***

(0.0004)
(5) Exposure*Years Elapsed 0.026***

(0.006)
(6) Years Elapsed 0.003***

(0.0002)

Differential Impact in Exposed Areas, relative to t * -1
(7) t * 0.002

(.002)
(8) t * + 5 -0.012***

(.004)

Shock Dot-Com
Observations 22,200
R-squared 0.785

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Observations are at the 
university, year level. Standard errors clustered at the university level in parentheses. 
This is the same regression reported in Table 3, column 1, but the dependent variable 
in this table is the share of degrees awarded in computer science, rather than 
computer science and computer engineering.



(1) (2)

Yct: Share of Majors in
Computer Science & 

Computer Engineering Finance
(1) Post 0.001 -0.001

(0.002) (0.002)
(2) Post*Exposure -0.031 -0.077

(0.031) (0.051)
(3) Post*Exposure*Years Elapsed -0.058*** -0.032

(0.014) (0.031)
(4) Post*Years Elapsed -0.007*** 0.001

(0.001) (0.001)
(5) Exposure*Years Elapsed 0.030*** 0.019

(0.009) (0.017)
(6) Years Elapsed 0.003*** -0.00005

-0.0004 (0.001)

Differential Impact in Exposed Areas, relative to t * -1
(7) Immediate -0.0001 -0.003

(.003) (.002)
(8) Medium Run -0.014*** -0.006

(.004) (.006)

Shock Dot-Com Financial Crisis
Observations 15,035 10,354
R-squared 0.786 0.924

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  This table presents estimates from the same specification as in 
Table 3, but excluding universities which are not located in MSAs, or the MSA was not represented in the Census.  In 
Table 3, I set the MSA employment share for these universities to zero.  

Appendix Table A4: The Effect of Sectoral Shocks on College Majors, by University's Exposure to the Shock, 
Excluding Universities Outside of MSAs, or with MSAs not represented in the Census



Appendix Table A5: The Effect of Sectoral Shocks on Ln(Total Degrees), by University's Exposure to the Shock

Yct: Ln(Total Degrees Awarded) (1) (2) (3) (4)
(1) Post 0.021*** -0.0539*** 0.040*** -0.016*

(0.006) (0.0046) (0.013) (0.009)
(2) Post*Exposure 0.103 0.0083 -0.653* -0.078***

(0.124) (0.0091) (0.370) (0.026)
(3) Post*Exposure*Years Elapsed 0.038 0.0045 -0.200 -0.023*

(0.054) (0.0048) (0.147) (0.013)
(4) Post*Years Elapsed -0.006*** -0.0186*** 0.007** 0.011**

(0.003) (0.0030) (0.003) (0.005)
(5) Exposure*Years Elapsed -0.0001 -0.0064* 0.277*** 0.024

(0.044) (0.0035) (0.089) (0.016)
(6) Years Elapsed 0.030*** 0.0474*** 0.011*** 0.005

(0.002) (0.0017) (0.002) (0.004)
Differential Impact in Exposed Areas, relative to t * -1

(7) Immediate 0.010 0.002 -0.019 -0.054***
(.013) (.008) (.016) (.015)

(8) Medium Run 0.029 -0.008 0.0003 -0.05
(.022) (.018) (.029) (.037)

Shock Dot-Com Fracking Boom Financial Crisis Delaware
Observations 22,200 22,281 15,289 3,381
R-squared 0.986 0.9829 0.988 0.985

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Observations are at the university, year level. Standard errors clustered at the university 
level in parentheses. Each regression includes university fixed effects.  Observations are weighted by total degrees awarded. See notes to Table 3 for 
definition of variables, years in sample, regression details, and construction of difference-in-difference. 



(1) (2) (3)
Yct: Share of Majors in CS/CE Geology Finance

(1) Post -0.0002 0.0001 -0.002***
(0.001) (0.0001) (0.001)

(2) Post*Top20 -0.010 -0.0003 -0.002
(0.008) (0.0006) (0.003)

(3) Post*Exposure 0.001 0.0002 -0.063**
(0.024) (0.0002) (0.027)

(4) Post*Exposure*Top20 -0.064 0.0019 0.126
(0.112) (0.0018) (0.080)

(5) Post*Exposure*Years Elapsed -0.072*** 0.0002** -0.019
(0.013) (0.0001) (0.016)

(6) Post*Exposure*Years Elapsed*Top20 0.042 0.0006 0.005
(0.056) (0.0006) (0.026)

(7) Post*Years Elapsed -0.006*** 0.0002*** 0.0001
(0.0004) (0.00003) (0.0003)

(8) Post*Years Elapsed*Top20 -0.003 -0.0002 -0.0001
(0.003) (0.0003) (0.0004)

(9) Exposure*Years Elapsed 0.033*** 0.00003 0.014
(0.007) (0.0001) (0.009)

(10) Exposure*Years Elapsed*Top20 -0.013 -0.0004* -0.038
(0.034) (0.0002) (0.032)

(11) Years Elapsed 0.003*** -0.00002 0.0001
(0.0002) (0.00003) (0.0002)

(12) Years Elapsed*Top20 0.002 0.0003 0.001
(0.002) (0.0002) (0.001)

Differential Impact in Exposed Areas, relative to t * -1
Immediate,  Non-Top 20 Universities 0.003 0.0002 -0.002**

(.002) (.0002) (.001)
Immediate, Top 20 Universities -0.004 0.002 0.002

(.008) (.002) (.002)
Medium Run, Non-Top 20 Universities -0.016*** 0.001*** -0.004

(.004) (.0004) (.003)
Medium Run, Top 20 Universities -0.009 0.004*** -0.007

(.018) (.001) (.005)
p -value on joint test of Post*Exposure*Top20 coefficients 0.0108 0.0266 0.289

Shock Dot-Com Fracking Boom Financial Crisis
Observations 22,200 22,281 15,289
R-squared 0.783 0.7579 0.921

Appendix Table A6: The Effect of Sectoral Shocks on College Majors, by University's Exposure to the 
Shock and US News Rank

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  This table presents coefficients from regressions similar to Table 3, but additionally including the 
triple interaction between Post, Exposure, Years Elapsed, and Top 20 Ranking in US News, and lower-level interaction terms.  I use the US News Rankings 
of universities in 1999.



Appendix Table A7: The Effect of Sectoral Shocks on Ln(College Majors), by University's Exposure to the Shock

(1) (2) (3) (4)
Yct: Ln(Majors) CS/CE Geology Finance Business 

(1) Post -0.019 0.1283*** -0.133*** -0.150***
(0.027) (0.0400) (0.030) (0.026)

(2) Post*Exposure -0.340 0.0422 -0.719 0.107
(0.549) (0.0752) (0.978) (0.067)

(3) Post*Exposure*Years Elapsed -0.868*** -0.0099 -0.592 0.078***
(0.218) (0.0279) (0.702) (0.021)

(4) Post*Years Elapsed -0.245*** 0.0990*** 0.003 -0.100***
(0.010) (0.0145) (0.015) (0.011)

(5) Exposure*Years Elapsed 0.376** 0.0300 0.408 -0.048**
(0.150) (0.0244) (0.304) (0.019)

(6) Years Elapsed 0.113*** -0.0256** 0.001 0.104***
(0.007) (0.0100) (0.010) (0.011)

Differential Impact in Exposed Areas, relative to t * -1
(7) Immediate 0.004 0.072 -0.016 0.059

(.046) (.062) (.044) (.055)
(8) Medium Run -0.242*** 0.173** -0.0616 0.212***

(.078) (.083) (.132) (.052)

Shock Dot-Com Fracking Boom Financial Crisis Delaware
Observations 17,110 6,274 5,705 2,851
R-squared 0.899 0.7061 0.944 0.927

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  This table presents coefficients from a regression similar to Table 3, but the 
dependent variable is Ln(Majors) in the relevant field.  Similarly, these regressions include controls for Ln(Total Degrees) rather than Total 
Degrees.



(1) (2) (3) (4) (5) (6)

Yct: Share of Majors in
(1) Post 0.001 -0.001 0.0002 0.00003 -0.004*** -0.001*

(0.002) (0.001) (0.0001) (0.0001) (0.001) (0.001)
(2) Post*Exposure -0.060 0.028 0.0004 -0.00004 -0.025 -0.071**

(0.042) (0.040) (0.0003) (0.0002) (0.039) (0.036)
(3) Post*Exposure*Years Elapsed -0.071*** -0.065*** 0.0003** 0.0001 -0.030 -0.012

(0.020) (0.016) (0.0001) (0.0001) (0.031) (0.012)
(4) Post*Years Elapsed -0.007*** -0.006*** 0.0002*** 0.0001*** 0.0003 -0.0002

(0.001) (0.0005) (0.0001) (0.00003) (0.001) (0.0003)
(5) Exposure*Years Elapsed 0.036*** 0.029*** 0.00005 -0.00001 0.002 0.021**

(0.012) (0.009) (0.0001) (0.0001) (0.015) (0.010)
(6) Years Elapsed 0.003*** 0.003*** -0.00004 0.00004 0.0004 0.00002

(0.0005) (0.0003) -0.00005 (0.00003) (0.0004) (0.0002)

Differential Impact in Exposed Areas, relative to t * -1
(7) Immediate -0.002 0.006 0.0004 -0.00005 -0.001 -0.003*

(.004) (.004) (.0003) (.0002) (.002) (.001)
(8) Medium Run -.02*** -.013** 0.002*** 0.0002 -0.008 -0.0003

(.006) (.005) (.0006) (.0003) (.006) (.002)

Shock

Universities
Research/
Doctoral

Master's/
Bacc.

Research/
Doctoral

Master's/
Bacc.

Research/
Doctoral

Master's/
Bacc.

Observations 4,028 18,172 4,034 18,247 2,771 12,518
R-squared 0.814 0.767 0.7143 0.7788 0.912 0.921

Appendix Table A8: The Effect of Sectoral Shocks on College Majors, by University's Exposure to 
the Shock and University Classification

Financial Crisis

Finance

Dot-Com

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  This table presents coefficients from the same specifications as 
those shown in Table 3, but estimated separately for universities that are  classified as research/doctoral and 
master's/baccalaureate (including Master's, Baccalaureate, and Baccalaureate/Associates Colleges). University classifications 
are based on the 2000 Carnegie rankings.  Standard errors clustered at the university level in parentheses.

Computer Science and 
Computer Engineering Geology

Fracking Boom



Yct: Share Sector-Distant Degrees (1) (2) (3) (4)
(1) Post -0.007*** -0.0008 -0.001 -0.009***

(0.001) (0.0006) (0.001) (0.002)
(2) Post*Exposure -0.006 0.0002 -0.038 0.032***

(0.028) (0.0009) (0.046) (0.012)
(3) Post*Exposure*Years Elapsed 0.006 0.0009** 0.002 0.002

(0.012) (0.0005) (0.023) (0.003)
(4) Post*Years Elapsed 0.005*** -0.0019*** 0.002*** -0.012***

(0.001) (0.0003) (0.001) (0.002)
(5) Exposure*Years Elapsed 0.012 -0.0008** 0.003 -0.006***

(0.009) (0.0003) (0.015) (0.002)
(6) Years Elapsed -0.003*** 0.0015*** 0.003*** 0.007***

(0.001) (0.0002) (0.0004) (0.002)
Differential Impact in Exposed Areas, relative to t * -1

(7) Immediate 0.0006 -0.0006 -0.0018 0.026**
(.003) (.001) (.002) (.011)

(8) Medium Run 0.001** -0.0001 -0.0005 0.010
(.005) (.001) (.007) (.014)

Shock Dot-Com Fracking Boom Financial Crisis Delaware
Observations 22,200 22,281 15,289 3,381
R-squared 0.923 0.9032 0.913 0.953

Notes:   *** p-value ≤ .01, ** p-value ≤ .05, * p-value ≤ .1.  Observations are at the university, year level. Standard errors clustered at the university 
level in parentheses. Each regression includes university fixed effects.  Observations are weighted by total degrees awarded. See notes to Table 3 for 
definition of variables, sector-distant degrees, years in sample, regression details, and construction of difference-in-difference. 

Appendix Table A9: The Effect of Sectoral Shocks on Share Sector-Distant Degrees, by University's Exposure to the 
Shock
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