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Abstract. We develop the theory of Poisson and Dirac manifolds of compact

types, a broad generalization in Poisson and Dirac geometry of compact Lie

algebras and Lie groups. We establish key structural results, including local
normal forms, canonical stratifications, and a Weyl type resolution, which pro-

vides a way to resolve the singularities of the original structure. These tools

allow us to show that the leaf space of such manifolds is an integral affine
orbifold and to define their Weyl group. This group is a Coxeter group acting

on the orbifold universal cover of the leaf space by integral affine transforma-

tions, and one can associate to it Weyl chambers, reflection hyperplanes, etc.
We further develop a Duistermaat-Heckman theory for Poisson manifolds of

s-proper type, proving the linear variation of cohomology of leafwise symplec-
tic form and establishing a Weyl integration formula. As an application, we

show that every Poisson manifold of compact type is necessarily regular. We

conclude the paper with a list of open problems.
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1. Introduction

This paper concerns an important class of Poisson and (possibly twisted) Dirac
manifolds, generically called of proper type. These objects are analogous to com-
pact Lie algebras and Lie groups in Lie theory, or foliations whose leaf spaces are
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orbifolds. We show that, in many respects, the theory of Poisson and Dirac mani-
folds of proper type closely parallels the classical theory of compact Lie algebras and
Lie groups. In fact, one of the key takeaways of this paper is that many fundamental
aspects from the theory of compact Lie groups are purely Poisson geometric.

For the purposes of this introduction, we will focus primarily on Poisson mani-
folds of proper type, though many results also hold for twisted Dirac structures of
proper type. A Poisson manifold (M,π) is said to be of proper type if there is a
proper symplectic groupoid (G,Ω) ⇒ M with connected source fibers integrating
(M,π). This class was first introduced in [10] under the broader designation of
Poisson manifolds of compact types (PMCT). That work established fundamental
properties of PMCTs and provided various examples and constructions.

In [11], we focused on regular PMCTs, i.e., those whose symplectic leaves have
the same dimension. We showed that regular PMCTs possess a rich transverse
geometry, where various structures – both classical and novel – interact in intri-
cate ways. These include orbifold structures, integral affine structures, symplectic
gerbes, and more. In this paper we consider arbitrary PMCTs, regular or not.

For a Poisson manifold (M,π) of proper type, we will begin by showing that:

• It admits two canonical stratifications: one of an infinitesimal nature, and
a second one, associated with a choice of proper integration, which refines the
former. Both are smooth stratifications by Poisson submanifolds, and these strata
exhibit remarkable properties (Section 3).

• It has a canonical Weyl resolution, defined by

M̂ := {(x, t) |x ∈M, t ⊂ gx maximal torus},

R : M̂ →M, R(x, t) := x,

where gx is the isotropy Lie algebra of (M,π) at x. The resolution (M̂, L̂π) is a
regular Dirac manifold and R is a forward Dirac that is a diffeomorphism over
the regular locus M reg (Section 4).

For instance, when M = g∗ the dual of a compact Lie algebra, its Weyl resolution
is diffeomorphic to G/T ×W t∗, where T ⊂ G is a maximal torus with Lie algebra t,
and W is the classical Weyl group. The resolution map is then R([gT, ξ]) = Adg ξ.

The Weyl resolution allows to reduce questions about the singular Poisson geo-

metry of (M,π) to questions about the regular Dirac geometry of (M̂, L̂π). More-

over, the map R induces an identification of the leaf spaces of (M̂, L̂π) and (M,π),
along with their algebras of smooth functions. This generalizes the well-known
identification t∗/W ∼= g∗/G and a related classical theorem due to Chevalley, and
leads to the following (see Section 5):

Theorem 1. Each proper symplectic integration (G,Ω) of a Poisson manifold
(M,π) induces an integral affine orbifold structure on its leaf space B. Moreover:

(i) The underlying classical orbifold structure is independent of the choice of in-
tegration and is a good orbifold;

(ii) The smooth stratifications of M induce orbifold stratifications of B.

We recall that a classical good orbifold is one that can be realized as the quotient
of a manifold by a discrete group acting properly and effectively. In particular, for
any such orbifold, its orbifold universal covering space is a manifold. In our case,
much more holds, as demonstrated by the following result (Section 6):
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Theorem 2. The orbifold universal covering space B̃orb of the leaf space B of a
Poisson manifold of proper type (M,π) is an integral affine manifold. The orbifold

fundamental group πorb
1 (B) acts on B̃orb by integral affine transformations and fits

into a split short exact sequence:

1 // W // πorb
1 (B) // πorb

1 (Breg) // 1 , (1.1)

where Breg is the leaf space of the regular locus M reg.

We call the kernel W(M,π) := W of the sequence (1.1) the Weyl group of
(M,π). We also call the connected components of the regular locus of the action

of W(M,π) on B̃orb the Weyl chambers of (M,π). In the next statement, to be
proved in Section 7, by a geometric reflection we mean an involution whose fixed

point set is an integral affine submanifold that separates B̃orb:

Theorem 3. The Weyl group W(M,π) of a Poisson manifold of proper type is
generated by geometric reflections and acts transitively and freely on the set of
Weyl chambers. In particular, W(M,π) is a Coxeter group.

When M is the dual of a compact Lie algebra g, equipped with the canonical
linear Poisson structure, the group W(g∗, πg∗) coincides with the classical Weyl
group (Section 8.1). When M is a compact connected Lie group G, equipped with
the Cartan-Dirac structure, the group W(G,LG) coincides with the affine Weyl
group of G (Section 8.2). These facts, along with the many similarities between
W(M,π) and the classical Weyl groups, justify our use of the term “Weyl group”.
It should be noted, however, that the definition of the Weyl group of a Poisson
manifold of proper type does not rely on classical Lie theory, and there exist many
examples of Poisson manifolds whose Weyl group is not a classical Weyl group
(Section 8.3).

All the results stated so far have analogs for twisted Dirac structures. In fact, the
main tool used in their proofs is the local normal form around leaves for symplectic,
and more generally, twisted presymplectic groupoids, as discussed in Section 2.
Next, we turn to results that are specific to Poisson manifolds.

We recall from [10] that a Poisson manifold (M,π) is of s-proper type if it
admits a symplectic integration (G,Ω) ⇒ M whose source map is proper and has
connected fibers. It is of compact type if it admits a symplectic integration
(G,Ω)⇒M that is compact. One has obvious implications

compact type ⇒ s-proper type ⇒ proper type.

A Poisson manifold of s-proper type has compact symplectic leaves. The classical
Duistermaat-Heckman theory generalizes to these type of Poisson manifolds
as follows.

First, using the Weyl resolution and the integral affine structure on the leaf
space, we will show that for an s-proper Poisson manifold (M,π), the cohomology
class of the symplectic forms ωb of the leaves Sb varies linearly. More precisely, one
has a flat integral orbivector bundle over the leaf space B with fibers the second
cohomology groups of the symplectic leaves:

H → B, Hb := H2(Sb),

and we have (Section 9):
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Theorem 4. For any s-proper Poisson manifold (M,π) with leaf space B, the map

B 3 b 7→ [ωb] ∈ H2(Sb)

defines an integral affine section of H → B. Moreover, the (signed) leafwise sym-

plectic volumes define a polynomial function V0 : B̃orb → R on the integral affine

manifold B̃orb, whose square descends to a smooth function V2
0 : B → R.

Next, an s-proper integration (G,Ω) induces a Duistermaat-Heckman measure

µDH
B on B by first pushing forward the Liouville measure Ωtop

top! along the source

map, and then along the quotient map p : M → B. On the other hand, the integral
affine structure on B mentioned previously gives rise to a Lebesgue measure µaff

B .
In Section 10 we will show that the classical Duistermaat-Heckman and the Weyl
integration formulas extend to our setting (we refer to that section for explanations
of notation).

Theorem 5. For any s-proper integration (G,Ω) of (M,π) one has

µDH
B = V2 · µaff

B .

Moreover, for all f ∈ C∞c (M) one has∫
M

f(x) dµDH
M (x) =

∫
B

(∫
B(x̂,−)

f(R(t(g))) dµaff
B(x̂,−)(g)

)
V2(b) dµaff

B (b).

In Section 11, we deduce structural results about Poisson manifolds of s-proper
type and compact type. For example, just as the cohomology of a symplectic form
on a compact manifold is constrained, the existence of a multiplicative symplectic
form on a compact groupoid forces the groupoid to be regular. In fact, we will show
the following.

Theorem 6. Any Poisson manifold of compact type is regular. Equivalently, every
compact symplectic groupoid is regular.

We emphasize that the proof of this result is non-trivial, involving virtually all
the previous theorems, along with some new facts about polynomial functions on
integral affine orbifolds.

Finally, in Section 12, we conclude the paper by enumerating several open pro-
blems that arise naturally from the theory developed here.

Acknowledgments. The authors enthusiastically acknowledge the support of
the Oberwolfach Research in Pairs program. We are also encouraged by the fact
that several of our former graduate students, Ioan Mărcut,, João Nuno Mestre,
Maarten Mol, Joel Villatoro and Luka Zwaan, have been pursuing various research
projects that originated from this work.

2. Local Normal Forms

In this section we describe two normal forms around symplectic leaves for Poisson
manifolds of proper type and their associated proper symplectic groupoids. These
normal forms yield important tools for our study of non-regular PMCTs.

The first normal form is the linear normal form which we have already encoun-
tered in the first paper of this series [10, Section 8]. It is a normal form which holds
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on any small enough tubular neighborhood of a symplectic leaf of a Poisson ma-
nifold of proper type. It linearizes, in an appropriate sense, the Poisson structure
around the leaf.

The second normal form is the so-called Hamiltonian normal form which holds
on an entire saturated neighborhood of a symplectic leaf of any Poisson manifold of
proper type. This saturated neighborhood may fail to retract on the leaf and the
Poisson structure in this model is not linear. Still, it exhibits the Poisson structure
as a symplectic quotient of a Hamiltonian G-space and this will turn out to be
useful for us.

We also discuss suitable generalizations of these normal forms to the Dirac set-
ting. These will be needed later when we study the desingularization of PMCTs.

2.1. The Hamiltonian normal form. Consider a (right) Hamiltonian G-space

µ : (Q,ω)→ g∗.

If the action is free and proper, then Q/G inherits a reduced Poisson structure πred

uniquely characterized by requiring µ∗ : C∞(M/Q) ↪→ C∞(Q) to be a morphism
of Poisson algebras. Geometrically, πred is the Poisson structure with symplectic
leaves the connected components of the symplectic quotients µ−1(ξ)/Gξ (see, e.g.,
[12, Section 1.5]). In our set up, 0 is in the image of µ and we focus on and around
the symplectic quotient µ−1(0)/G, which we denote by (Q//G, ωred).

Theorem 2.1. Let (S, ωS) be a symplectic leaf in a Poisson manifold (M,π) of
proper type. Then there exists a saturated open neighborhood U of S in M that is
Poisson diffeomorphic to the reduced space Q/G associated to some connected, free,
Hamiltonian G-space

µ : (Q,ω)→ g∗, (2.1)

where G is a compact Lie group, µ has connected fibers and 0 ∈ µ(Q). Under this
diffeomorphism (S, ωS) corresponds to (Q//G, ωred).

Letting V = µ(Q) ⊂ g∗, the Hamiltonian normal form will also be pictured by
the diagram

(Q,ω)

p
ww

µ
((

(U, π) (V, π∗g)

(2.2)

This indicates that we think of (Q,ω) as defining, locally around S, a dual pair (see,
e.g., [12, Section 6.4]) between (M,π) and the linear Poisson structure (g∗, π∗g).

Proof of Theorem 2.1. The Hamiltonian space (2.1) arises from a proper symplectic
groupoid (G,Ω) integrating (M,π). Namely, G is the isotropy group Gx, Q is the
preimage s−1(T ) of a transversal T to S through a base point x ∈ S, ω is the
restriction Ω|s−1(T ) and U is the saturation of T . In order to describe the G-action
on Q, by general facts about symplectic groupoids (see Remark 2.2 below), we have
a symplectic Morita equivalence:

(G|U ,Ω|U )

����

!! (Q,ω)

t
vv

s
((

~~ (G|T ,Ω|T )

����
(U, π) (T, πT )
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where πT is the Poisson structure induced by π on the transversal. Since (G|T ,Ω|T )
is proper, by the Weinstein-Zung Linearization Theorem [39, 41] if T is taken suffi-
ciently small it follows that (G|T ,Ω|T ) is isomorphic to (T ∗G|V ,Ωcan), where V ⊂ g∗

is a G-invariant neighborhood of 0. Since T ∗G|V can be identified with the coadjoint
action groupoid Gn V , we obtain an action of G on Q.

Under this isomorphism, (T, πT ) is identified with (V, πg∗), where πg∗ denotes
the linear Poisson structure on the dual of the Lie algebra. One then obtains the
groupoid version of the diagram (2.2)

(G|U ,Ω|U )

����

!! (Q,ω)

p=t
vv

s
))

~~ (T ∗G|V ,Ωcan)

����
(U, π) (V, πg∗)

showing that (Q,ω) is a symplectic Morita equivalence between G|U and T ∗G|V .
Using the identification T ∗G|V ' GnV , the statement follows setting µ := −s. �

Notice that the proof also gives a local normal form for the symplectic groupoid
(G,Ω). The symplectic Morita equivalence yields an identification between (G|U ,Ω|U )
and the “gauge groupoid”

((Q×V Q)/G,Ω)⇒ Q/G (2.3)

where Ω is the symplectic form corresponding to the basic form

pr∗1ω − pr∗2ω ∈ Ω2(Q×V Q). (2.4)

See [10, Proposition 5.6] for more details.

Remark 2.2 (Morita equivalences). Throughout the paper we will make use of
Morita equivalences and their basic properties in various contexts. For a brief
introduction and further references please see [11, Section 3.1 and Appendix A3].
For later use we recall here that any Morita equivalence between groupoids,

G1

����

!! Q

p1

xx
p2

&&

~~ G2

����
M1 M2

gives rise to a homeomorphism between the the spaces M1/G1 and M2/G2 and
isomorphisms between the isotropy groups of the two groupoids and their isotropy
representations. We need here a more precise description of these isomorphisms,
as well as of the general philosophy of using Morita equivalences to pass from one
side to the other.

First of all, we say that that two saturated subspaces N1 ⊂ M1 and N2 ⊂ M2

are Q-related if p−1
1 (N1) = p−1

2 (N2). The homeomorphism M1/G1 → M2/G2 is
the correspondence that assigns to an orbit O1 of G1 the Q-related orbit of G2.

Secondly, we will say that a point x1 ∈ M1 is Q-related to x2 ∈ M2 if the
orbits through them are Q-related. That is equivalent to the existence of q ∈ Q
with p1(q) = x1, p2(q) = x2. The choice of such a point q gives rise to:

(i) an isomorphism between the isotropy groups, ψq : Gx1
→ Gx2

, uniquely
determined by

g · q = q · ψq(g), ∀ g ∈ Gx1
.
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(ii) an ψq-equivariant isomorphism νx1
(Ox1

) → νx2
(Ox2

) between the repre-
sentations of the isotropy groups on the normal spaces to the orbits. This
isomorphism is uniquely determined by the condition that, for any v ∈ TqQ,
the class of dp1(v) is sent to the one of dp2(v).

In the case of symplectic groupoids and symplectic Morita equivalences, we have
νxi = g∗xi , and the normal isotropy representations of Gxi are identified with the
coadjoint representations of Gxi . In this case, the isomorphisms from item (ii) are
dual to the ones from item (i).

2.2. The linear normal form. Given any Poisson manifold (M,π) and fixing a
symplectic leaf (S, ωS), Vorobjev [36, 37] has constructed a linear local model which
is a certain Poisson structure πlin on an open neighborhood of the zero section in
the normal bundle ν(S) with the following two properties:

• (S, ωS), identified with the zero section of ν(S), is a symplectic leaf of πlin;
• on each fiber ν(S)x ' g∗x, πlin restricts to the linear Poisson structure πg∗x .

In general, the germ of π around S may fail to be isomorphic to the germ of
πlin around the zero section. When they are isomorphic one says that (M,π)
is linearizable around S. If, additionally, one can find arbitrary small saturated
neighborhoods of S where π and πlin are isomorphic then one says that (M,π) is
invariantly linearizable around S.

For PMCTs we have (see [10, Section 8]):

Theorem 2.3. If (M,π) is a Poisson manifold of proper (respectively, s-proper)
type then it is linearizable (respectively, invariantly linearizable) around any sym-
plectic leaf.

For a general Poisson manifold the local linear model (ν(S), πlin) is not so simple
to describe and depends on an auxiliary choice of an IM-connection (see [21] for
a modern approach). However, for a PMCT (in fact for any integrable Poisson
manifold) one can describe the linear local model very explicitly. This was already
observed in [10, Section 5.8] but we review it here in greater detail, since it will be
needed in the sequel.

The starting data consists of:

(i) A symplectic manifold (S, ωS);
(ii) A principal G-bundle p : P → S, with P connected and G compact;

(iii) An auxiliary principal connection 1-form:

θ ∈ Ω1(P, g).

The group G acts diagonally on P × g∗, where on the second factor one considers
the coadjoint action. One has a 2-form

ωθlin := p∗ωS − d〈θ, ·〉 ∈ Ω2(P × g∗), (2.5)

where 〈θ, ·〉 ∈ Ω1(P × g∗) is the form given by

〈θ, ·〉(p,ζ)(v, w) = 〈θp(v), ζ〉.

The 2-form ωθlin is closed, G-invariant, and it is non-degenerate at points of P ×{0}.
Hence, there is a G-invariant open set P × {0} ⊂ V ⊂ P × g∗ such that ωθlin

restricts to a symplectic form on V. It follows that ωθlin induces a Poisson bivector
πθlin on the quotient:

M := V/G.
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The pair (M, πθlin) is the desired linear local model. Noticed that when S is
compact the space P is compact, and one can take V of the form

V = P × V,

where V ⊂ g∗ is a G-invariant neighborhood of 0. In this case the projection in the
second factor defines a Hamiltonian G-space with connected fibers

pr2 : (P × V, ωθlin)→ g∗, (2.6)

hence, the corresponding symplectic quotients

Sξ := P ×G Oξ ' P/Gξ,

form the symplectic foliation of (M, πθlin).
For a PMCT (M,π) the data needed to construct the linear local model around

a symplectic leaf (S, ω) is obtained from a symplectic integration (G,Ω). Fixing a
base point x ∈ S, the relevant principal G-bundle p : P → S is

Gx y s−1(x)
t−→ S. (2.7)

Proof of Theorem 2.3. The proof consists of 4 steps:

Step 1: Consider the groupoid

Glin := (P × P )×G g∗ ⇒ P ×G g∗, (2.8)

the quotient of the product of the pair groupoid P × P ⇒ P with the identity
groupoid g∗ ⇒ g∗. It carries a closed, multiplicative form Ωθlin induced by the basic
2-form

Ω̃θlin := p∗1ωS − p∗2ωS − d〈θ1, ·〉+ d〈θ2, ·〉 ∈ Ω2(P × P × g∗) (2.9)

where pi : P × P × g∗ → S denotes the composition of the projection on the i-th
factor with the bundle projection p : P → S, while 〈θi, ·〉 denotes the 1-form

〈θi, ·〉(p1,p2,ζ)(v1, v2, w) = 〈θpi(vi), ζ〉.

The form Ωθlin restricts to a symplectic form on Glin|M, and this yields a symplectic
groupoid integrating the linear local model (M, πθlin)

Step 2: If (G,Ω) integrates (M,π) and we let p : P → S be the principal bundle
(2.7), the groupoid Glin is isomorphic to the action groupoid formed from the action
of the restricted groupoid GS := G|S on the normal bundle ν(S) = P ×G g∗:

Glin ' GS n ν(S).

The right-hand side is the linearization of G at S, see [14, 18, 39].

Step 3: If G ⇒ M is a proper groupoid, then by step 2 and the Weinstein-
Zung linearization theorem [14, 18, 39, 41] there are open sets S ⊂ U ⊂ M and
S ⊂M′ ⊂ ν(S) such that we have a groupoid isomorphism

G|U ' Glin|M′ .

If G ⇒ M is a s-proper groupoid, then we can take U saturated and M′ =
P ×G V ′, with V ′ ⊂ g∗ a G-invariant open neighborhood of 0.

Step 4: The isomorphism in the previous step provides a second multiplicative
symplectic form on Glin|M′ , besides Ωθlin. Since these two forms agree on GS , by a
multiplicative version of Moser’s method, possibly after possibly shrinking U and
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M′, one obtains a groupoid automorphism which pulls back the second symplectic
form to Ωθlin, so that we have an isomorphism of symplectic groupoids

(G|U ,Ω|U ) ' (Glin|M′ ,Ωθlin|M′).
See also [10, Section 8].

A different proof of this result, using the Hamiltonian local form, follows from
the proof of Theorem 2.5 (the case β = 0). �

Remark 2.4. The construction of the linear local model depends on the choice of
connection θ. Indeed, both ωθlin and the invariant open set V ⊂ P×g∗ will depend on
this choice, and hence also (M, πθlin). However, two different choices of connection
lead to isomorphic local models on a possibly smaller invariant neighborhood of
S in P ×G g∗. In fact, if θ and θ′ are two connections with open invariant sets
V,V ′ ⊂ P ×g∗, then on the overlap V ∩V ′ equation (2.9) shows that the symplectic

forms Ωθlin and Ωθ
′

lin differ by dβ, where β is a multiplicative 1-form vanishing on GS .
Hence, a multiplicative version of Moser’s method implies that the corresponding
symplectic groupoids are isomorphic around S. It follows that the corresponding
linear local models (M, πθlin) and (M′, πθ′lin) are also isomorphic around S.

2.3. Local models in the Dirac setting. The previous constructions of the
Hamiltonian local model and the linear local model extend to Dirac manifolds and
presymplectic groupoids. We will be interested in this more general setting because
we will introduce later a resolution of non-regular PMCTs and proper symplectic
groupoids that produce regular DMCTs and proper presymplectic groupoids.

The extension of the Hamiltonian local model to the Dirac setting is as follows:

Theorem 2.5. Let (S, ωS) be a presymplectic leaf in a proper Dirac manifold
(M,L). Then there exists a saturated open neighborhood U of S in M that is
Dirac diffeomorphic to the reduced space Q/G associated to some connected, free,
Hamiltonian presymplectic G-space

µ : (Q,ω)→ g∗, (2.10)

where G is a compact Lie group, µ is a submersion with connected fibers and 0 ∈
µ(Q). Under this diffeomorphism (S, ωS) corresponds to (Q//G, ωred).

Here by a Hamiltonian presymplectic G-space we mean a G-manifold Q together
with a G-invariant, closed 2-form ω, and a G-equivariant map µ : Q→ g∗ satisfying
the usual moment map condition. We will always assume that the action if free and
proper, and the moment map is a submersion – in the presymplectic setting the
latter is not implied by the former. These conditions guarantee that Q/G inherits
a reduced Dirac structure Lred uniquely determined by imposing that the quotient
map is forward Dirac (see, e.g., [4]).

The Hamiltonian presymplectic space in the theorem is constructed similarly
to the Poisson setting. Using a proper presymplectic groupoid (G,Ω) integrating
(M,L), one sets Q := s−1(T ) and ω := Ω|T , where T is a small enough transversal
T to the presymplectic leaf (S, ωS).

The proof is also similar to the Poisson setting where (Q,ω) gives a presym-
plectic Morita equivalence with (G|T ,Ω|T ). Here we need to apply the theory of
presymplectic groupoids and presymplectic Morita equivalences (see [10, Section
3.2], [11, Appendix A] and [40]). Note that the Dirac structure induced by L on
T is actually the graph of a Poisson structure. Hence, the restriction (G|T ,Ω|T ) is
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a symplectic groupoid and the Weinstein-Zung linearization theorem can still be
applied.

Remark 2.6. Similarly to what we observed after the proof of Theorem 2.1,
one also deduces a normal form for the proper presymplectic groupoid (G,Ω).
One obtains a presymplectic groupoid isomorphism with the gauge groupoid (2.3),
equipped with the presymplectic form induced by (2.4), formed from (Q,ω) above.

Let us now turn to the linear local model. The Dirac setting actually makes
the construction of the model simpler, since one does not need to restrict to a
G-invariant neighborhood of the origin in g∗. Furthermore, the linear model also
works for non-compact Lie groups, so we momentarily drop that assumption.

For the starting data one now assumes that (S, ωS) is just a presymplectic ma-
nifold. Then, given a principal G-bundle p : P → S with P connected, and an
auxiliary principal connection 1-form θ ∈ Ω1(P, g), the coadjoint bundle

Mlin := P ×G g∗,

carries a natural Dirac structure Lθlin. Namely, the quotient Dirac structure induced
by the graph of the closed form ωθlin ∈ Ω2(P × g∗) given by (2.5). Explicitly, this
Dirac structure is given by

Lθlin :=
{

(dq(v), η) : q∗η = ivω
θ
lin

}
,

where q : P × g∗ → Mlin denotes the quotient map. Here, just as in the Poisson
case, the projection

pr2 : (P × g∗, ωθlin)→ g∗,

defines a Hamiltonian presymplectic G-space, and the presymplectic foliation of
Lθlin consists of the presymplectic quotients

Sξ := P ×G Oξ ' P/Gξ ⊂Mlin,

where now ξ ∈ g∗ is arbitrary.
The construction of a canonical presymplectic groupoid integrating (Mlin, L

θ
lin)

is as in Step 1 in the proof of Theorem 2.3. The Dirac manifold (Mlin, L
θ
lin) will be

called the (Dirac) linear local model associated to p : P → (S, ω) and θ, while
(Glin,Ω

θ
lin) will be called the linear groupoid local model. We will often drop

the connection from the notation, for the reason explained in the next remark, and
write simply (Mlin, Llin) and (Glin,Ωlin).

Remark 2.7.

1) The choice of connection θ affects the linear local model as follows. Given two
principal connections θ and θ′, the closed 2-form

d〈θ, ·〉 − d〈θ′, ·〉 ∈ Ω2(P × g∗)

is a basic form, so induces a closed 2-form β ∈ Ω2(Mlin). The Dirac structures
are related by a gauge transformation in the sense of [8]:

Lθ
′

lin = eβLθlin.

Similarly, using 2.9, at the groupoid level the presymplectic forms change by a
gauge transformation

Ωθ
′

lin = Ωθlin + t∗β − s∗β.
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2) Assume that in the preceeding discussion the principal bundle is over a sym-
plectic base (S, ωS). Then S admits a Poisson neighborhood M, i.e., there is an
open neighborhood

S ⊂M ⊂Mlin,

where Lθlin is defined by a bivector πθlin. Indeed, the set of points where a Dirac
structure is the graph of a bivector is open and, since ωS is non-degenerate, the
“Poisson support” of Lθlin contains S. The restriction of Glin to M is then a
symplectic groupoid and one recovers in this way the Poisson linear local model
and its integration.

3) We will be interested in the case where G is compact. In that case, Glin is a
proper groupoid, so the Dirac linear local model is always a Dirac manifold of
proper type. It is of strong proper type iff P is 1-connected, and it is of s-proper
type iff P is compact (i.e., S is compact).

Finally, let us turn to the Dirac analogue of Theorem 2.3. Linearization, in
general, can only be achieved up to gauge transformation. This is in agreement with
the fact that in the Dirac category an isomorphism consists of a diffeomorphism
composed with a gauge transformation.

Theorem 2.8. Let (G,Ω) be a proper presymplectic groupoid which integrates the
Dirac manifold (M,L) and let (S, ωS) be a presymplectic leaf. Let G be the isotropy
group of G at some base point x ∈ S, let p = t : P = s−1(x) → S be the isotropy-
principal bundle at x and let (Glin,Ωlin) be the resulting linear Dirac local model.
Then there are arbitrarily small neighborhoods S ⊂ U ⊂ M and S ⊂ Ulin ⊂ Mlin

and an isomorphism of presymplectic groupoids:

(G|U ,Ω|U )

����

(Glin|Ulin
,Ωlin + t∗β − s∗β)

����
'

U Ulin

for some exact 2-form

β = dγ ∈ Ω2(Ulin).

Under this isomorphism, S is mapped diffeomorphically to µ−1(0)/G, and the fol-
lowing can be arranged:

(i) If G is source proper, then U and Ulin can be chosen saturated;
(ii) If G is source 1-connected, then one can choose γ whose pullback to S is zero.

Proof of Theorem 2.8. By Theorem 2.5 we may assume that:

1) we have a Hamiltonian presymplectic G-space µ : (Q,ω) → g∗, with µ a sub-
mersion;

2) the Dirac manifold and presymplectic leaf are the quotients

M = Q/G, S = Q//G = µ−1(0)/G;

3) The integrating groupoid G is the associated gauge groupoid

G = Q×G Q⇒M.

After possibly replacing Q by a smaller G-invariant neighborhood of P := µ−1(0) in
Q, one may assume that we have a G-equivariant submersive retraction r : Q→ P ,
and that (r, µ) : Q→ P × g∗ is a diffeomorphism onto an open subspace of P × g∗.
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In other words, we may assume that Q ⊂ P × g∗ is an G-invariant open subset and
µ is the projection pr2.

We then have two multipicative presymplectic forms Ω and Ωθlin on the same
gauge groupoid, and both can be recovered from their pullbacks to Q, ω and ωθlin
(see Remark 2.6). These forms are G-invariant and their difference ω − ωθlin is G-
basic since (i) each makes µ : Q → g∗ into a presymplectic G-Hamiltonian space
and (ii) the moment map conditions give, for any v ∈ g,

ivQ(ω − ωθlin) = d〈µ, v〉 − d〈µ, v〉 = 0,

where vQ is the fundamental vector field of the action of v on Q. Moreover, the
difference ω − ωθlin pulls back to zero along P . Therefore, there exist β ∈ Ω2(Ulin)
satisfying

ω − ωθlin = t∗β,

where t : Glin → Ulin is the target map, and such that its pullback to S = S×{0} ⊂
Ulin vanishes. Since we can assume that S is a deformation retract of Ulin, we
conclude that β = dγ, γ ∈ Ω1(Ulin). This proves the first half of the theorem.

If G is source proper, then in the Weinstein-Zung linearization theorem we can
take arbitrary small saturated neighborhoods, and item (i) follows.

If G is source 1-connected, then the long exact homotopy sequence for the pro-
jection p : P → S implies that S has finite fundamental group, and therefore trivial
first de Rham cohomology group. Hence, the pullback of γ to S is exact with
primitive f ∈ C∞(S). If we let F ∈ C∞(Ulin) be an extension of f , then

γ − dF ∈ Ω1(Ulin)

is a primitive for β whose pullback to S vanishes. This proves item (ii).
�

Remark 2.9. Theorems 2.5 and 2.8 have φ-twisted versions. If on a φ-twisted
Dirac manifold (M,L) one fixes a leaf (S, ωS), then one obtains:

(i) A Hamiltonian local model, as in Theorem 2.5, where now we have a Hamil-
tonian twisted presympletic G-space (Q,ω), with dω = p∗φ;

(ii) A linear local model, where in the starting data one has a twisted presym-
plectic manifold (S, ωS). The resulting linear local model has a twisted Dirac
structure Llin with twist d(pr∗ωS), where pr : P ×G g∗ → S is the (tubu-
lar neighborhood) projection. Theorem 2.8 still holds, where the integrating
groupoid is (Glin,Ω

θ
lin), with d(pr∗ωS)-twisted presymplectic form 2-form still

given by formula (2.9).

There are also linear local models and linearization results for Poisson (respec-
tively, Dirac) manifolds along Poisson (respectively, Dirac) submanifolds, general-
izing the ones along leaves (see [21]).

3. The Canonical Stratifications

This section is the starting point of our investigation of the geometry of the leaf
spaces of possibly non-regular PMCTs. We shall define two canonical stratifications,
we will analyze the Poisson geometric properties of their strata, and we will describe
the structure induced on the leaf spaces of the strata by a choice of a proper
symplectic integration.
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The stratifications can be introduced right away. Recall that any Poisson mani-
fold (M,π) induces an algebroid structure on T ∗M , with anchor π interpreted as a
map π] : T ∗M → TM . The corresponding symplectic foliation is

Fπ := Im(π]), (3.1)

and the isotropy Lie algebras coincide with the conormal spaces to the foliation

gx(M,π) := Ker(π]x) = ν∗x(Fπ) := (Fπ)o ⊂ T ∗xM. (3.2)

When no confusion arises, we will use the simpler notation gx for the isotropy Lie
algebras.

We define a first equivalence relation on (M,π) by setting

x ∼
inf
y iff gx ' gy. (3.3)

We define a second equivalence relation, using the linear holonomy representation
of the symplectic leaf S through x ∈ M on the center of the isotropy z(gx) – see
(3.18) – by setting

x ∼
hol

y iff

{
gx ' gy

z(gx)Hol ' z(gy)Hol,
(3.4)

where the superscript denotes the fixed-point set.

Definition 3.1. Let (M,π) be a Poisson manifold of proper type.

(i) Its canonical infinitesimal stratification S inf(M,π) is the partition of M
by the connected components of the equivalence classes w.r.t ∼

inf
.

(ii) Its canonical stratification S(M,π) is the partition of M by the connected
components of the equivalence classes w.r.t ∼

hol
.

For any proper Lie groupoid there exist two canonical stratifications (see [13, 33]),
which generalize the well-known orbit type and infinitesimal orbit type stratifications
of a proper Lie group action (see, e.g., [20, 32]). We will see that the canonical
stratifications of a Poisson manifold of proper type coincide with the stratifications
obtained from any proper symplectic integration.

We emphasize that the partitions in Definition 3.1 make sense for any Poisson
manifold, integrable or not. However, these partitions may be ill-behaved and fail
to satisfy the requirements to fit into a stratification. For a Poisson manifold of
proper type the situation is much nicer as they do form stratifications which enjoy
remarkable Poisson-theoretic properties. We will show that:

Theorem 3.2. Let (M,π) be a Poisson manifold of C-type. Then the strata of the
canonical stratification and canonical infinitesimal stratification are regular core
Poisson submanifolds of (M,π). Furthermore, they are Poisson manifolds of C-
type.

The notion of (regular) core Poisson submanifold, mentioned in the theorem,
arises in connection with the transverse geometry of the ambient Poisson mani-
fold. More precisely, core Poisson submanifolds retain all the information about
monodromy of the ambient Poisson manifold (see Definition 3.17).

A more detailed version of the previous theorem states that, from a proper
integration of (M,π), one obtains proper integrations of each member of either
canonical stratification. Since the strata are regular Poisson manifolds, the results
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in the second paper in this series [11, Chapter 3] show that the leaf space of each
stratum S ∈ S(M,π) and Σ ∈ S inf(M,π) is an integral affine orbifold. Moreover,
the strata are saturated submanifolds of the ambient Poisson manifold so if S ⊂ Σ,
one obtains inclusions of leaf spaces:

S/Fπ ⊂ Σ/Fπ ⊂M/Fπ.

It is natural to wonder if the integral affine orbifold structures on S/Fπ and Σ/Fπ
are induced by an integral affine orbifold structure on M/Fπ. However, the ambient
Poisson manifold is not regular, so [11] does not apply to it. We will be able to
address this issue once we have introduced in Section 5 the desingularization of
(M,π). Hence, we postpone to that section the discussion of leaf spaces of PMCTs.

3.1. Stratifications and orbit types. Before we discuss in detail the canonical
stratifications of PMCTs, we will start by providing a short overview of the basics
on stratifications and we will recall the orbit type stratification of a proper Lie
groupoid.

3.1.1. General stratifications. We consider stratifications of a space M in the fol-
lowing sense.

Definition 3.3. A stratification S of a topological space M is a locally finite
partition into locally closed, connected, subspaces – called strata – which are ma-
nifolds and satisfy the following frontier condition: the closure of each strata S ∈ S
satisfies

S = S ∪
⋃
i

Si,

where Si are the strata satisfying dimSi < dimS. When M is a manifold and each
stratum is an embedded submanifold we call S a smooth stratification.

Remark 3.4 (connected strata). The condition that the strata be connected is
more important than it may seem at first sight. This condition makes the notion
of stratification into a local one, which agrees with Mather’s germ-viewpoint on
stratifications but without reference to germs (see, e.g., [32]). In practice, one
usually starts with a locally finite partition P of M by manifolds and one passes to
the partition Pc consisting of the connected components of the members of P. In
many examples (e.g., for the partition by orbit types), the frontier condition holds
only after this passage. That implies, in particular, that a stratification may be
induced by several different (but interesting) partitions. To handle such situations,
one has the following simple lemma (see, e.g., [13]).

Lemma 3.5. Let Pi, i ∈ {1, 2} be two partitions of a space M by manifolds with
the subspace topology (whose connected components may have different dimensions).
Let Pci be the partition obtained by taking the connected components of the mem-
bers of Pi. Then Pc1 = Pc2 if and only if, for each x ∈ M , there exists an open
neighborhood U of x in M such that

P1 ∩ U = P2 ∩ U,

where Pi ∈ Pi are the members containing x.

The strata of a stratification S of M are partially ordered by

S 4 T ⇐⇒ S ⊂ T .
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The strata that are maximal w.r.t. 4 are precisely the open strata. The union of
all the maximal strata form a dense open subset of M , called the S-regular part
of M and denoted

MS−reg ⊂M.

A stratum S is called subregular if it is maximal among the non-regular strata.
The S-regular part is the first member of a filtration

C0 ⊂ C1 ⊂ . . . ⊂ Cn = M,

where Ck consists of the disjoint union of all strata of codimension at most k. If S
is a smooth stratification, this codimension is relative to the ambient manifold M .
For a general stratification the codimension of a stratum is relative to the dimension
of the maximal stratum whose closure contains it. The stratification S is recovered
from the filtration by considering the connected components of the codimension
k-locus:

Σk := Ck \ Ck−1. (3.5)

The axioms on S translate into properties of the filtration – e.g., that C0 is dense
or, as a consequence of the frontier axiom, that each Σk is a disjoint union of
manifolds closed in Ck, so all the members of the filtration are open in M . One can
also consider a similar filtration by dimension, but for us codimension arises more
naturally. The previous discussion also implies the following result.

Lemma 3.6. Let S1 and S2 be two stratifications of M and assume that for every
x ∈M the strata of S1 and S2 through x have the same codimension. Then S1 = S2.

The following result should be standard, but since we could not find a proof in
the literature we include one.

Lemma 3.7. Let S be a smooth stratification of a manifold M . If S has no strata
of codimension k ∈ {1, . . . , p} then the maps induced in homotopy by the inclusion,

i∗ : πj(M
S−reg)→ πj(M),

are isomorphisms in all degrees j ∈ {0, 1, . . . , p− 1}.

Proof. If S ⊂M is a submanifold of codimension k, then the inclusion M \S ↪→M
induces an isomorphism

πj(M \ S) ' πj(M), (0 ≤ j < k − 1).

This is a folklore result which can be proved representing elements of homotopy
groups by smooth maps and using transversality theory.

Now apply this result to the codimension k submanifold Σk of Ck. Since Ck−1 =
Ck \ Σk, we conclude that if S has no strata of codimension k ∈ {1, . . . , p}, then

πj(M) = πj(Cn) = · · · = πj(Cp) = πj(M
S−reg) (0 ≤ j < p).

�

3.1.2. The stratifications induced by a proper action. An important class of exam-
ples of stratifications comes from proper actions.

At the global level, an action of a Lie group G on a manifold M determines the
following equivalence relations on M :

• Isotropy types: x ∼ y if the isotropy groups Gx and Gy are isomorphic.
• Orbit types: x ∼

orb
y if the isotropy groups Gx and Gy are conjugate.
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• Local orbit types: x ∼
loc

y if Gy = AdgGy and there is an isomorphism

of the normal isotropy representations Gx y νx and Gy y νy compatible
with Adg.
• Morita types: x ∼

Mor
y if the normal isotropy representations Gx y νx

and Gy y νy are isomorphic (this is equivalent to the existence of a Morita
equivalence between neighborhoods of the orbits through x and y, preserv-
ing these orbits).

There are some obvious implications

∼
orb

+3 ∼

∼
loc

+3

KS

∼
Mor

KS (3.6)

For a proper action, all these equivalence relations determine partitions of M by
submanifolds. Upon passing to connected components, these partitions induce the
same smooth stratification of M . We call it the canonical stratification induced
by the proper action, denoted SG(M). We also have infinitesimal versions of the
equivalence relations above, such as:

• Infinitesimal isotropy types: x ∼
inf
y if gx and gy are isomorphic.

• Infinitesimal Morita types: x
Mor∼
inf

y if (gx, νx) and (gy, νy) are isomor-

phic as pairs consisting of a Lie algebra and a representation.

Again one finds that, upon passing to connected components, the partitions defined
by them induce the same smooth stratification. We call it the canonical infini-
tesimal stratification induced by the proper action, denoted S inf

G (M). We refer
the reader to [13, Section 4] for details.

The strata of both SG(M) and S inf
G (M) are saturated by orbits of the action, and

therefore give rise to two partitions of the orbit space M/G, denoted SG(M/G) and
S inf
G (M/G). The first partition is a stratification of M/G in the sense of Definition

3.3. The second one would also be a stratification if in the definition we would allow
the members of the partition to be orbifolds. Furthermore, the two stratifications
can be interpreted as “smooth stratifications of M/G”. Indeed, although M/G may
fail to be a manifold, there are various known frameworks to make sense of “smooth
structures” on M/G, of smooth subspaces and, ultimately, of smooth stratifications
of M/G (see Remark 5.3).

3.1.3. The stratifications induced by a proper Lie groupoid. Most (but not all) of
the previous equivalence relations for proper G-actions extend to general proper
Lie groupoids G ⇒ M . They give rise to the groupoid analogues of the canonical
stratifications above.

First of all, one can define right away the isotropy type equivalence relations ∼
and ∼

inf
using the isotropy Lie group Gx and the associated Lie algebra gx, at any

point x ∈M . Then, since there are also isotropy representations νx ∈ Rep(Gx) one
can also introduce the Morita type equivalence relation ∼

Mor
and its infinitesimal

version. Passing to connected components, and using that the slice theorem holds
in this generality, one ends up with two smooth stratifications of M , induced by ∼
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and ∼
inf

, and denoted

SG(M) and S inf
G (M).

We call them the canonical stratification and the canonical infinitesimal stra-
tification induced by G, respectively. These are discussed in greater detail in [13].

The regular part of the stratifications SG(M) and S inf
G (M) are called the prin-

cipal locus and the regular locus of M , respectively:

Mprinc := MSG(M)−reg, M reg := MS
inf
G (M)−reg.

Recalling that a point is regular w.r.t. to a stratification if and only if the corre-
sponding stratum is open, and using the slice theorem, one finds:

Mprinc = {x ∈M : the action of Gx on νx is trivial},
M reg = {x ∈M : the action of gx on νx is trivial}.

We will also call the subregular locus of M the subregular part of the infinitesimal
stratification:

M subreg := MS
inf
G (M)−subreg.

Similarly, at the level of the orbit space B = M/G, one obtains partitions

SG(B) and S inf
G (B).

Again, these are “smooth stratifications” in the more general sense mentioned before
for orbit spaces of proper actions.

Remark 3.8. The 1-1 correspondence between subspaces of B = M/G and invari-
ant subspaces of M gives rise to a 1-1 correspondence between stratifications of B
and G-invariant stratifications of M (provided the orbit spaces of the G-invariant
strata are manifolds). The fact that the canonical projection p : M → B is an open
map implies that the frontier condition is preserved.

Remark 3.9 (Morita equivalences II). It follows from Remark 2.2 that for Morita
equivalent proper groupoids Q-related points have isomorphic isotropic groups.
Hence, both canonical stratifications for proper groupoids are Morita invariant.

3.1.4. Stratification of foliations of proper type. One class of groupoids that plays
an important role for us is that of foliation groupoids, i.e., Lie groupoids B ⇒ M
that integrate a foliation (M,F) (not necessarily s-connected). Equivalently, these
are Lie groupoids with all isotropy groups discrete. In particular this implies that
the infinitesimal stratification on the base of such a Lie groupoid is trivial.

We recall from [11, Chapter 2] that a foliation F is said to be C-type if it admits
a s-connected integration that is of C-type.

Proposition 3.10. Two proper s-connected foliation groupoids integrating a folia-
tion (M,F) induce the same canonical stratification.

Proof. Recall that any foliation groupoid B ⇒ M integrating F covers the ho-
lonomy groupoid Hol(M,F), and the properness of B forces the properness of
Hol(M,F). Therefore it suffices to compare the stratifications induced by B and
Hol(M,F).

In short, the argument is based on a combination of Lemma 3.5 and the Morita
equivalence underlying the normal form for B from [11, Theorem 2.5.5]. More
precisely, to check the condition from Lemma 3.5 at a point x ∈M for the partitions
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associated to B and Hol(M,F), we make use of [11, Theorem 2.5.5] applied at x
and we consider the resulting Morita equivalence

B|U

����

!! Q

p1

xx
p2

''

~~ Γ n V

����
U V

where Γ = Bx, V = νx(S) and x is Q-related to 0. The holonomy group Holx is
the image of the representation map Γ→ GL(V ) and the Morita equivalence above
induces one between the holonomy groupoid and the action groupoid HolxnV . By
Remark 3.9, to check the equality from Lemma 3.5 at x for the partitions associated
to B and Hol(M,F), we have to check the similar equality on the right hand side
at 0 for the partitions associated to Γ n V and HolxnV . This boils down to the
fact that a vector v ∈ V is Bx-invariant if and only if it is Holx-invariant. �

Definition 3.11. Given a foliation of proper type F of M , the holonomy stratifi-
cation induced by F , denoted SHol(M,F), is the canonical stratification induced
by any s-connected proper foliation groupoid integrating F .

Since each strata is saturated, SHol(M,F) induces a partition of the leaf space
M/F , denoted SHol(M/F). This turns out to be a stratification in the sense of
definition 3.3. The smoothness of the strata is obtained as a corollary of the previous
proof. We call a leaf principal if it is contained in the principal part of the
holonomy stratification.

Corollary 3.12. For any stratum Σ ∈ SHol(M,F) one has

νΣ(F) = νM (F)Hol

and (Σ,F|Σ) is a simple foliation. In particular a leaf is principal if and only if it
has trivial holonomy.

Proof. The equality follows from the previous proof. The second part follows from
the fact that proper foliations with trivial holonomy must be simple. �

3.2. The canonical infinitesimal stratification of PMCTs. Finally, we move
to the setting of PMCTs. We will show that the canonical and the canonical infini-
tesimal stratifications induced by the corresponding proper symplectic groupoids do
not depend on the integrations themselves but only on the actual Poisson bivector,
and that their strata will inherit Poisson-geometric structures. In this subsection we
discuss the canonical infinitesimal stratification and in the next one the canonical
stratification.

Besides the equivalence relation x ∼
inf

y, defined by (3.3), we also consider the

equivalence relation

x ∼
cod

y iff codimgx z(gx) = codimgy z(gy),

that partitions M into the subsets

Σinf
k (M,π) = {x ∈M | codimgx z(gx) = k}, k = 0, 1, . . . . (3.7)

In the case of PMCTs the isotropy Lie algebras are of compact type, and for these
we have

codimg z(g) = dim gss,
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where gss is the semi-simple part of g. Indeed, this follows from the usual decom-
position

g = z(g)⊕ gss, gss := [g, g]. (3.8)

Theorem 3.13. Let (M,π) be a Poisson manifold of proper type. Then the par-
tition S inf(M,π) is a stratification of M and its codimension k strata are precisely
the connected components of Σinf

k (M,π). This stratification satisfies:

Σinf
0 (M,π) = M reg; (3.9)

Σinf
1 (M,π) = Σinf

2 (M,π) = ∅, (3.10)

where M reg consists of points where the rank of π is locally constant. In particular,
the set M reg is connected, so all regular leaves have the same dimension, and the
inclusion M reg ⊂M induces an isomorphism of fundamental groups.

Remark 3.14. Equation (3.9) says that the regular locus of the Poisson bivector
coincides with the regular locus of the infinitesimal stratification, so we can unam-
biguous call this locus the regular locus of (M,π). We define the subregular
locus of (M,π) as the subregular locus of the infinitesimal stratification

M subreg := MS
inf (M,π)−subreg.

According to the theorem, this is the subset of M sing := M\M reg where the rank
π|Msing is maximal.

Proof. Let (G,Ω) ⇒ M be a proper symplectic groupoid integrating (M,π). The
fact that S inf(M,π) is a stratification follows from the general discussion on proper
Lie groupoids; the discussion below provides further insight.

To prove that ∼
cod

and ∼
inf

induce the same stratifications, we proceed like in the

proof of Proposition 3.10. We use Lemma 3.5 and the normal form of Theorem 2.1,
which yields a Morita equivalence (see Remark 2.2)

G|U

����

!! Q

α

xx
µ

''

~~ Gn V

����
U V

with V ⊂ g∗ invariant under the coadjoint action, and with x0 Q-related to 0 ∈ V .
By Remark 3.9 and the fact that ∼

cod
only depends on isotropy Lie algebras, to prove

the condition from Lemma 3.5 at x0 it suffices to check that

V ∩ Σ0 = V ∩ Σinf
k (g∗, πlin), (3.11)

where Σ0 is the stratum of the canonical stratification of g∗ through the origin and
k equals the codimension of z(g) in g.

Notice that V ∩ Σ0 = V g, the fixed-point set of the restriction of the coadjoint
action to V . On the other hand, we have that Σinf

k (g∗, πlin) ∩ V consists of the
points ξ ∈ V such that z(gξ) has the same dimension as z(g). Since g is compact,
this happens if and only if ξ ∈ z(g)∗, which is precisely V g.

For later reference, we note that the previous argument gives the following de-
scription of the stratum Σ ∈ S inf(M,π) through x0 in the Hamiltonian local normal
form

U ∩ Σ = µ−1(z(g)∗)/G. (3.12)
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The equality (3.9) is a restatement of the fact that a point x ∈ M is regular
for π if and only if its isotropy Lie algebra is abelian. The equalities (3.10) are
consequences of the fact that there are no semisimple Lie algebras of compact type
of dimension 1 and 2. Lemma 3.7 implies that the inclusion M reg = Σ0 ⊂ M
induces an isomorphism on π0 and π1, proving also the remaining claims about
M reg. �

Corollary 3.15. For any stratum Σ of the infinitesimal stratification of a Poisson
manifold of proper type (M,π) and any x ∈ Σ one has

(TxΣ)0 = ((g∗x)gx−inv)0 = gss
x . (3.13)

In particular,

TxΣ/TxSx = zx(g)∗. (3.14)

Moreover, the following are equivalent:

(a) Σ is a subregular stratum;
(b) the codimension of Σ is 3;
(c) gss

x
∼= su(2) for a/any x ∈ Σ.

Proof. The first part of the result follows from (3.12). The equivalences (a)-(c) hold
when (M,π) is the dual of a Lie algebra of compact type. Hence, as in the proof
of the theorem, they hold for any Poisson manifold of proper type. �

Remark 3.16. Theorem 3.13 and Corollary 3.15 admit generalizations to the infin-
itesimal stratification of any proper groupoid G. Namely, one can show that S inf(G)
coincides with the stratification induced by the codimension of the fixed point set
of the actions of the isotropy Lie algebras on the normal spaces. The identity (3.9)
remains valid, but not the identities (3.10). Also, the identity (3.13) now becomes

(TxΣ)0 = (νx(Ox)gx)0.

We now move to the Poisson geometric properties of the canonical infinitesimal
stratification. Notice that, by the definition of ∼

inf
, the strata are saturated with

respect to the symplectic foliation, hence are Poisson submanifolds. As we shall see
shortly, they belong to the following very special class of Poisson submanifolds.

Definition 3.17. A core Poisson submanifold of (M,π) is a Poisson submani-
fold Σ with symplectic foliation FΣ such that:

(i) Σ is saturated and FΣ is regular;
(ii) for each x ∈ Σ, the canonical map

gx = ν∗x(Fπ)→ ν∗x(FΣ), ξ 7→ ξ|TΣ, (3.15)

restricts to an isomorphism

r : z(gx)
∼−→ ν∗x(FΣ). (3.16)

Core Poisson submanifolds allow one to reduce the study of certain invariants of
Poisson manifolds to the regular case, where its geometry is more transparent and
they become easier to compute.

Theorem 3.18. If (M,π) is a Poisson manifold of (strong) C-type, then so are all
the strata of S inf(M,π). Moreover, every strata is a core Poisson submanifold of
(M,π).
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Before proceeding with the proof, we first recall the following construction of
Hamiltonian reduction of symplectic groupoids along Poisson submanifolds. Let
(G,Ω) ⇒ M be a symplectic groupoid. Its restriction GN ⇒ N to any saturated
submanifold N ⊂ M is a coisotropic subgroupoid of (G,Ω) and one applies the
classical symplectic reduction. Namely, the kernel

K := Ker(Ω|GN ) ⊂ TGN

can be interpreted as a foliation on GN and, if the leaf space

Gred := GN/K (3.17)

is a smooth manifold, then Ω|GN descends to symplectic structure Ωred on Gred.
In our context, it follows that (Gred,Ωred) ⇒ N is a symplectic groupoid (cf. [7]).
The various groupoids appearing in this reduction are represented by the following
diagram:

(GN ,ΩN )

����

� � // (G,Ω)

(Gred,Ωred)

We say that the saturated submanifold N is suited for smooth reduction of
G if the leaf space (3.17) is, indeed, a smooth Hausdorff manifold. The resulting
symplectic groupoid (Gred,Ωred) will be called the reduction of G along N . It is
clear that, in this case, if G is of C-type, then so is its reduction along N .

The foliation K can be further described by taking advantage of the groupoid
context. First of all, K can be reconstructed from its restriction K|N to N via
right (or left) translations. Secondly, K|N is a smooth sub-bundle of the bundle of
isotropy Lie algebras of GN which, via the isomorphism Lie(G) ' T ∗M given by Ω,
is identified with the Lie algebra bundle

K|N ' (TN)0 ⊂ T ∗NM.

Thirdly, each fiber Kx integrates to a connected subgroup Kx ⊂ Gx and one obtains
a bundle of groups K → N that acts on GN . Finally, the leaf space (3.17) can now
be described as the quotient of this action. This leads to the following result.

Lemma 3.19. Given a symplectic groupoid (G,Ω) ⇒ M , a saturated submanifold
N ⊂ M is suited for smooth reduction of G if and only if the bundle of connected
groups K ⊂ G integrating K|N = (TN)0 is closed in GN .

If G is of (strong) C-type, then N is suited for smooth reduction if and only if
each connected subgroup Kx is closed in Gx, in which case Gred is also of (strong)
C-type.

Proof. The first part of the lemma follows from the previous discussion. Assume
then that G is of C-type. If all Kx are closed, they are also compact since G is
proper. It follows that the bundle K is closed in GN . The reduced groupoid Gred is
proper since it is the restriction of G to the saturated submanifold N , followed by
the quotient by a bundle of compact Lie groups K. Similarly, the s-fiber of Gred at
x is the quotient of the s-fiber G at x by the compact connected subgroup Kx. It
follows that if G is of (strong) C-type so is Gred. �
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Proof of Theorem 3.18. Fix a stratum Σ ∈ S inf(M,π). This is a regular Poisson
submanifold since, by the definition of S inf(M,π), points in Σ have isomorphic
isotropy. Notice also that, by Corollary 3.15, the kernel of the canonical map

gx = ν∗x(Fπ)→ ν∗x(FΣ), ξ 7→ ξ|TΣ,

is precisely gss
x . Therefore, the restriction of this map to the center z(gx) gives an

isomorphism onto ν∗x(FΣ), i.e., Σ is a core Poisson submanifold.
To prove that Σ is of (strong) C-type we show that Σ is suited for smooth

reduction of G by appealing to Lemma 3.19. We are left with proving that for each
x ∈ Σ the connected Lie group Kx integrating (TΣ)0 ⊂ T ∗ΣM is closed in Gx. By
(3.13) (TΣ)0 = gss

x and thus its integration is a closed subgroup of G0
x (see, e.g., pp.

165 in [20]).
�

The following result shows that core Poisson submanifolds retain all the infor-
mation about two important invariants, that we recall after its statement.

Theorem 3.20. For any core Poisson submanifold Σ of a Poisson manifold (M,π):

(i) the holonomy representations of (M,π) and (Σ, πΣ) at any x ∈ Σ are isomor-
phic, i.e. one has a commutative diagram:

GL(z(gx))

∼ r∗

��

π1(S, x)

ρHol
M

88

ρHol
Σ &&

GL(ν∗x(FΣ))

where r is the isomorphism (3.16);
(ii) the monodromy map of (Σ, πΣ) at any x ∈ Σ factors through the monodromy

map of (M,π):
Z(G(gx))

Φ

��

π2(S, x)

∂M
88

∂Σ
&&
z(gx)

where we use the isomorphism ν∗x(FΣ) ' z(gx) given by (3.16), and Φ is the
restriction to the center of the group morphism G(gx)→ z(gx) integrating the
map (3.15) in the core condition.

For a Poisson manifold (M,π) its linear holonomy representation at x ∈M
is a homomorphism

ρHol : π1(S, x)→ GL(z(gx)), (3.18)

where S is the symplectic leaf containing x. It is the parallel transport map for
the canonical flat connection on the bundle of centers of the isotropy z(gS) → S
defined by

∇ : X(S)× Γ(z(gS))→ Γ(z(gS)), ∇π](α)ξ = [α, ξ]. (3.19)
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In the regular case this is just the Bott connection and (3.18) is the dual of the
usual linear holomomy representation of a foliation. When (M,π) is integrable, the
linear holonomy also has the following interpretation.

Proposition 3.21. Let (G,Ω) be any symplectic integration of (M,π), fix x ∈ M
and let S be the symplectic leaf containing x. Then the linear holonomy represen-
tation factors through the adjoint representation of Gx/G0

x on z(gx)

π1(S, x)

ρHol
M

&&

��

GL(z(gx))

Gx/G0
x

Ad

88

where the vertical arrow arises from the homotopy exact sequence of t : s−1(x)→ S.

The proof is deferred to the end of the section.
Next we briefly recall the other invariant present in the statement of Theorem

3.20. For any Poisson manifold (M,π), its monodromy map at x is a group
homomorphism

∂x : π2(S, x)→ Z(G(gx)). (3.20)

In the regular case, this map has a nice geometric interpretation as the variation
of symplectic areas of spheres in directions transverse to S (see [9] or [12, Chapter
14]). In the non-regular case, assuming that (M,π) is integrable with the source
1-connected integration denoted Σ = Σ(M,π), then (3.20) can be defined as the
boundary map in the long homotopy sequence associated to t : s−1(x) → S, com-
bined with the canonical inclusion of π1(Σx) into Z(G(gx)) (see [9] or [12, Chapter
14]). We also recall that one defines the monodromy group of (M,π) at x as the
image of the monodromy map

Nx := Im(∂x) ⊂ Z(G(gx)).

The integrability of a Poisson manifold is controlled by the groups Nx∩Z(G(gx))0.
In general, passing to a Poisson submanifold, one loses information about the

holonomy and/or the monodromy of the ambient Poisson manifold. Theorem 3.20
asserts that core Poisson submanifolds have the remarkable property of keeping the
relevant part of this information and allows to reduce the computation of these
groups to the regular case. More precisely, they encode the entire linear holo-
nomy and, since Φ restricts to an isomorphism on Z(G(gx))0, they also detect the
obstructions to integrability.

Proof of Theorem 3.20. The representation (3.21) is natural with respect to a sur-
jective morphism φ : A → B of transitive Lie algebroids over S. Similarly, at the
groupoid level with the adjoint representation. Upon restriction to the centers, the
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naturality translates to the commutativity of the diagram

π1(S, x)× z(gAx )
ρHol
A //

(id,φ)

��

z(gAx )

φ

��
π1(S, x)× z(gBx )

ρHol
B // z(gBx )

A similar naturality argument applies to the monodromy maps of transitive
algebroids, and one obtains another commutative diagram

Z(G(gAx ))

Φ

��

π2(S, x)

∂A

88

∂B &&
Z(G(gBx ))

where Φ : G(gAx )→ G(gBx ) is the morphism integrating φ.
The result follows from the previous commutative diagrams applied to the alge-

broid morphism
T ∗SM → T ∗SΣ,

where S is a symplectic leaf inside Σ. �

Proof of Proposition 3.21. We start by remarking that the linear holonomy repre-
sentation (3.18) of (M,π) at x depends only on the restricted algebroid T ∗SM , and
in fact makes sense for a general transitive Lie algebroid (AS , [·, ·]AS , ρS)→ S. For
such an algebroid, one has a flat AS-connection on the isotropy Lie algebra bundle
gS := Ker(ρS) given by

∇ : Γ(AS)× Γ(gS)→ Γ(gS), ∇α(β) = [α, β]AS . (3.21)

For any source connected Lie groupoid GS with algebroid AS , this integrates to
the adjoint representation of GS on gS . Upon restriction to the centers z(gS), the
AS-connection factors via the anchor map ρS : AS → TS to a flat connection

∇ : X(S)× Γ(z(gS))→ Γ(z(gS)).

Using this remark, let GS be the restriction of G to S and let IS be the bundle of
groups consisting of the unit connected components of the isotropy groups of GS .
Then GS and IS have Lie algebroids AS = T ∗SM and gS = Ker(ρS = π]|S : AS →
TS). The proof is a combination of several ingredients:

1) The representation Ad from the statement is simply the one induced by the
adjoint representation of the Lie group Gx on its Lie algebra. The key remark
is that the adjoint action makes sense as an action of the entire GS on gS and,
when acting just on z(gS), it descends to an action

Ad : GS/IS → GL(z(gS)).

2) The infinitesimal counterpart of Ad is the the action of AS on gS induced by
the Lie bracket, i.e., the flat AS-connection (3.21). As remarked above, upon
restriction to the center, it descends to an action of AS/gS . Under the isomor-
phism AS/gS ' TS this becomes the flat connection on z(gS) whose parallel
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transport defines the representation ρHol
M . At the global level, one can consider

the entire parallel transport as a representation

ρHol
M : Π(S)→ GL(z(gS)).

3) Notice that GS/IS is a s-connected Lie groupoid integrating AS/gS while Π(S) is
a source 1-connected integration of TS. Therefore, we have a groupoid morphism

Ψ : Π(S)→ GS/IS , (3.22)

integrating the isomorphism TS ' AS/gS . Restricting to the isotropy group
at a point x ∈ M provides the desired vertical group homomorphism in the
statement. Explicitly, a class [γ] ∈ π1(S, x) is sent to the class of u(1) ∈ Gx/G0

x,
where u : I → s−1(x) is any lift of γ along the target map starting at the unit.
This is precisely the boundary map from the statement.

We now see that the representations Ad ◦Ψ and ρHol
M have the same linearization

and, therefore, they must coincide. The argument can summarized by the following
diagrams

TS
∇

%%

OO

∼ρS

��

gl(z(gS))

AS/gS

ad

99

Π(S)

ρHol
M

%%
Ψ

��

GL(z(gS))

GS/IS
Ad

99

where the left diagram is the infinitesimal counterpart of the right diagram. At x,
one obtains the diagram from the statement. �

3.3. The canonical stratification of PMCTs. We now discuss the canonical
stratification S(M,π), originally introduced in Definition 3.1. We will give two
analogues of the result we proved for proper foliations, Proposition 3.10. The first
one is a simple consequence for regular PMCTs of the definition of ∼

hol
.

Proposition 3.22. For any regular Poisson manifold of proper type (M,π) its
canonical stratification S(M,π) coincides with the canonical stratification of its
foliation Fπ.

Proof. We note that we even have an equality at the level of partitions. The linear
holonomy of the algebroid T ∗M that is used in the definition of ∼

hol
is nothing but

the (dual of) the linear holonomy of the foliation Fπ. �

The second Poisson geometric analogue of Proposition 3.10 holds for arbitrary
PMCTs, also justifying our terminology for S(M,π).

Proposition 3.23. Let (M,π) be a Poisson manifold of proper type. Then for
any proper integration (G,Ω) the canonical stratification SG(M) coincides with the
partition S(M,π) induced by the equivalence relation ∼

hol
defined by (3.4).
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Proof. Proposition 3.21 implies that the equivalence relation ∼
hol

agrees with the

following one:

x ∼′G y iff

{
gx ' gy

z(gx)Gx ' z(gy)Gy .

So we have to prove that ∼G and ∼′G produce the same partition of M . We do
that by an argument similar to the one in the proof of Theorem (3.13), making use
of Lemma 3.5 and the normal form of Theorem 2.1. We are left with proving the
analogue of (3.11):

V ∩S0 = V ∩S′0,

Writing out the two sides, we are left with proving that, for ξ ∈ g∗:

ξ ∈ V G ⇐⇒ ξ ∈ V g and z(gξ)
Gξ ' z(g)G.

To show this, fix first ξ satisfying the conditions in the right-hand side. The first
condition guarantees that gξ = g which, in turn, implies that the second isomor-
phism is actually an equality. On the other hand, if we choose a G-invariant inner
product on g, then the dual vξ ∈ g of ξ is always in z(gξ)

Gξ and hence it has to
be G-invariant. Therefore ξ is G-invariant as well. The opposite implication is
clear. �

Remark 3.24. The previous theorem implies that SG(M) does not depend on the
choice of proper integration of (M,π) and can be defined in terms of infinitesimal
data. This, together with an appropriate modification of the theorem, holds true
for proper integrations of arbitrary algebroids. The more general version of ∼

hol
is:

x ∼
hol

y if gx ' gy and the invariant parts of ν∗x(Ox) and ν∗y (Oy) are isomorphic.

The principal part of (M,π) is defined as the regular part of this stratification

Mprinc := MS(M,π)−reg.

Also, we will denote by Sk(M,π) the union of the codimension k strata of S(M,π).
Similar to Theorem 3.13 for the infinitesimals stratification, we have the following.

Theorem 3.25. Let (M,π) be a Poisson manifold of proper type. Then the codi-
mension of the strata of S(M,π) through x ∈ M is precisely the codimension of
z(gx)Hol in gx, i.e.,

Sk(M,π) =
{
x ∈M : codimgx(z(gx)Hol) = k

}
.

In particular, Mprinc consists of those points x ∈ M reg with the property that the
linear holonomy representation ρHol

M : π1(Sx)→ GL(νx) is trivial.

Notice however that, unlike the case of the infinitesimal stratification, the canon-
ical stratification of a Poisson manifold of proper type may have codimension one
strata. See Example 3.27.

Proof. Notice that, by Proposition 3.21, z(gx)Hol = z(gx)Gx so the codimension
partition is invariant under Morita equivalences. Therefore we can apply again the
same type of argument used in the proofs of Theorem (3.13) and Proposition 3.23.
We will be left with proving that:

ξ ∈ (g∗)G ⇐⇒ codimgξ

(
z(gξ)

Gξ
)

= codimg

(
z(g)G

)
.



PMCTS 27

Notice that the codimension of z(gξ)
Gξ in gξ can can only increase when moving

away from 0 ∈ g∗. Hence, if ξ satisfies the conditions on the right hand side, then
gξ = g and z(gξ)

Gξ = z(g)G, from which it follows that ξ ∈ (g∗)G. The opposite
implication is clear. �

Similar to Corollary 3.15 we have:

Corollary 3.26. For any stratum S of the canonical stratification of a Poisson
manifold of proper type (M,π) and any x ∈ Σ one has:

(TxS)0 = ((g∗x)Gx)0 = gss
x ⊕ Coinvπ1(Sx)(z(gx)). (3.23)

In particular,

TxS/TxSx = (z(g)∗)Gx/G
0
x . (3.24)

Example 3.27. Similarly to what happens for proper Lie group actions, the canon-
ical stratification of PMCTs may have codimension one strata. For example, let

(S, ω) be a symplectic manifold with a connected double cover q : S̃ → S. Also, let
Z2 act on S1 by inversion, so we have the principal S1 o Z2-bundle

P := S̃ ×Z2
(S1 o Z2)→ S.

The gauge construction for P and (S, ω) produces a Poisson manifold of proper
type (see [10, Section 5.8])

Mlin =: S̃ ×Z2
R,

with Poisson structure πlin induced by the leafwise symplectic form on S̃ ×R. The
coadjoint action of Z2 on R is by reflection and it follows that S(Mlin, πlin) has the
codimension one strata

Σ1 = S̃ × {0}/Z2 ≡ S.

Next, we discuss the interaction between the canonical and the infinitesimal strata.

Theorem 3.28. For any Poisson manifold of proper type (M,π) the canonical
stratification S(M,π) is a refinement of S inf(M,π). Its restriction to a stratum
Σ ∈ S inf(M,π) coincides with the canonical stratification of (Σ, πΣ), i.e.,

S(M,π)|Σ = S(Σ, πΣ).

Furthermore, the principal part of (Σ, πΣ) consists of those points x ∈ Σ for which
the representation ρHol

M : π1(Sx)→ GL(z(gx)) is trivial.

Proof. If Σ ⊂M is a stratum of S inf(M,π), since (Σ, πΣ) is a core Poisson subman-
ifold, by Theorem 3.20 its linear holonomy coincides with the linear holonomy of
(M,π). This implies the statement in the theorem. The last part also follows from
the fact that Σ is a core Poisson submanifold and from the description in (3.14) of
νΣ(Sx). �

Next, we have the analogue of Theorem 3.18:

Theorem 3.29. If (M,π) is a Poisson manifold of proper type each strata of
S(M,π) is a saturated, regular, Poisson submanifold of (M,π), of the same (strong)
C-type as (M,π).
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Proof. A stratum S ∈ S(M,π) is saturated by symplectic leaves and therefore it is
a Poisson submanifold of (M,π). It is regular because it is a Poisson submanifold
of a regular Poisson manifold (Σ, πΣ), for some Σ ∈ S inf(M,π).

Let (G,Ω) be an integration of (M,π) of C-type and fix S ∈ S(M,π). We have
S ⊂ Σ for some Σ ∈ S inf(M,π), and we already know that Σ is suited for smooth
reduction of (G,Ω). So we may assume without loss of generality that (G,Ω) is
an integration of C-type of the regular Poisson manifold (Σ, πΣ). We make use of
Lemma 3.19 and of the notations therein. We need to show that S is suited for
smooth reduction of (G,Ω), i.e., that the integration K ⊂ G of the bundle of abelian
subalgebras

(TS)0 ⊂ T ∗Σ

is a closed subgroupoid.
The bundle of groups K is contained in the connected component of the isotropy

T of G ⇒ Σ which, since (Σ, πΣ) is regular, is a bundle of tori with fibers

Tx = ν∗(FΣ)x/Λx.

Here Λ denotes the transverse integral affine structure associated to the regular
Poisson manifold of proper type (Σ, πΣ) [11, Section 3.3], i.e., the kernel of the
exponential map

exp : gx = ν∗x(FΣ)→ Gx.

To show that K is closed it is enough to show that its fibers are subtori of the fibers
of T , i.e., that each (TxS)0 is an integral affine subspace of (gx,Λx). It follows
from (3.23) that we have a canonical Gx-invariant splitting

gx = gGxx ⊕ (TxS)0.

Since gx is abelian, the action of the connected component G0
x is trivial and we

obtain a Gx/G0
x-invariant splitting

gx = g
Gx/G0

x
x ⊕ (TxS)0.

Observing that the action of Gx/G0
x on gx is by integral affine transformations, to

conclude our proof it suffices to invoke the following lemma.

Lemma 3.30. Let V be an integral affine vector space and let Γ be a finite group
acting by integral affine transformations on V . Then there is a canonical Γ-invariant
splitting by integral affine subspaces

V = V Γ ⊕ ((V ∗)Γ)0.

Proof of the Lemma. Let T : V → V be the linear integral affine map

T (v) :=
∑
γ∈Γ

γ · v.

This map preserves the fixed point V Γ, has image V Γ and kernel ((V ∗)Γ)0, so the
lemma follows. �

�
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3.4. Canonical stratifications of DMCTs. Twisted Dirac manifolds of C-type
also have canonical stratifications, with the same features as in the Poisson case.
Namely, Theorems 3.13 and 3.25, as well as Corollaries 3.15 and 3.26, hold as stated
for (possibly twisted) DMCTs. This follows because the Hamiltonian normal form
(cf. Theorem 2.5 and Remark 2.9) still gives, around each leaf, a Morita equivalence
with a G-invariant neighborhood of 0 in the dual of g∗.

The definition of core submanifold Σ of a twisted Dirac manifold (M,L) (cf.
Definition 3.17) is the same, since the conormal bundle still coincides with the
isotropy of the Dirac structure. Also, Theorems 3.18 and 3.29 still hold, because:

(i) The notion of saturated submanifold i : N ↪→M suited for smooth reduction
in the Dirac setting, as well as Lemma 3.19, carry through. To that end, one
sets K := Ker(Ω|GN )∩Ker(ds)∩Ker(dt). Under the isomorphism Lie(G) ' L
we still have K|N = (TN)0;

(ii) Theorem 3.20 still holds. In its proof, one replaces the algebroid morphism
between cotangent Lie algebroids by the analogous one for twisted Dirac struc-
tures, namely L|S → (i∗L)|S , where i∗L denotes the pullback Dirac structure
to N .

From these it follows also that the relationship between the canonical and (i) the
canonical infinitesimal stratification (Theorem 3.28) and (ii) the holonomy stratifi-
cation of its characteristic foliation in the regular case (Proposition 3.23), also hold
in the twisted Dirac setting.

Finally, Proposition 3.21 also holds for twisted presymplectic groupoids, as can
easily be seen from its proof.

Remark 3.31. The concept of submanifold suited for smooth reduction has an
interesting interpretation in the case of presymplectic torus bundles (T ,ΩT )⇒M .
By [11, Proposition 3.2.8], such bundles encode transverse integral affine structures
(F ,Λ) on M . Using the same arguments as in [11], it follows that a submanifold
N ⊂ M is suited for smooth reduction of (T ,ΩT ) if and only if it is a transverse
integral affine submanifold of (F ,Λ).

Suppose (G,Ω) is a proper, regular, symplectic groupoid with associated short
exact sequence

1 // (T ,ΩT ) // (G,Ω) // B(G) // 1.

Then one checks that given a saturated submanifold N ⊂ M , the symplectic
groupoid (G,Ω) is suited for reduction along N if and only if the presymplectic
torus bundle (T ,ΩT ) is suited for reduction along N .

4. The Weyl Resolution

In this section we show that any Poisson manifold of proper type can be “desin-
gularized”, in the sense that the non-regular locus can be eliminated. Such a
resolution of singularities will force us to consider the more general setting of Dirac
geometry. However, these Dirac resolutions will still be Poisson on a dense open
subspace and of proper type. For simplicity of the presentation, we will assume
that the Poisson manifold (M,π) is connected. For a general Poisson manifold one
may apply these results to each component.

The definition of the resolution can be given straight away as follows.
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Definition 4.1. The Weyl resolution of a Poisson manifold (M,π) is defined as

M̂ := {(x, t) |x ∈M, t ⊂ gx maximal torus},

together with the map

R : M̂ →M, R(x, t) = x.

If (G,Ω)⇒M is a symplectic groupoid integrating (M,π) then it acts naturally
on the the Weyl resolution along the resolution map

g · (x, t) = (y,Adg(t)), (4.1)

where g is an arrow from x to y and Adg is the differential of conjugation by g.

For a general Poisson manifold, M̂ may even fail to be smooth and the Weyl
resolution can be of little use. However, for PMCTs the situation is quite different
and in this section we will discuss many nice properties of the resolution for these
Poisson manifolds. For example, the pullback by R of π, as a Dirac structure, is a
Dirac structure

L̂π := R∗Lπ. (4.2)

We will denote the associated presymplectic foliation by

F̂π := pr
TM̂

(L̂π). (4.3)

Its leaves are the preimages by R of the leaves of the symplectic foliation Fπ. We
have the following result which summarizes the contents of this section:

Theorem 4.2. For any Poisson manifold of proper type (M,π):

(i) (M̂, L̂π) is a regular Dirac manifold of proper type, and its Poisson locus is
precisely the preimage R−1(M reg) of the regular part of (M,π);

(ii) R is a forward Dirac map which restricts to a Poisson diffeomorphism from
R−1(M reg) to M reg;

(iii) R descends to a homemorphism between the leaf spaces of (M̂, L̂π) and (M,π).
(iv) For any proper integration (G,Ω)⇒ (M,π), the action groupoid and the pull-

back of Ω

Ĝ := G n M̂ ⇒ M̂, Ω̂ := pr∗GΩ,

is a proper presymplectic integration of (M̂, L̂π).

If (M,π) is a Poisson manifold of proper type, then Theorem 2.1 implies that the
rank of the isotropy Lie algebras is locally the rank of the isotropy Lie algebras of
the coadjoint action, which is constant. Hence, since we assume M to be connected,
the common rank of the isotropy Lie algebras equals codimension of a regular leaf,
which is usually called the corank of (M,π). Denoting this corank by r, the Weyl
resolution sits canonically inside the Grassmann bundle:

M̂ ⊂ Grr(T
∗M).

In particular M̂ comes equipped with a natural topology. In fact, M̂ will turn out
to be a closed submanifold of the Grassmannian.

Example 4.3 (The case M = g∗). Let us consider the linear Poisson manifold
M = g∗, where g is a Lie algebra of compact type. Denote

T (g) := {t ⊂ g : t is a maximal torus} ⊂ Grr(g), (4.4)
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where r is the rank of g. The standard decomposition g = t ⊕ [g, t] allows one to
write

t∗ ⊂ g∗

Using this inclusion we find T (gξ) = {t ∈ T (g) : ξ ∈ t∗}. Hence, the Weyl resolution
is

ĝ∗ = {(ξ, t) : t ∈ T (g), ξ ∈ t∗}. (4.5)

Let G be a compact Lie group integrating g and fix a maximal torus T ⊂ G
with Lie algebra t ⊂ g. Then all maximal tori in g are conjugate to t so we have an
isomorphism

G/N(T )
∼−→ T (g), g 7→ Adg(t), (4.6)

where N(T ) is the normalizer of T in G. Using (4.5) we obtain a bijection

φ : (G× t∗)/N(T )
∼−→ ĝ∗, (gT, ξ) 7→ (Ad∗g(ξ),Adg(t)). (4.7)

Note that we also have a natural identification

(G× t∗)/N(T ) ' G/T ×W t∗,

where W = N(T )/T is the Weyl group of G relative to T . Viewing φ as a map
into Grr(T

∗g∗) = g∗×Grr(g), one checks that the first component is proper and φ
is an immersion. It follows that φ is a proper immersion or, equivalently, a closed
embedding. We conclude that ĝ∗ is a submanifold of Grr(T

∗g∗).
Notice that in the model given by (4.7) the resolution map is simply:

R : G/T ×W t∗ → g∗, (gT, ξ) 7→ Ad∗g(ξ), (4.8)

and this maps the W -classes with representatives in G/T × {ξ} to the coadjoint
orbit through ξ. In other words, the symplectic foliation of g∗ is resolved into a
regular foliation. If we pullback the symplectic form on the coadjoint orbit through
ξ, we obtain a G-invariant closed form ωξ on G/T ×{ξ} which at the point [(T, ξ)]
is given by the familiar formula

ωξ((u, 0), (v, 0)) = ξ([u, v]).

These leafwise presymplectic forms descend to W -classes and together define the

Dirac structure L̂π on ĝ∗ given by (4.2).
For later use, notice that we have not assumed G to be connected. The cons-

truction of ĝ∗ does not depend on the choice of Lie group integrating g. We have
a short exact sequence

1 // W 0 // W // G/G0 // 1 (4.9)

where W 0 = (N(T ) ∩ G0)/T , so the we can replace G by G0 in the construction
above. This agrees with the fact that Definition 4.1 only uses infinitesimal data.

4.1. Smoothness of the resolution.

Theorem 4.4. Let (M,π) be a Poisson manifold of proper type of corank r. Then

M̂ is a closed embedded submanifold of Grr(T
∗M) and R : M̂ → M is a proper,

smooth surjection with connected fibers. Moreover, for any integration (G,Ω) of
(M,π) the action (4.1) is smooth and its orbit foliation is regular of codimension
corankπ.
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Proof. One can cover M by saturated open sets where the Hamiltonian local model
holds and it is enough to prove the various statements on each such domain. So
we assume that (M,π) = (Q/G, πred), where µ : (Q,ω)→ g∗ is as in Theorem 2.1.
We denote by

p : Q→M

the canonical projection, we pull back along p the map M̂ → Grr(T
∗M) covering

the identity of M , and we consider the following diagram:

Q×M M̂

''

��

∼
Q×g∗ ĝ

∗

ww

��

Grr(T
∗Q)

Q×M Gr(T ∗M)

p∗

66

Q×g∗ Gr(T ∗g∗)

µ∗

hh

where for (q, x, t) ∈ Q×M M̂ the remaining maps behave as follows:

(q, x, t)

))

��

∼
(q, µ(q), φq(t))

uu

��

(dqp)∗(t) = (dqµ)∗(φq(t))

(q, t)

p∗

55

(q, φq(t))

µ∗

ii

Here

φq : gµ(q) → gMp(q) (4.10)

is the differential at unit of the map ψq from Remark 2.2. In the diagram above,

the top horizontal arrow is a bijection, inducing a smooth structure on Q ×M M̂ .
The solid arrows represent proper embeddings, and therefore it follows in sequence
that the dash arrows are proper embeddings.

Now consider the diagram

Q×M M̂ //

��

Q×M Gr(T ∗M)

��
M̂ // Gr(T ∗M)

The vertical arrows are the quotient maps for the free and proper action of the
compact Lie group G on Q, while the top horizontal arrow is a G-equivariant

proper embedding. Hence, M̂ inherits a quotient smooth structure such that the
bottom horizontal arrow is a proper embedding.

Since the projection Grr(T
∗M) → M is proper, the map R : M̂ → M is

smooth and proper. The connecteness of the fibers follows from the definition of

the topology on M̂ .
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For the smoothness of the action we use again the Hamiltonian local model. In
this model the action becomes:

(Q×g∗ Q)/G

''''

(Q×g∗ ĝ
∗)/G�

��
Q/G

where the action is the obvious one.
Finally, from the definition of the action, its isotropy groups have constant di-

mension equal to corankπ, so the result follows. �

Remark 4.5. From the proof above we deduce the following property of the smooth

structure of M̂ . If M ⊃ U ' Q/G is a domain where the Hamiltonian local model

holds, then Û := R−1(U) is diffeomorphic to Q̂/G where Q̂ := Q×g∗ ĝ
∗. Moreover,

we have the following morphism of Morita equivalences,

Q̂ = Q×g∗ ĝ∗

yy

prĝ∗

%%

prQ

��
M̂Q̂/G =

R

��

Q

p

xx
µ

&&

ĝ∗= G/T ×W t∗

R

��
MQ/G = g∗

where the bottom two-leg diagram is an equivalence between G and G n g∗, and

the top two-leg diagram is an equivalence between the action groupoids Gn M̂ and

Gn ĝ∗. We will be using this local model for M̂ in the sequel.

Recall that y ∈ Y is a clean value of a smooth map φ : X → Y if the preimage
φ−1(y) is a submanifold of X and Txφ

−1(y) = Ker dxφ for all x ∈ φ−1(y).

Proposition 4.6. Let (M,π) be a Poisson manifold of proper type. The differential

at x̂ := (x, tx) ∈ M̂ of the resolution map R has range the subspace Rx̂ ⊂ TxM
whose annihilator is

(Rx̂)0 = [tx, gx] ⊂ T ∗xM.

Furthermore,

dim(Ker dx̂R) = dim gx − dim tx,

and all values of R are clean.

Proof. Since this result is local, we can assume that M = Q/G for a Hamiltonian
local model µ : (Q,ω)→ g∗. We also observe that we can reduce the result to the
linear case due to the following diagram:

T ∗(x,tx)M̂
� � // T ∗(q,x,tx)(Q×M M̂)

∼ // T ∗(q,ξ,tξ)(Q×g∗ ĝ
∗) T ∗(ξ,tξ)ĝ

∗? _oo

T ∗xM
� �

p∗
//

R∗

OO

T ∗qQ

pr∗Q

OO

T ∗qQ

pr∗Q

OO

T ∗ξ g
∗? _

µ∗
oo

R∗

OO
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where we fixed a point (q, x, tx) ∈ Q ×M M̂ , ξ = µ(q), and φq(tξ) = tx where φq :
gξ → gMx is the isomorphism (4.10). The kernels of the vertical arrows are contained
in various isotropy Lie algebras that sit inside the bottom row and correspond to
each other

gMx oo // p∗(gMx ) µ∗(gMx ) gξ//oo

In other words, we have:

(R(x,x̂))
0 = φq((Rξ,tξ)0),

where on the right side we have the range of the differential of R : ĝ∗ → g∗.
We are left with proving the statement for the linear case. We use the model

(4.8) for the resolution map

G× t∗

��

R̃

%%
G/T ×W t∗

R
// g∗

By G equivariance, it suffices to describe the image of dR̃ at elements (1, ξ). Since

d(1,ξ)R̃(u, η) = adu ξ + η,

it follows that its image is annihilated precisely by [t, gξ] (note that t ⊂ gξ), proving
the statement about the range.

The last formula in the statement now follows from gx = tx⊕ [tx, gx]. Also, since
the preimage R−1(x) = T (gx) ⊂ Grr(TxM) is a submanifold and TR−1(x) ⊂
Ker dR, by a dimension count it follows that x is a clean value of R. �

Corollary 4.7. Let (M,π) be a Poisson manifold of proper type and (G,Ω)⇒ M
a proper integration. Then

(Rx̂)0 ∩Ker â = {0}, (4.11)

where â : R∗T ∗M → TM̂ is the infinitesimal action induced by the action (4.1).

4.2. Dirac versus Poisson geometry. The local model for the resolution M̂ ,
as in Remark 4.5, can be enhanced with a presymplectic form. If M = Q/G
for a Hamiltonian G-space µ : (Q,ω) → g∗, then ω̂ = pr∗Qω gives the following
presymplectic Hamiltonian G- space:

(Q̂, ω̂)
prQ //

µ̂

""

��

(Q,ω)
µ //

��

g∗

M̂Q̂/G = // M= Q/G

(4.12)

Since ω̂ has kernel, this brings us to the Dirac geometry of the resolution.

Theorem 4.8. Let (M,π) be a Poisson manifold of proper type. Then M̂ carries a

unique Dirac structure L̂π making R : M̂ →M a forward Dirac map. Furthermore:

(i) L̂π is a regular Dirac structure;
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(ii) the presymplectic leaves (Ŝ, ωŜ) of L̂π take the form

Ŝ = R−1(S), ωŜ = R∗(ωS),

where (S, ωS) is a symplectic leaf of (M,π);

(iii) the Poisson locus of L̂π is R−1(M reg) and R : R−1(M reg) → M reg is a
diffeomorphism.

Moreover, R induces a homeomorphism between the leaf spaces associated to L̂π
and π.

Proof. We define L̂π as in (4.2) by pulling back the Poisson structure π viewed as

a Dirac structure. Hence, L̂π is given pointwise by

L̂π|x̂ = {(V,R∗β) : π](β) = dx̂R(V )}.

In order to obtain a Dirac structure, we only need to check that this is a smooth

vector subbundle of TM̂ ⊕ T ∗M̂ (see, e.g., [12, Section 7.3]). To that end, we

observe that L̂π has rank equal to dimM and contains the image of the injective
bundle map

(â,dR∗) : R∗T ∗M → TM̂ ⊕ T ∗M̂. (4.13)

Here â : R∗T ∗M → TM̂ is the infinitesimal action corresponding to the action of

G on M̂ , and injectivity follows from Corollary 4.7. In conclusion, L̂π is the image
of the previous injective bundle map.

The description of the presymplectic leaves in item (ii) follows from the fact that
R is a backward Dirac map.

To prove item (iii), observe that R : R−1(M reg) → M reg is a bijection and
by the construction of the smooth structure it follows that it is a diffeomorphism.
Since M reg is open and dense in M and R is proper, we have that R−1(M reg) is

open and dense in M̂ . From this it follows that R is also a forward Dirac map, and
that the Dirac structure is unique.

Since R is a proper map, it follows that the continuous bijection between leaf
spaces is also a closed map, hence a homeomorphism. �

Corollary 4.9. Let (M,π) be a Poisson manifold of proper type. For y ∈ M̂ the
following are equivalent:

(a) R(y) is a regular point of (M,π);
(b) R(y) is a regular value of R;

(c) y belongs to the Poisson support of L̂π.

Corollary 4.10. The restriction R : Ŝ → S is a fiber bundle.

Proof. Proposition 4.6 shows that TFπ ⊂ Im(dR). Since the resolution map R

is a backward Dirac map, it follows that its restriction to a presymplectic leaf
is automatically a submersion. The result then follows from the fact that R is
proper. �

Example 4.11. One can obtain a Hamiltonian local model for (M̂, L̂π) from one
for (M,Fπ). Assume that M = Q/G is a Hamiltonian G-space µ : (Q,ω) → g∗.
Fixing a maximal torus T ⊂ G, one has

M̂ ' µ−1(t∗)/N(T ), (4.14)
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for the presymplectic Hamiltonian N(T )-space

µ : (µ−1(t∗), i∗ω)→ t∗,

where i : µ−1(t∗) ↪→ Q is the inclusion. The identification (4.14) is given by

qN(T ) 7→ (p(q), φq(t)),

and arises from applying Q×g∗ − to the transversal t∗ ↪→ ĝ∗, ξ 7→ (ξ, t).

Example 4.12. Consider the linear local model (M,πθlin) associated with the data
of a principal G-bundle p : P → (S, ωS) and a connection 1-form θ ∈ Ω1(P, g),
described in Section 2.2. One has M = (P × g∗)/G and the Dirac structure Lπθlin
is the reduction of the form (cf. (2.5)):

p∗ωS − d〈θ, ·〉 ∈ Ω2(P × g∗).

Fixing a maximal torus T ⊂ G one obtains data for a linear local model for

(M̂, L̂π). Namely:

• the principal N(T )-bundle q : P → Ŝ = P/N(T );

• the presymplectic form R∗ωS on Ŝ;
• the connection 1-form θT := prt ◦ θ ∈ Ω1(P, t) which is the t-component of
θ with respect to the decomposition g = t⊕ [t, g].

The construction in Section 2.2 gives the local model for M̂ together with a map
induced by the inclusion t∗ ↪→ g∗,

R : M̂ = (P × t∗)/N(T )→M = (P × g∗)/G, [(p, ξ)]N(T ) 7→ [(p, ξ)]G.

The Dirac structure L̂πθlin for M̂ is obtained as a quotient of the N(T )-invariant

form (see

p∗ωS − d〈θT , ·〉 ∈ Ω2(P × t∗),

where we used that q∗R∗ωs = p∗ωS . The map

R : (M̂, L̂πθlin)→ (M,Lπθlin)

is forward and backward Dirac, and it is the resolution for (M,πθlin) in our sense
over the Poisson support of Lπθlin .

Proposition 4.13. Let (G,Ω) be an integration of (M,π) of (strong) C-type and

consider the G-action on M̂ . The associated action groupoid

Ĝ := G n M̂, Ω̂ := pr∗GΩ,

is a presymplectic integration of (M̂, L̂π) of (strong) C-type.

Proof. Since prG : G n M̂ → G is a groupoid morphism, the form Ω̂ is a closed,
multiplicative 2-form. The only things to be checked are that (i) the non-degeneracy
condition

Ker ds ∩Ker dt ∩Ker Ω̂ = {0}
holds and (ii) L̂π is the induced Dirac structure on the base. Both of these follow

from [7, Corollary 4.8] and the fact that (4.13) is bundle isomorphism onto L̂π.

Since R : M̂ →M is a proper map, G n M̂ has the same C-type as G. �
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4.3. A characterization of the Weyl resolution. We provide a way to detect
the Weyl resolution among backward Dirac maps.

Theorem 4.14. Let φ : (N,L) → (M,π) be a backward Dirac map from a Dirac
manifold to a Poisson manifold of proper type with the following properties:

(i) L is regular;
(ii) φ is proper and restricts to a diffeomorphism

φ : φ−1(M reg)→M reg.

(iii) There is an action â of T ∗M on φ (necessarily unique) yielding a Lie algebroid
isomorphism (â, φ∗) : φ∗T ∗M → L;

Then there exist a diffeomorphism

ψ : (N,L)→ (M̂, L̂π)

such that φ = R ◦ ψ.

Remark 4.15. The previous theorem implies that following global statement. As-
sume that (G,Ω) ⇒ (M,π) is a proper groupoid integrating a Poisson manifold
(M,π), acting along a proper map φ : N →M , such that:

(i) the orbits of the action are regular;
(ii) φ restricts to a diffeomorphism

φ : φ−1(M reg)→M reg;

(iii) the resulting action groupoid, endowed with the pull-back of Ω by the projec-
tion, is a presymplectic groupoid.

Then the same conclusion of the theorem holds.

Proof. The map φ is backward Dirac, hence L = φ!Lπ. In order to define the map

ψ : N → M̂ we denote by I → N the bundle of isotropy Lie algebras of φ!Lπ. This
is a bundle of abelian Lie algebras, because φ!Lπ is regular, and we consider the
composition of Lie algebroid morphisms

ψ0 : I �
� // φ!Lπ

(â,φ)−1

// φ∗T ∗M
pr // T ∗M . (4.15)

The last projection is injective on isotropy Lie algebras. Hence, ψ0 is a fiberwise
injective vector bundle map covering φ : N → M . Therefore we have an induced
smooth map between the Grassmannians of rank r = corank(π):

ψ : N = Grr(I)→ Grr(T
∗M), y 7→ ψ0(Iy).

Over the open dense set φ−1(M reg) the map ψ0 is an isomorphism which takes

values in M̂ ⊂ Grr(T
∗M). Hence, applying also Theorem 4.4, one has that:

(a) M̂ is closed in Grr(T
∗M), so ψ has image contained in M̂ ;

(b) M̂ is embedded in Grr(T
∗M), so ψ can be viewed has a smooth map into M̂ .

Therefore
ψ : N → M̂, y 7→ ψ0(Iy) ∈ Grr(T

∗
xM)

is a smooth map that satisfies
R ◦ ψ = φ. (4.16)

Next we show that ψ is a diffeomorphism. For that it is enough to prove that it is
a local diffeomorphism. Indeed, note that since φ is a proper map, the factorization
(4.16) implies that also ψ is proper. A proper local diffeomorphism is necessarily a



38 MARIUS CRAINIC, RUI LOJA FERNANDES, AND DAVID MARTÍNEZ TORRES

covering map and ψ being both a closed and an open map, must be surjective. Since

ψ is a diffeomorphism over M reg, we conclude that ψ : N → M̂ is a diffeomorphism.
Finally, to show that ψ is a local diffeomorphism we note that, by (4.16), we

have
Kerψ∗ ⊂ Kerφ∗.

Hence, injectivity of ψ∗ follows from the identity

Kerφ∗ ∩Kerψ∗ = {0}. (4.17)

To prove this identity, let y ∈ N and let S′ ⊂ N and S ⊂ M denote the presym-
plectic leaves through y and x = φ(y), respectively. Since φ is a backward Dirac
map, we have that (X, 0) ∈ φ!Lπ for any X ∈ Kerφ∗, so

(Kerφ∗)|S′ = Ker (φ|S′)∗.
We now use the algebroid isomorphism (â, φ) : φ∗T ∗M → φ!Lπ. Since the

algebroid T ∗M acts along the proper map φ, the action integrates to an action of
the source 1-connected Lie groupoid Σ(M) [29, Thm 5.3]. It follows that for any
x ∈ S we obtain an action of the isotropy group Σ(M)x on the fiber

φ−1(x) ∩ S′ = (φ|S′)−1(x)

whose orbits are tangent to Ker (φ|S′)∗. This also shows that we have a local action
of the isotropy group Gx of a (possible smaller) proper integration of (M,π) on this
fiber. This provides a diffeomorphism

Gx/Tx ⊃ U ∼−→ V ⊂ (φ|S′)−1
(x)

from a neighborhood U of the coset of the identity to a neighborhood V of y in
(φ|S′)−1(x). Under this isomorphism, the map ψ|V becomes the restriction of the
canonical covering map

Gx/Tx ⊃ U → Gx/N(Tx) = T (gx).

Therefore the differential of ψ along Kerφ∗ is injective, and this proves (4.17). �

4.4. Resolution and the infinitesimal stratification. In the sequel, we will say
that the intersection of a map φ : X → Y with a (embedded) submanifold S ⊂ Y
is very clean if it satisfies the following properties:

(a) φ−1(S) is a (embedded) submanifold of X;
(b) Tφ−1(S) = (dφ)−1(TS);
(c) φ|φ−1(S) : φ−1(S)→ S is a submersion.

Notice that the usual notion of cleanness only requires the first two items which,
unlike the notion of very clean, do not imply that points in S are clean values.
Also, (c) guarantees that the rank of φ is constant along φ−1(S).

Cleanness is relevant also when trying to pull-back stratifications SY of Y along
φ : X → Y : if φ intersects all the strata of SY cleanly and φ has connected fibers,
then

φ∗SY :=
{
φ−1(S) : S ∈ SY

}
is a stratification of X. Requirement (b) is relevant when addressing the Whitney
conditions. Very clean ensures that the conclusion holds not only for SY but for all
other refinements of SY .

Theorem 4.16. Let (M,π) be a Poisson manifold of proper type. Then for each
stratum Σ of S inf(M,π), one has:



PMCTS 39

(i) The intersection of R with Σ is very clean;

(ii) R−1(Σ) is an embedded submanifold of M̂ along which R has constant rank
equal to dimM + corank(π)− dim gx, for any x ∈ Σ.

The partition of M̂ given by the rank of dR induces the stratification R−1(S inf(M,π)),
after passing to connected components.

Proof. Let us assume, for the moment, that

(C) R−1(Σ) is embedded in M̂ and the restriction dR : TR−1(Σ) → TΣ is
surjective.

Then we have an inclusion of short exact sequences

Tx̂R
−1(x) //
_�

��

Tx̂R
−1(Σ) //
_�

��

TxΣ

Ker(dx̂R) // (dx̂R)−1(TxΣ) // TxΣ

Since all values of R are clean, the left vertical arrow is an equality, hence, so is the
middle one. To complete the proof of the very clean statement (no pun intended)
it remains to check that (C) holds.

In order to prove (C) we can use the Hamiltonian local model, so we assume
M = Q/G for a Hamiltonian G-space µ : (Q,ω) → g∗. According to (4.14) the
resolution map reads

R : µ−1(t∗)/N(T )→ Q/G,

where T ⊂ G is a a fixed maximal torus. Then Σ is identified with (see (3.12))

Σ = µ−1(z(g)∗)/G,

while its pre-image becomes

R−1(Σ) = µ−1(z(g)∗)/N(T ).

From this (C) is immediate.

To check that the preimage of S inf(M,π) is a stratification of M̂ , one uses the
local model, as in Remark 4.5. This reduces the problem to the linear case where
R : G/T ×W t∗ → g∗ and the infinitesimal stratification of g∗ has strata the G-
saturations of the open faces int(∆I) of a Weyl chamber ∆ of t∗ (see Example
8.1 for more details). One observes that their pullbacks under the resolution map,
R−1(int(∆I)) = G/T ×W (W · int(∆I)), satisfy the frontier condition.

The formula for the dimension in item (ii) now follows. From this formula and
the characterization (3.3) of the infinitesimal stratification, applying Lemma 3.5,
the last statement also follows. �

Corollary 4.17. For Σ ∈ S inf(M,π) the following holds

codim(Σ)− codim(R−1(Σ)) = dim(gx)− dim(tx),

codim(R−1(Σ)) = dim(tx)− dim(z(gx)).

In particular, for any subregular stratum Σ, R−1(Σ) is of codimension one.
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4.5. Resolution and the canonical stratification. A similar result holds for the
pullback of the canonical stratification. This time however, (M̂, L̂π) comes with its

own canonical stratification, denoted by S(M̂, L̂π), as follows from the results in

Section 3.4. However, since L̂π is regular, Proposition 3.22 allows us to be more
direct and adopt the following:

S(M̂, L̂π) := S(M̂, F̂π), (4.18)

the canonical stratification of the underlying regular foliation, as discussed in section

3.1.4. More transparently, the analogue of Proposition 3.23 ensures that S(M̂, L̂π)

coincides with the canonical stratification induced by its integrating groupoid Ĝ ⇒
M̂ , as discussed in section 3.1.3.

Theorem 4.18. Let (M,π) be a Poisson manifold of proper type. The resolution

map R : (M̂, L̂π) → (M,π) is compatible with the canonical stratifications. More
precisely, R intersects every canonical stratum very cleanly and

S(M̂, L̂π) =
{
R−1(S) : S ∈ S(M,π)

}
Proof. We claim that R−1(S(M,π)) is a stratification of M̂ with the property that

TyŜ = TyR
−1(S), (4.19)

for every Ŝ ∈ S(M̂, L̂π), S ∈ S(M,π) and y ∈ Ŝ∩R−1(S). Applying Lemma 3.6,
the result follows.

To prove the claim we first observe that that R−1(S(M,π)) is a stratification
because S(M,π) refines S inf(M,π), and R is a map with connected fibers which
intersects very cleanly the strata of S inf(M,π) – see the remarks before Theorem
4.16.

To prove (4.19) fix x̂ = (x, tx) and consider the stratum S ∈ S(M,π) through x

and the stratum Ŝ ∈ S(M̂, L̂π) through x̂. We also fix the symplectic leaf S ⊂M

through x and the presymplectic leaf Ŝ ⊂ M̂ through x̂. Since Ŝ = R−1(S), (4.19)
will follow by showing that:

Tx̂Ŝ/Tx̂Ŝ = Tx̂R
−1(S)/Tx̂Ŝ. (4.20)

For this, observe that R intersects S cleanly, so we have an injection of normal
spaces:

dx̂R : Tx̂M̂/Tx̂Ŝ → TxM/TxS = g∗x.

By Proposition 4.6, the image is t∗x, and we will identify the normal space to Ŝ with
this image:

dx̂R : Tx̂M̂/Tx̂Ŝ
∼−→ t∗x ⊂ g∗x = TxM/TxS. (4.21)

Now we fix a integration (G,Ω) of (M,π), we let G = Gx and T ⊂ G be the maximal
torus of G with Lie algebra t = tx. From now on, we also denote gx by g. For the

associated action groupoid Ĝ = G n M̂ the isotropy group at (x, t) is N(T ). Its

isotropy Lie algebra t is canonically identified with the conormal to Ŝ at (x, t). This
is precisely the dual identification to (4.21). We need the following lemma which
identifies each side of (4.20).

Lemma 4.19. Under the identification 4.21, one has that:

(i) the right-hand side of (4.20) becomes

T(x,t)R
−1(S)/T(x,t)Ŝ = (z(g)∗)G/G

0

⊂ t∗;
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(ii) the left-hand side of (4.20) becomes

T(x,t)Ŝ/T(x,t)Ŝ = (t∗)N(T )/T ⊂ t∗.

Proof. We note the following the inclusions:

TxS/TxS ⊂ TxΣ/TxS ⊂ TxM/TxS,

which have the Lie theoretical interpretation (see (3.14) and (3.24)):

(z(g)∗)G/G
0

⊂ z(g)∗ ⊂ g∗.

So item (i) follows.

As for item (ii), we consider the holonomy action of π1(Ŝ) on the normal space to
the presymplectic leaf. By Proposition 3.21, this action coincides with the coadjoint

action of the group of connected components of the isotropy of the groupoid Ĝ, i.e.,
N(T )/T . With the identifications described before the proposition, (ii) follows. �

To conclude the proof of (4.20) and the proof of the theorem, we only need to
show that:

(t∗)N(T )/T = (z(g)∗)G/G
0

.

This follows from the short exact sequence (4.9), the decomposition (3.8) for t∗,
and the fact that W 0 acts without fixed points on tss := [g, g] ∩ t. �

4.6. Weyl resolution of DMCTs. The definition of the Weyl resolution of a φ-
twisted DMCT (M,L) is exactly the same as for PMCTs, using maximal tori in
the isotropy Lie algebras of L (see Definition 4.1). We shall denote the resolution
by

R : (M̂, L̂)→ (M,L).

where L̂ = R∗L is a twisted Dirac structure with twist φ̂ = R∗φ.

Example 4.20. Let G be a compact connected Lie group, let 〈·, ·〉 be an Ad-
invariant inner product on g∗, and let LG be the corresponding Cartan-Dirac struc-
ture on G with twisting φ the Cartan 3-form [2, 7, 38]. Recall that its leaves are
the conjugacy classes of G. An s-proper integration is provided by the conjugacy
action groupoid GnG endowed the with the multiplicative 2-form

ΩG(g, h) =
1

2

(
〈Adh pr1θ

L,pr1θ
L〉+ 〈pr1θ

L,pr2(θL + θR〉
)
,

where θL and θR are the left and right-invariant Maurer-Cartan forms.
Similarly to the case of coadjoint orbits, recalling that the maximal torus of Gg

are precisely the maximal torus of G that contain g, one finds that the resolution

Ĝ = {(h, T ) |h ∈ T, T ⊂ G maximal torus}, R = pr1 : Ĝ→ G.

Fixing a maximal torus T , one has an identification

G×N(T ) T = G/T ×W T ∼= M̂, [(g, h)] 7→ (ghg−1, gTg−1),

so under this identification the resolution map is given by:

R([g, h]) = ghg−1.

The resolution enjoys many of the properties we saw for the case of PMCTs. For
example, we have:

Theorem 4.21. For any twisted Dirac manifold of (strong) C-type (M,L):
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(i) (M̂, L̂) is a regular Dirac manifold of (strong) C-type;
(ii) R is a forward Dirac map which restricts to a diffeomorphism from R−1(M reg)

to M reg;

(iii) R descends to a homemorphism between the leaf spaces of (M̂, L̂) and (M,L).
(iv) For any twisted presymplectic integration (G,Ω)⇒ (M,L) of (strong) C-type,

the action groupoid and the pullback of Ω

Ĝ := G n M̂ ⇒ M̂, Ω̂ := pr∗GΩ, (4.22)

is a twisted presymplectic integration of (M̂, L̂) of (strong) C-type.

The proof of these facts is the same as in the Poisson case using the Hamiltonian
local form for DMCTS (cf. Theorem 2.5). More specifically, one shows that the Weyl

resolution M̂ again is canonically a closed embedded submanifold of Grr(T
∗M),

where r is the codimension of a regular leaf on (M,L). The (regular) Dirac structure

L̂ is also obtained as the image of the injective bundle map

(â,dR∗prT∗M ) : R∗L→ TM̂ ⊕ T ∗M̂,

where â is the action map.
The resolution map enjoys properties analogous to the ones of the resolution

map in the Poisson case. Namely, one finds that:

(i) R : M̂ →M is a proper smooth surjection with connected fibers;
(ii) All values of R are clean and the regular values are exactly the points in M reg;
(iii) The range and kernel of dR satisfy:

Im(dx,txR)0 = [tx, gx],

dim(Ker dx,txR) = dim gx − dim tx;

(iv) Upon restriction to the twisted presymplectic leaves,

R : Ŝ → S

is a fiber bundle.

Moreover, the characterization of the Weyl resolution in Theorem 4.14 extends to
DMCTs replacing the algebroid T ∗M by L.

Finally, the resolution interacts with the canonical stratifications of (M,L) and

(M̂, L̂) in an similar fashion as in the Poisson case.

Theorem 4.22. Let (M,L) be a twisted Dirac manifold of proper type. Then for
each stratum Σ of S inf(M,L), one has:

(i) The intersection of R with Σ is very clean;

(ii) R−1(Σ) is an embedded submanifold of M̂ along which R has constant rank
equal to dimM + corank(L)− dim gx, for any x ∈ Σ;

(iii) The stratification R−1(S inf(M,L)) is induced by the partition of M̂ given by
the rank of dR, after passing to connected components;

(iv) One has

codim(Σ)− codim(R−1(Σ)) = dim(gx)− dim(tx),

codim(R−1(Σ)) = dim(tx)− dim(z(gx)),

and in particular each subregular infinitesimal strata is of codimension 1.
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Moreover, R intersects every canonical stratum very cleanly and

S(M̂, L̂) =
{
R−1(S) : S ∈ S(M,L)

}
5. The Geometry of the Leaf Space

In this section we fix a Poisson manifold of proper type (M,π) and we look at
the structure present on its space of symplectic leaves M/Fπ. One of the main
ingredients in this discussion is the resolution map R. By Theorem 4.8, it induces
a homeomorphism

R : M̂/F̂π →M/Fπ.
We will soon identify the two leaf spaces, but we would like to point out that this
identification is not entirely obvious and it becomes relevant when we take into
account the various structures present on them. For example, when M = g∗, the
dual of the Lie algebra of a compact Lie group G, this amounts to the identification
of t∗/W with g∗/G.

Remark 5.1 (Leaf spaces of DMCTs). All results in this section are valid for any
twisted Dirac manifold of proper type. We leave it to the reader to check that the
proofs hold in this more general setting.

5.1. The smooth structure and a Chevalley-type theorem. The quotient
map M → M/Fπ can be used to endow M/Fπ not only with a topology, but
also to make sense of “smooth functions”: we say that f : M/Fπ → R is smooth
if its composition with the quotient map is smooth. We denote by C∞(M/Fπ)

the collection of all such smooth functions, and we define C∞(M̂/F̂π) similarly.
The identification between the two leaf spaces is compatible with these smooth
structures.

Theorem 5.2. The resolution map induces an isomorphism

R∗ : C∞(M/Fπ) ∼= C∞(M̂/F̂π).

Proof. Denote B = M/Fπ. The concept of smoothness defined above gives rise to a

subsheaf C∞B of the sheaf CB of continuous functions on B. Similarly for B̂ = M̂/F̂π.

The homeomorphism R : B̂ → B gives rise to an isomorphism of sheaves

R∗ : R∗CB → CB̂ .
The statement of the theorem follows from the stronger claim that this map restricts
to an isomorphism

R∗ : R∗C∞B → C∞B̂ .
This more stronger statement is sheaf theoretic and, therefore, it suffices to prove
it locally. For that we can use the Hamiltonian local form to reduce it to the case
where M = g∗, where g is a Lie algebra of compact type.

We are left to show that we have an isomorphism

R∗ : C∞(g∗)G → C∞(ĝ∗)G, (5.1)

where G is a compact Lie group with Lie algebra g, the resolution of g∗ is (see
Example 4.3):

ĝ∗ = G/T ×W t∗,

and the resolution map is (cf. (4.8))

R : G/T ×W t∗ → g∗, (gT, ξ) 7→ Ad∗g(ξ).
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Here the G-action on ĝ∗ = G/T ×W t∗ is by translations on the first factor

g · (g′T, ξ) = (gg′T, ξ).

By classical results of Chevalley ([24, Section 3.5] and Schwarz ([35]), the inclusion
i : t∗ ↪→ g∗ gives an isomorphism

i∗ : C∞(g∗)G → C∞(t∗)W .

Now we just have to observe that the composition

R∗ ◦ (i∗)−1 : C∞(t∗)W → C∞(G/T ×W t∗)G,

is clearly an isomorphism since it maps a W -invariant function f ∈ C∞(t∗) to the

G-invariant function f̂ ∈ C∞(G/T ×W t∗) given by

f̂([gT, ξ]) := f(ξ).

�

Remark 5.3. The notion of smoothness on the leaf space introduced above makes
sense whenever we deal with quotients of manifolds. In general, the resulting con-
cept is a poor one. However, we are in a very special situation: both M/Fπ and

M̂/F̂π arise as orbit spaces of proper groupoids. That implies that that C∞(M/Fπ)
behaves very similarly to the algebra of smooth functions on a manifold, including
the existence of partitions of unity. Actually, for such orbit spaces even more is
true: there are several existing frameworks that allow us to treat them as “smooth
spaces”, such as that of ringed spaces, differentiable spaces, locally C∞-schemes,
Sikorski spaces or subcartesian spaces (for an overview, and more references, see
[13]). All these settings produce the same notion of smoothness as the one described
above. However, as we shall see in the next section, the case of Poisson manifolds
of proper type and their proper symplectic groupoids is even more special: the
resulting leaf spaces are actually orbifolds.

Definition 5.4. Given a a Poisson manifold of proper type, we denote its leaf
space by

B = B(M,π) := M/Fπ = M̂/F̂π. (5.2)

where the last equality is the identification induced by R.

5.2. Orbifolds and stratifications. Before continuing our discussion on the leaf
space B we recall some basic notions and facts concerning orbifolds and their strat-
ifications.

As in [11, Chp. 2.6], by an orbifold we mean a pair (B,B) where B is a topologi-
cal space and B is an orbifold atlas for B, i.e., B ⇒M is a proper foliation groupoid
and p : M → B is a map inducing a homeomorphism M/B → B. By a classical
orbifold we mean an orbifold presented by an effective orbifold atlas. Two atlases
induce the same orbifold structure if they are Morita equivalent. By the discussion
in Section 3.1.3, an orbifold B carries an induced stratification, independent of the
atlas, known as the canonical stratification of the orbifold B.

A connected orbifold will be said to be of smooth type if its stratification has
a single strata. This condition can be rephrased by requiring B to carry a smooth
structure, necessarily unique, making p : M → B into a smooth submersion. The
same condition is equivalent also to the requirement that B is totally ineffective,
meaning that the normal actions of the isotropy groups Bx are all trivial. Notice
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however that, even if B is of smooth type, it may still carry interesting non-trivial
orbifold structures.

More generally, assume that a space B carries two different orbifold structures

defined by atlases Bi ⇒ Ni
pi→ B. We will say that B1 covers B2 if there exist

a surjective, submersive, groupoid morphism fibered over B, as in the following
diagram:

B1
//

����

B2

����
N1

//

p1   

N2

p2~~
B

We will also say that the second orbifold structure is an isotropy reduction of
the first one. In this situation, the canonical stratifications induced by B1 and B2

coincide.
Given an orbifold B, with orbifold atlas B ⇒M , by a suborbifold we mean any

subspace C ⊂ B with the property that p−1(C) ⊂ M is a submanifold of M . We
say that C is embedded if p−1(C) ⊂M is an embedded submanifold. In this case
we endow C with the orbifold structure presented by the restriction of B ⇒ M to
p−1(C). Similarly, given a classical orbifold B with effective atlas B ⇒ M we say
that C ⊂ B is a classical embedded suborbifold if p−1(C) ⊂M is an embedded
submanifold and the restriction of B to p−1(C) is effective.

Remark 5.5. We warn the reader that the notion of suborbifold considered here
is one suited for our purposes. There are various notions of suborbifold in the
literature with subtle relationships – see, e.g., [27] and references therein.

The previous discussion allows us to talk about orbifold stratifications: in
Definition 3.3 the strata are allowed to be orbifolds, but they are required to be
embedded suborbifolds.

Example 5.6. For any orbifold B the members of its canonical stratification are
embedded suborbifolds of smooth type. So this stratification can be consider either
as:

• a stratification in the weaker sense of Definition 3.3 (so we regard its mem-
bers as manifolds), or
• an orbifold stratification (so we now regard its members as embedded sub-

orbifolds).

From now on, given an orbifold we always consider its canonical stratification as
an orbifold stratification.

Finally, here is one more concept on orbifolds that we need: an integral affine

orbifold is described by an orbifold atlas B ⇒M
p→ B together with a transverse

integral affine structure on the orbit foliation of B. The latter can also be described
by a presymplectic torus bundle (T ,ΩT )→M – see [11, Prop. 3.2.8] and Remark
3.31. An integral affine suborbifold is any suborbifoldC with the property that
p−1(C) ⊂ M is a transverse integral affine submanifold. This allows us to talk
about integral affine orbifold stratifications of an integral affine orbifold: the
strata are required to be integral affine suborbifolds.
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5.3. The integral affine orbifold structure. Using the identification (5.2), we

now make actual use of the geometry of the resolution M̂ , a regular Dirac manifold.
Recall that a choice of proper integration (G,Ω) of (M,π) gives rise to a regular,

proper, presymplectic groupoid (Ĝ, Ω̂) over M̂ (see (4.22)). This allows us to apply
the Dirac version of Theorem 3.0.1 of [11], obtaining the following result.

Theorem 5.7. Each proper symplectic integration (G,Ω) of a Poisson manifold
of proper type (M,π) induces an integral affine orbifold structure on the leaf space
B = B(M,π).

Let us explain briefly how the integral affine orbifold structure on the leaf space
arises, using the concepts recalled in Section 5.2. The orbifold atlas for B is the

proper foliation groupoid B(Ĝ) defined by the short exact sequence

1 // (T̂ , Ω̂T̂ ) // (Ĝ, Ω̂) // B(Ĝ) // 1. (5.3)

Here T̂ is the bundle of groups consisting of the unit connected components of the

isotropy groups of Ĝ. Explicitly, it is the tautological torus bundle whose fiber at

(x, tx) ∈ M̂ is the torus Tx ⊂ Gx integrating tx. The restriction of Ω̂ to T̂ makes it
into a presymplectic torus bundle which induces an integral affine structure on the
orbifold.

From now on we always consider B with the integral affine orbifold structure on
B induced by an integration (G,Ω).

5.4. Stratifications of the leaf space of a PMCT. Throughout this section
(M,π) is a Poisson manifold of proper type, with a fixed choice of proper integration
(G,Ω)⇒ (M,π). Our aim is to explain how the stratifications discussed in Section
3 interact with the integral affine orbifold structure that we just described.

First of all, the canonical and the infinitesimal stratifications of (M,π) descend
to similar partitions on the leaf space B, denoted

S(B), S inf(B).

Via the identification (5.2) these can also be seen as induced by the canonical and

the rank stratifications of the resolution (M̂, L̂π), respectively – see Theorems 4.18
and 4.16. Recalling the notions of “(integral affine) orbifold stratification” and
“canonical stratification of an orbifold” (see Section 5.2) one has:

Theorem 5.8. The members of S(B) and S inf(B) carry natural orbifold structures
so that S(B) and S inf(B) become integral affine orbifold stratifications on the leaf
space B.

Applying Corollary 4.17 we deduce:

Corollary 5.9. For any subregular strata Σ ∈ S inf(M,π), BΣ := Σ/Fπ ∈ S inf(B)
is a connected codimension one integral affine embedded suborbifold of B.

From now on, unless otherwise specified, we consider S(B) and S inf(B) as in-
tegral affine orbifold stratifications, as in Theorem 5.8. These have the following
properties:

Proposition 5.10. Fix Σ ∈ S inf(B). Then:

(i) S(B) coincides with the canonical stratification of the orbifold B;
(ii) The restriction S(B)|BΣ

is the canonical stratification of the orbifold BΣ.
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Each member of S(B) and S inf(B) carries another natural orbifold structure,
which we now describe. First, the members can be described as:

BS := B(S, π|S) = S/Fπ = Ŝ/F̂π, with S ∈ S(M,π), Ŝ = R−1(S),

BΣ := B(S, π|Σ) = Σ/Fπ = Σ̂/F̂π, with Σ ∈ S inf(M,π), Σ̂ = R−1(Σ).

Each member S ∈ S(M,π) sits inside a member Σ ∈ S inf(M,π), so that

BS ⊂ BΣ ⊂ B.

Theorem 3.18 and Theorem 3.29 ensure that BS and BΣ are themselves leaf spaces
of regular PMCTs. Furthermore, as we shall also recall below, the proofs of those
theorems show that the original groupoid (G,Ω) induces proper symplectic inte-
grations GΣ and GS of the strata Σ and S. Therefore both BΣ and BS inherit
integral affine orbifold structures from G. These are different from the integral
affine orbifold structures appearing in Theorem 5.8, which were inherited from B.
To explain the relationship between the two integral orbifold structures on BΣ and
BS we make use of the notion of “isotropy reduction” described in Section 5.2.

Proposition 5.11. Let S ∈ S(M) and Σ ∈ S inf(M). Then:

(i) The orbifold structures of BΣ and BS induced from G are isotropy reductions
of the orbifold structures inherited from B;

(ii) If BS and BΣ are endowed with the orbifold structures induced from G and
S ⊂ Σ, then BS is an integral affine suborbifold of BΣ.

(iii) If we endow the members of both S(B) and S inf(B) with the orbifold structures
induced from G, then S(B)|BΣ

is the canonical orbifold stratification of BΣ.

Remark 5.12. Notice that Theorem 5.8 implies that for each S ∈ S(B) the
orbifold structure on BS induced from B is of smooth type (see Section 5.2). The
previous proposition then implies that the orbifold structure on BS induced from
G is also of smooth type.

Proof of Theorem 5.8 and Propositions 5.10 and 5.11. We start by showing that
both S inf(B) and S(B) are integral affine orbifold stratifications of B. The mem-
bers of both partitions satisfy the frontier condition as in Remark 3.8. So it suffices
to prove that each

BΣ = Σ̂/F̂π, BS = Ŝ/F̂π
is an embedded integral affine suborbifold of B.

Checking that they are embedded suborbifolds is immediate: the preimage of

BΣ and BS by p : M̂ → B are the embedded submanifolds Σ̂ and Ŝ, respectively.
Checking the integral affine suborbifold condition is equivalent, by Remark 3.31,

to the presymplectic torus bundle (T̂ , Ω̂) being suited for smooth reduction along

both Σ̂ and Ŝ. The latter conditions are the same as (Ĝ, Ω̂) being suited for smooth
reduction along these strata. For this observe that:

- By Theorem 4.18 the strata Ŝ belongs to the canonical stratification of (M̂, L̂π).

The Dirac version of Theorem 3.29 (see Section 3.4) then shows that (Ĝ, Ω̂) is

suited for smooth reduction along Ŝ.

- We claim that (Ĝ, Ω̂) is suited for smooth reduction along Σ̂. For that, we fix

x̂ = (x, tx) ∈ Σ̂ and we need to show that the connected Lie subgroup Kx̂ ⊂ Ĝx̂
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integrating (Tx̂Σ̂)0 is closed (see Lemma 3.19). Notice that

Ĝx̂ = N(T ) ⊂ Gx,

where T ⊂ Gx is the maximal torus corresponding to tx, and we claim that Kx̂
has Lie algebra

kx̂ = gss
x ∩ tx ⊂ gx. (5.4)

It follows that Kx̂ is the intersection of a closed subgroup of Gx with N(T ),

hence it is closed. To check (5.4) we recall that the Lie algebroid of Ĝ = Gn M̂
is identified with L̂π via the map

(a,R∗) : R∗(T ∗M)→ L̂π.

This restricts to an isomorphism

R∗ : tx → (Tx̂Ŝ)0,

where tx ⊂ gx = (TxS)0. Now we note that the linear map

R∗ : (TxS)0 → (Tx̂Ŝ)0,

is surjective with kernel [tx, gx] (c.f. Proposition 4.6). Since R has very clean
intersection with Σ, one finds

R∗((TxΣ)0) = (Tx̂Σ̂)0.

On the other hand, by (3.13), we have

(TxΣ)0 = [gx, gx] = gss
x .

so (5.4) follows.

This completes the proof of Theorem 5.8.

Next we prove item (i) of Proposition 5.10. Using again that R pulls back

S(M,Fπ) to S(M̂, L̂π), by the Dirac version of Proposition 3.22 (see Section 3.4),

the canonical stratification S(M̂, L̂π) equals the holonomy stratification of the reg-

ular foliation F̂π, and hence item (i) of Proposition 5.10 follows.

To prove item (ii) of Proposition 5.10, we note that Ŝ and Σ̂ are both saturated

for the regular foliation F̂π, so whenever Ŝ ⊂ Σ̂ the holonomy of a leaf Ŝ ⊂
Ŝ for F̂π|Ŝ is the restriction of the holonomy of F̂π|Σ̂. Since the the canonical

stratification S(M̂) equals the holonomy stratification of F̂π, the result follows.

We now turn to the proof of Proposition 5.11. To prove item (ii), we observe
that by the proof of Theorem 3.29, one has:

(a) for any Σ ∈ S inf(M), the reduction of (G,Ω) is a proper symplectic integration
(G(Σ),Ω(Σ)) of (Σ, πΣ):

1 // (T (Σ),Ω(Σ)|T (Σ)) // (G(Σ),Ω(Σ)) // B(Σ) // 1 ,

(b) and, if S ∈ S(M) with S ⊂ Σ, then (G(Σ),Ω(Σ)) is suited for smooth reduction
along S, resulting in

1 //
(
T (S),Ω(S)|T (S)

)
// (G(S),Ω(S)) // B(S) // 1 ,

where B(S) = B(Σ)|S. Also, this coincides with the reduction of G along S.
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Therefore, by Remark 3.31, the transverse integral affine foliation (Σ,Fπ|Σ) con-
tains S as a transverse integral affine submanifold.

To prove item (i) of Proposition 5.11 we have to compare B(Ŝ) and B(S), and,

similarly, B(Σ̂) and B(Σ). This follows from two general remarks concerning the
orbifold atlas B(G) on the orbit space M/G of a proper regular Lie groupoid with
associated exact sequence

1 // T (G) // G // B(G) // 1 .

Namely:

1) For any two such proper regular groupoid Gi ⇒ M , if there is a submersive
groupoid morphism G1 → G2 covering the identity, then the orbifold structure
B(G2) is an isotropy reduction of B(G1);

2) Secondly, if a proper regular groupoid G ⇒M acts transitively along a submer-

sion M̂ →M with connected fibers, then the orbit space of Gn M̂ ⇒ M̂ can be

identified with M/G and B(G) is an isotropy reduction of B(G n M̂).

Finally,to complete the proof, item (iii) of Proposition 5.11 follows from Propo-
sition 3.22 and item (ii). �

Remark 5.13. Item (iii) in Proposition 5.11 is a special case of a general fact
for proper Lie groupoids. Namely, let G ⇒ M be a proper Lie groupoid with
leaf space B. Then each member of SG(B) and S inf

G (B) inherits a natural orbifold
structure from G: for each such member N ⊂ M , the restriction G|N is a regular
proper groupoid and its effectivization defines an orbifold atlas for the leaf space
of N (see, e.g., [13, 28]). Now, given Σ ∈ S inf(M), one finds that the restriction
S(B)|BΣ

is the orbifold stratification of BΣ. Moreover, the members of S(B)|BΣ

– namely BS for S ∈ S(M) with S ⊂ Σ – are embedded suborbifolds of smooth
type.

5.5. Coverings and the main diagram. In this section we collect from [11]
various facts about coverings of the resolution and of the leaf space of a PMCT,
which arise from the integral affine geometry. This will be heavily used in the
remainder of this paper and can be summarized in the following result.

Proposition 5.14 (The main diagram). Let (M,π) be a Poisson manifold with a

proper integration (G,Ω) ⇒ (M,π) and fix a base point x̂0 = (x0, t0) ∈ M̂ . The
resolution map extends to a commutative diagram

M̂orb

��

// M̂aff

��

// M̂ lin

��

// M̂

��

R // M

��
B̃orb // Baff // Blin // B = M̂/F̂π M/Fπ

(5.5)

with the following properties:

(i) In the top row the spaces are covering spaces of M̂ . In particular, they inherit

pullback Dirac structures from L̂π.
(ii) In the bottom row Blin is an integral affine smooth manifold, while Baff and

B̃orb are covering spaces of Blin, with B̃orb simply connected. So they are
integral affine smooth manifolds as well.
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(iii) The fibers of the vertical rows are the presymplectic leaves of the pullback Dirac
structures.

Remark 5.15.

(a) The spaces in the diagram depend on the choice of proper integration.
(b) We will see in Section 6.1 that the bottom row of the diagram consists of

orbifold covering spaces of B, viewed as a classical orbifold. In particular, B̃orb

is the orbifold universal covering space of B, so B is a good orbifold.

In the sequel we will explain the spaces in the diagram and how this proposition
follows from the results of [11, Appendix B]. We will make use of the tautological
bundle

t̂→ M̂, t̂(x,t) := t.

Notice that this provides a concrete description of the normal bundle to the foliation

F̂π since we have a canonical identification

ν(F̂π) ∼= t̂∗.

We recall that this bundle carries an integral affine structure Λ ⊂ t̂∗ induced from

(Ĝ, Ω̂), the dual of the lattice Ker(exp : t̂→ Ĝ). We will denote by

GLΛ( t̂∗)⇒ M̂,

the transitive groupoid whose arrows are the invertible integral affine transforma-
tions between the fibers of t̂∗.

5.5.1. The space M̂ lin. The bundle t̂∗ carries a canonical flat connection, uniquely
determined by the condition that the local sections of Λ are flat. The corresponding

parallel transport gives rise to the linear holonomy action of Π1(M̂) on t̂∗ denoted

hlin : Π1(M̂)→ GLΛ( t̂∗ ). (5.6)

It is proved in [11, Appendix B] that its image is an embedded subgroupoid

Πlin
1 (M̂) ⊂ GLΛ( t̂∗ ).

Since Π1(M̂) and Πlin
1 (M̂) are transitive, these groupoids are encoded in their

isotropy groups at the base point x̂0, acting on the s-fiber s−1(x̂0). For Π1(M̂) we

obtain the fundamental group at x̂0 and the universal cover of M̂

π1(M̂) := π1(M̂, x̂0),
˜̂
M := Π1(M̂)(x̂0,−).

For Πlin
1 (M̂), notice that (5.6) induces at x̂0 a group homomorphism

hlin
x̂0

: π1(M̂)→ GLΛ0
(t∗0). (5.7)

The kernel and image of this homomorphism will be denoted

K lin = Ker(hlin
x̂0

) ⊂ π1(M̂), Γlin = Im(hlin
x̂0

) ⊂ GLΛ0
(t∗0).

The group Γlin is precisely the isotropy group of Πlin
1 (M̂) at x̂0, while its s-fiber at

x̂0 can be canonically identified with

M̂ lin =
˜̂
M/K lin, (5.8)

i.e., the covering space of M̂ with Γlin as group of deck transformations. We call

M̂ lin the linear holonomy cover of M̂ .
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5.5.2. The space Blin. The presymplectic foliation F̂π of the Dirac structure L̂π is

a proper foliation M̂ . Hence, its holonomy and linear holonomy groupoids coin-

cide. Moreover, the Bott connection of F̂π coincides with the restriction of the flat
connection on t̂∗, and one has a groupoid embedding (see [11, Appendix B])

Hol(F̂π) ↪→ GLΛ( t̂∗ ),

whose image is contained in Πlin
1 (M̂). The holonomy and the monodromy groupoids

of the foliation F̂π then fit into a diagram

Mon(F̂π)

i∗

��

hollin // // Hol(F̂π)
_�

��

� u

''
Π1(M̂)

hlin

// // Πlin
1 (M̂) �

� // GLΛ( t̂∗ )

where i∗ : Mon(F̂π) → Π1(M̂) is the map induced by inclusion. Fixing the base
point x̂0, one obtains a similar diagram for the isotropy groups

π1(Sx̂0
)

i∗

��

hollin // // Hol(F̂π)x̂0_�

��

� u

((
π1(M̂)

hlin
// // Γlin �

� // GLΛ0
(t∗0)

Pulling back the Dirac structure L̂π along the covering (5.8) yields a presym-

plectic foliation F̂ lin
π so one has a covering of foliated spaces

(M̂ lin, F̂ lin
π )→ (M̂, F̂π).

The remarkable property of F̂ lin
π proved in [11, Appendix B] is that it is simple and

its leaf space

Blin := M̂ lin/F̂ lin
π

is a smooth integral affine manifold. Moreover, the action of Γlin on M̂ lin descends

to a proper action on Blin by integral affine transformations and M̂ lin yields a
Morita equivalence of Lie groupoids

Hol(F̂π)

����

!! M̂ lin

ww ((

~~ Blin o Γlin

����
M̂ Blin

(5.9)

One obtains an isomorphism of classical integral affine orbifolds

B ∼= M̂/F̂π ∼= Blin/Γlin.

At this point we have obtained the 2 right squares in the main diagram (5.5).
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5.5.3. The spaces M̂aff and Baff . The affine part of the diagram arises from the

developing map associated to the transverse integral affine structure on F̂π, denoted

dev : Π1(M̂)→ t̂∗. (5.10)

This is the groupoid cocycle that integrates the projection on the normal bundle

to F̂π, TM̂ → t̂∗, interpreted as an algebroid 1-cocycle. Here we are using the
representation given by the linear holonomy action (5.6).

The developing map together with the linear holonomy action give rise to the

affine holonomy action where an element [γ] ∈ Π1(M̂) acts by the affine trans-
formation

haff([γ]) : t̂∗γ(0) → t̂∗γ(1), v 7→ hlin([γ])(v) + dev([γ]).

As shown in [11, Appendix B], the affine holonomy action gives an embedding of
Lie groupoids

haff : Π1(M̂) ↪→ AffΛ( t̂∗ ). (5.11)

Its image Π1(M̂)aff ⊂ AffΛ( t̂∗ ) fits into a commutative diagram

Πlin
1 (M̂) �

� // GLΛ( t̂∗ )

Hol(F̂π)
i∗−→ Π1(M̂)

haff ++ ++

hlin 33 33

Πaff
1 (M̂) �

� //

OO

AffΛ( t̂∗ )

OO

Fixing the base point, ones obtains a corresponding diagram of isotropy groups,
as in Section 5.5.1, giving rise to the groups Γaff and Kaff as in the following
commutative diagram

Kaff � v

))

_�

��

Γlin �
� // GLΛ0

(t∗0)

π1(M̂)

hlin 66 66

haff )) ))
K lin
( �

55

Γaff �
� //

OO

AffΛ0
(t∗0)

OO

Also, we can identify the s-fiber of Π(M̂)aff with the covering space of M̂ with Γaff

as group of deck transformations, namely

M̂aff =
˜̂
M/Kaff , (5.12)

We call M̂aff the affine holonomy cover of M̂ . Pulling back the Dirac structure L̂π
along the covering map yields a presymplectic foliation F̂aff

π so one has sequence of
foliated coverings

(M̂aff , F̂aff
π )→ (M̂ lin, F̂ lin

π )→ (M̂, F̂π).

The foliation F̂aff
π is simple and its leaf space

Baff := M̂aff/F̂aff
π

is a smooth integral affine manifold. Moreover, the action of Γaff on M̂aff descends

to a proper action on Baff by integral affine transformations and M̂aff yields another
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Morita equivalence of Lie groupoids

Hol(F̂π)

����

!! M̂aff

ww ((

~~ Baff o Γaff

����
M̂ Baff

(5.13)

where the left action is by translations via haff ◦ i∗ : Hol(F̂π) → Πaff
1 (M̂). This

gives one further isomorphism of classical integral affine orbifolds

B ∼= M̂/F̂π ∼= Blin/Γlin ∼= Baff/Γaff .

Altogether, we obtain the 3 right squares in the main diagram (5.5).

5.5.4. The spaces M̂orb and B̃orb. Finally, there is the left-hand square of the main

diagram. For that, we let B̃orb be the universal covering space of Baff (which is
also the universal covering space of Blin). Then we can pullback the submersion

M̂aff → Baff along the covering projection, obtaining M̂orb → B̃orb. Noticing that

the square involving M̂aff and M̂ lin is also a pull-back diagram, we have

M̂orb = B̃orb ×Baff M̂aff = B̃orb ×Blin M̂ lin.

With this definition the left-hand square of the main diagram is commutative, and

the induced map M̂orb → M̂aff is a cover.

Furthermore, the principal actions of Π1(F̂π) in either M̂ lin or M̂aff , give a

principal action of Π1(F̂π) on M̂orb whose quotient is B̃orb, so we have a Morita
equivalence

Hol(F̂π)

����

!! M̂orb

vv ''

~~ ?

����
M̂ B̃orb

(5.14)

The groupoid on the right-hand side, apriori, is the gauge groupoid. We will see

later that it can be identified with an action groupoid B̃orb n πorb
1 (B) ⇒ B̃orb,

where πorb
1 (B) is the orbifold fundamental group B (viewed as a classical orbifold).

5.5.5. The developing map. For later use, we observe that developing map (5.10)

factors through the groupoid morphism haff : Π1(M̂) → Πaff
1 (M̂). We will denote

by the same letter the resulting groupoid cocycle

dev : Πaff
1 (M̂)→ t̂∗.

The restriction of this cocycle to the source fiber of the base point x̂0, gives the
developing map based at x̂0 denoted

dev0 : M̂aff → t∗0.

This map is constant along the leaves of F̂aff
π , and the resulting map

dev0 : Baff → t∗0,

is an integral affine local diffeomorphism.

Definition 5.16. A Poisson manifold (M,π) of proper type is called complete if
its developing map dev0 : Baff → t∗0 is a global diffeomorphism.
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This definition is equivalent to say that the canonical flat connection on Blin (or
any of its covering spaces) is complete. In the s-proper case, it is equivalent to say

that the canonical flat connection on the normal bundle to the foliation on M̂ (or
any of its covering spaces) is complete.

5.6. The main diagram for the Hamiltonian local model. As in the local
model for a Poisson manifold of proper type, we let µ : (Q,ω) → g∗ be a G-
Hamiltonian space for a free and proper G-action, where µ has connected fibers,
we let V = µ(Q) and we consider the quotient

M := Q/G,

equipped with the quotient Poisson structure π. This Poisson manifold has proper
integration G = (Q ×V Q)/G ⇒ M and fixing a maximal torus T ⊂ G we claim
that the main diagram in this case becomes

M̂orb = M̂aff = M̂ lin // M̂
R // M

µ−1(t∗)/ZG(T )

��

// µ−1(t∗)/N(T )

��

R // Q/G

��
t∗ ∩ V // (t∗ ∩ V )/W

' // (g∗ ∩ V )/G

B̃orb = Baff = Blin // B = M̂/F̂π M/Fπ

(5.15)

Here W = N(T )/T and ZG(T ) ⊂ N(T ) are the elements in the normalizer with
trivial coadjoint action on t∗ and we also claim that

Γaff = Γlin ∼= N(T )/ZG(T ).

To show that these claims hold we fix as base point x̂0 = (x0, t) where x0 ∈ M
is any point that is Q-related to 0 ∈ g∗. We also use the identification M̂ =
µ−1(t∗)/N(T ) (see (4.14)). We will first compute the representation (5.6)

hlin := hlin
x̂0

: π1(M̂)→ GL(t∗).

The flat bundle t̂∗ whose holonomy was used to define this representation is easier
to describe after pulling it along the cover

M := µ−1(t∗)/T → µ−1(t∗)/N(T ).

Indeed, the foliation F̂π now becomes the one associated to the submersion M → t∗

induced by µ, so the normal bundle becomes the trivial bundle with fiber t∗ and

the connection becomes the flat one. Conversely, M̂ is the quotient of the action
of W on M and this group also acts on t∗ via the standard representation

W → GL(t∗). (5.16)

It follows that t̂∗ = (M × t∗)/W and that hlin is the composition of (5.16) with the
boundary map

∂ : π1(M̂)→W (5.17)
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associated to the homotopy sequence for M → M̂ . Since the image of (5.16) is
precisely Γlin and its kernel is ZG(T )/T , we deduce that

Γlin ∼= N(T )/ZG(T ).

This also implies that the holonomy cover is precisely the quotient of M modulo
the kernel ZG(T )/T , i.e.,

M̂ lin = µ−1(t∗)/ZG(T ).

One obtains also Blin = t∗. Since this space is 1-connected, it follows that B̃orb =

Baff = Blin and then that M̂orb = M̂aff = M̂ lin, which proves all the claims.

For the sequel, we will need to restrict to an invariant open subset U ⊂ M .
This will allow, for example, the reduction of fact-checking for a general Poisson
manifold to the Hamiltonian local model. The main diagram is functorial for such
restrictions.

Proposition 5.17. Let (M,π) be a Poisson manifold with a choice of proper in-
tegration (G,Ω) ⇒ M . Let U ⊂ M be an invariant open subset and consider the
restriction (G|U ,Ω|U ) ⇒ U . Fixing a base point x̂0 = (x0, t) with x0 ∈ U , the
corresponding main diagrams (5.5) are related by

Ûorb //

��

$$
Ûaff //

##

Û lin //

##

Û
R //

  

U

  
M̂orb //

��

��

M̂aff //

��

��

M̂ lin //

��

��

M̂
R //

��

��

M

��

B̃orb
U

##

// Baff
U

##

// Blin
U

##

// BU

  

BU

  
B̃orb // Baff // Blin // B B

(5.18)

where the diagonal maps are open embeddings, except possibly for the ones on the left

face of the diagram. The map Ûorb → M̂orb is an open embeddings if Baff
U → Baff

is one.

Proof. The construction of the resolution shows that we have a commutative dia-
gram

Û

��

R // U

��
M̂

R // M

where the left vertical arrow is an open embedding. The diagonal maps in (5.18),
with the exception of the ones on the left face of the diagram, arise from the

identification of M̂ lin as the s-fiber of x̂0 of the image Πlin
1 (M̂) ⊂ GL(̂t∗) of the linear

holonomy map (5.6). The bottom diagonal map on the left face of the diagram is
the map induced on universal covering spaces from the embedding Baff

U → Baff ,
while the first top diagonal map is the one induced between fiber products

Ûorb = B̃orb
U ×Baff

U
Ûaff → M̂orb = B̃orb ×Baff M̂aff

This map is an embedding if the map B̃orb
U → B̃orb is an embedding. �
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6. The Weyl Group

In this section we analyse further the structure of the leaf space of a PMCT
(M,π). We saw before that its leaf space M/Fπ, can be identified with the leaf

space M̂/F̂π of its resolution, and we denoted it by B, so we have

M̂

��

R // M

��
B B

The space B inherits an integral affine orbifold structure for each choice of proper in-
tegration. Any such choice induces the same classical orbifold structure on B, which

coincides with the orbifold structure induced by the proper groupoid Hol(M̂, F̂π).
In this section we will work exclusively with this classical orbifold structure. We
will still need to fix an integration to specify the integral affine structure on B.

6.1. The orbifold fundamental group. The orbifold fundamental group(oid)
will play a crucial role for us, so let us recall its definition. It is convenient to adopt
a more general point of view and define the fundamental groupoid of a Lie groupoid
G. For details we refer to [5, 30]. First, one defines a Haeflieger path on G ⇒ X to
be a sequence

η = (γ0, g1, γ1, . . . , gk, γk)

where γi are paths in X, γi ∈ G, and

t(gi) = γi−1(0), s(gi) = γi(1).

One defines the source and target of η by

s(η) = γk(0), t(η) = γ0(0).

There is an obvious concatenation operation on the set P (G) of all Haeflieger paths.
Also, given two Haeflieger paths η1, η2 ∈ P (G) with the same end-points one de-
fines a homotopy between them to be the equivalence relation ∼ generated by the
following operations:

(i) multiplication: If γi is a constant path, then

(γ0, g1, γ1, . . . , gi, γi, gi+1, . . . , gk, γk) ∼ (γ0, g1, γ1, . . . , gigi+1, . . . , gk, γk);

(ii) concatenation: If gi = 1γi(1), then

(γ0, g1, γ1, . . . , γi−1, gi, γi, . . . , gk, γk) ∼ (γ0, g1, γ1, . . . , γi−1γi, . . . , gk, γk);

(iii) deformation: If there is a continuous family of Haeflieger paths ηε with fix
end-point s(ηε) = x0 and t(ηε) = x1, then η0 ∼ η1.

The fundamental groupoid of G has arrows the equivalence classes of Haeflieger
paths and will be denoted

Π1(G)⇒ X.

Multiplication is induced by concatenation. It is proved in [30] that this is a Lie
groupoid. The fundamental group of G based at x is, by definition, the
resulting isotropy group at x,

π1(G, x) := Π1(G)x.

Since Π1(G) is transitive, the fundamental groups of G based at different points are
isomorphic.
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Notice that we have natural Lie groupoid morphisms

G → Π1(G), Π1(X)→ Π1(G). (6.1)

The second one is an instance of the fact that a groupoid morphism φ : H → G
induces a morphism between the fundamental groupoids φ∗ : Π1(H) → Π1(G).
The later is actually an isomorphism whenever φ is a weak equivalence, so Morita
equivalent groupoids have isomorphic fundamental groups and groupoids.

Let B be an orbifold, with a choice of an orbifold atlas B ⇒ X. We will fix a
base point x0 ∈ X and we will call

πorb
1 (B, b0) := π1(B, x0)

the orbifold fundamental group of B based at b0 = p(x0). We have the map
induced by the inclusion of the units

π1(X,x0)→ πorb
1 (B, b0). (6.2)

which can also be thought as being induced by the orbit space projection p : X → B.
We recall also that any (effective) orbifold B has a universal covering space

B̃orb

which is itself an (effective) orbifold. If B is presented by an orbifold atlas B ⇒ X

and we fix x0 ∈ X, then the model for B̃orb, based at x0, is the orbifold atlas given
by the action groupoid

B n Π1(B)(x0,−)⇒ Π1(B)(x0,−), (6.3)

together with the (right) action of πorb
1 (B, b0) = π1(B, x0).

We will be interested in two more specific situations that we now describe.

6.1.1. Orbifolds presented by a holonomy groupoid. Assume B has orbifold atlas
the holonomy groupoid of a proper foliation

B = Hol(X,F)⇒ X.

Note that in this case every arrow in B is represented by a path, from which it
follows that (6.2) is a surjective morphism. This allows us to reinterpret πorb(B, x0)
as the quotient of π1(X,x0) modulo the equivalence relation, denoted ∼F and called
F-homotopy, induced by the kernel of (6.2):

Kx0
=
{

[γ] ∈ π1(X,x0) | γ ∼F x0

}
. (6.4)

Explicitly, a loop is F-homotopic to the constant path x0 if it is homotopic to a
concatenation of loops γ1 · · · γk, each of the form

γi = αiβiα
−1
i ,

where βi is a leafwise loop with trivial holonomy, based at some yi, and αi is an
arbitrary path connecting yi to x0 (note that the βi’s will be in general contained
in different leaves).

In this case, the construction (6.3) of the universal covering space yields a con-
nected space

Xorb := Hol(X,F)(x0,−) −→ X

This is precisely the covering space of X with group of deck of transformations
πorb

1 (B), i.e., the quotient of the universal covering space of X modulo the kernel
of (6.2). The construction of the orbifold universal cover yields an orbifold atlas
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consisting of the holonomy groupoid of the pull-back foliation Forb alongXorb → X.

In particular, the underlying topological space is B̃orb = Xorb/Forb with atlas

Hol(Xorb,Forb)⇒ Xorb p−→ Xorb/Forb.

For the next lemma recall (Corollary 3.12) that principal leaves of a proper
foliation are the leaves with trivial holonomy.

Lemma 6.1. Let (X,F) be a proper foliation and on the leaf space p : X → B
consider the orbifold defined by the atlas Hol(X,F)⇒ X. If all principal leaves are
1-connected then one has an isomorphism

πorb
1 (B, p(x0)) ' π1(X,x0).

Proof. Let Kx0
be the kernel of the morphism (6.2). An element [γ] ∈ Kx0

is a
concatenation of loops of the form

l = σβσ−1,

where β is a loop with trivial holonomy in the leaf L containing the base point
x0 and σ connects x0 with the starting point of β. Let ν(L) ⊂ X be a tubular
neighborhood of L. Since β has trivial holonomy, pulling back (ν(L),F) along β
yields a foliation which is trivial near the zero section, so we can homotope β to any
close enough leaf. Since the principal locus is dense, we can assume that β is in a
principal leaf. By assumption, principal leaves are 1-connected so β is contractible
in its leaf. Therefore we conclude that l is contractible and thus that Kx0 is the
trivial group. �

6.1.2. Good orbifolds. Assume now that B has orbifold atlas the action groupoid

B = B′ o Γ⇒ B′

associated with a proper and effective action of a discrete group Γ on a manifold
B′. The orbifold fundamental group has the explicit model π1(B′ n Γ, b′0) defined
as the collection of pairs (g, σ) with g ∈ Γ and where σ is a path homotopy class in
B′ from b′0 to b′0g, with the composition

(g1, σ1)(g2, σ2) = (g1g2, g
∗
2(σ1)σ2). (6.5)

where g∗2(σ1) is the g2-translate of σ1. It follows right away that it fits into a short
exact sequence

1 // π1(B′, b′0) // πorb
1 (B, b0) // Γ // 1 (6.6)

In this case, the action groupoid (6.3) presenting the orbifold universal cover has
base space a smooth manifold, namely the universal covering space of B′ based at
b′0:

B̃orb = B̃′,

which we think of as consisting of path homotopy classes of paths in B′ starting
at b′0. The resulting (right) action of πorb

1 (B, b0) on this space can be described
explicitly as:

τ · (g, σ) = g∗(τ)σ (6.7)

This action is proper and effective, and this can also be checked directly using (6.6).
However, the action is free if and only if the original action of Γ on B′ is free.
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6.1.3. Orbifold fundamental group of the leaf space of PMCTs. We can now apply
the previous discussion to our setting of PMCTs. Recall we are viewing the leaf

space B = M̂/F̂π = M/Fπ as a classical orbifold. The next result clarifies the
missing piece in diagram (5.14).

Proposition 6.2. Let (M,π) be a Poisson manifold with a proper integration

(G,Ω) ⇒ (M,π) and fix a base point x̂0 = (x0, t0) ∈ M̂ . In the main diagram

(5.5) B̃orb is the orbifold universal covering of the leaf space B. In particular,

πorb
1 (B) acts properly and effectively on B̃orb and there is a Morita equivalence

Hol(M̂, F̂π)

����

!! M̂orb

vv ))

~~ B̃orb o πorb
1 (B)

����
M̂ B̃orb

(6.8)

Note also that the kernel K = Kx0
of the homomorphism 6.2 coincides with the

normal subgroup of π1(M̂, x̂0) associated with the covering space M̂orb → M̂ .

6.2. The Weyl group. Given a Poisson manifold of proper type (M,π) and chos-

ing x̂ = (x, tx) ∈ M̂ , the kernel of the map

R∗ : π1(M̂, x̂)→ π1(M,x)

will be denoted Ŵx̂. We recall that we view the leaf space B of (M,π) as a classical

orbifold presented by Hol(F̂π).

Definition 6.3. The Weyl group Wx̂ of (M,π) at x̂ is the image of Ŵx̂ under the
map

π1(M̂, x̂)→ πorb
1 (B, b). (6.9)

By passing from M̂ to B we are able to make use of the action of πorb
1 (B, b) on

the orbifold universal covering space B̃orb. In particular, we obtain a proper and

effective action of Wx̂ on B̃orb. Our ultimate aim is to show that Wx̂ is a Coxeter
group acting as a reflection group on B̃orb, in the sense of [15].

Note that the Weyl groupWx̂ is a normal subgroup of πorb
1 (B, b) because (6.9) is

surjective. The following commutative diagram explains the relationship between
the various groups that appear in the definition:

1 // Ŵx̂
//

����

π1(M̂, x̂)
R∗

//

p∗
����

π1(M,x) //
vv

1

Wx̂
� � // πorb

1 (B, b)

(6.10)

The top row splits canonically: we have an isomorphism R : M̂ reg ∼−→ M reg and
M reg ↪→M induces an isomorphism in π1. Hence, we have

π1(M̂, x̂) ∼= π1(M,x) n Ŵx̂.

We will see later that the orbifold fundamental group of B is also a semi-direct
product with kernel Wx̂.



60 MARIUS CRAINIC, RUI LOJA FERNANDES, AND DAVID MARTÍNEZ TORRES

Remark 6.4 (Base-points). All the covering spaces appearing in the main diagram
are constructed using paths based at some x̂ = (x, tx). Note that concatenation
by a path σ gives isomorphisms between the spaces in the main diagram based at
σ(0) = x̂ and at σ(1) = ŷ. Conjugation by σ gives isomorphisms φ between the

(orbifold) fundamental groups at x̂ and at ŷ, that carry the groups Wx̂ and Ŵx̂

to Wŷ and Ŵŷ. The isomorphisms between the spaces are φ-equivariant. In other
words, the path σ provides an equivariant isomorphism between the main diagram
based at x̂ and at ŷ.

With that in mind, from now on we fix a base point x̂0 = (x0, t0) with x0 ∈M reg.
We endow all the spaces with the resulting base points, denoted

b0 = p(x̂0) ∈ B, x0 ∈M, b̃0 ∈ B̃orb, etc.

and we denote

Ŵ = Ŵx̂0
, W =Wx̂0

.

Furthermore, when we use fundamental groups, we omit base-points from the no-
tation unless necessary.

Example 6.5. For M = g∗ the Lie algebra of a compact connected Lie group G,
we claim that

Ŵ ∼=W ∼= πorb
1 (B) ∼= W,

where W = N(T )/T is the classical Weyl group of G relative to the maximal torus
T ⊂ G.

To prove this claim, recall from Example 4.3 that the resolution map for g∗ is

R : G/T ×W t∗ → g∗, (gT, ξ) 7→ Adg(ξ).

Since the image is contractible, by (6.10) we have

Ŵ ∼= π1(G/T ×W t∗), W ∼= πorb
1 (B),

where π1(G/T ×W t∗) ∼= W . Since the principal leaves are diffeomorphic to G/T ,
they are simply connected and Lemma 6.1 implies that π1(G/T ×W t∗) ∼= πorb

1 (B),
and so the claim follows.

Observe that the Weyl group W in this example appears as the fundamental
group of the fiber of the resolution R−1(0) = T (g):

π1 (T (g)) ∼= N(T )/T = W. (6.11)

This fact will be generalized appropriately in Proposition 6.8.
For a more concrete example let M = su(2)∗, which we can identify with R3.

The coadjoint action of SU(2) is given, via the covering morphism SU(2)→ SO(3),
by rotations. We let t ⊂ su(2) be the span of the infinitesimal generator of the
rotations around an axis and set W to be the Weyl group of SU(2) relative to T .
We have the diffeomorphism

ŝu(2)∗ ∼= (SU(2)/T × t) /W ∼= (S2 × R)/Z2, (6.12)

where S2 ⊂ R3 is the unit sphere and the non-trivial element of Z2 act as

(θ, z) 7→ (−θ,−z). (6.13)

Under the isomorphism (6.12) the resolution map becomes

R : (S2 × R)/Z2 → R3, [θ, z] 7→ zθ,
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its fiber over the origin is

(S2 × {0})/Z2
∼= RP2.

The Weyl group in this case is Ŵ ∼=W ∼= πorb
1 (B) ∼= π1(RP2) ∼= Z2.

Example 6.6. Consider now the Cartan-Dirac structure LG on a compact simply
connected Lie group G determined by a fixed Ad-invariant inner product on g.
Recall from Example 4.20 that, fixing a maximal torus T ⊂ G, the resolution can
be identified with

Ĝ = G/T ×W T.

We claim that this twisted Dirac structure has Weyl group

W ∼= Ŵ ∼= πorb
1 (B) ∼= ΛG oW,

whereW = N(T )/T acts on ΛG = Ker(exp : t→ T ) via the standard representation
W → GL(t). Since, by assumption, the base of the resolution map

R : G/T ×W T → G

is simply connected, by (6.10) we have

Ŵ ∼= π1(G/T ×W T ), W ∼= πorb
1 (B).

Since the principal leaves are diffeomorphic to G/T , they are simply connected and
Lemma 6.1 implies that π1(G/T ×W T ) ∼= πorb

1 (B).
We are left to prove that

π1(G/T ×W T ) ' ΛG oW.

This follows by observing that we have an isomorphism

(G/T × t)/(ΛG oW ) ∼= G/T ×W T, [(gT, ξ)] 7→ [(gT, exp(ξ))],

where on the left side, ΛG acts trivially on G/T and by translations on t.
For a concrete example, the case G = SU(2). To obtain an explicit expression

of the resolution map we let T be the diagonal matrices in SU(2) and we regard
SU(2) as the unit sphere in C2 with coordinates z1, z2. Then T is identified with
the unit circle S1 with coordinate u. The resolution map becomes

R :
(
SU(2)× S1

)
/N(S1)→ SU(2), [z1, z2, u] 7→ (uz1z̄1 + ūz2z̄2, (ū− u)z1z2).

Its fiber at ±I is

(SU(2)× {±1}) /N(S1) ∼= S2/Z2
∼= RP2.

Note that the Weyl group in this case is

W ∼= Ŵ ∼= πorb
1 (B) ∼= Z o Z2,

where −1 ∈ Z2 acts on Z by multiplication.
Observe that we can also compute the fundamental group of(

SU(2)× S1
)
/N(S1) ∼= S2 ×Z2

S1,

using the Seifert-Van Kampen theorem, and this recovers the well-known isomor-
phism

Z o Z2
∼= Z2 ∗ Z2.
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Example 6.7. Let us consider the twisted Dirac structure (M,L) obtained by
removing from the Cartan-Dirac structure on SU(2) the point −I. Then it follows
from the previous example that the resolution is

R : M̂ = S2 ×Z2
(S1\{−1})→M = SU(2)\{−I}

Since the base of the resolution and the principal fiber – still S2 – are simply
connected, we have as in the previous examples, that

W ∼= Ŵ ∼= πorb
1 (B) ∼= π1(M̂) ∼= Z2.

Note that this example does not fit into classical Lie theory, so one does not have
a classical notion of Weyl group.

6.3. Abstract reflections. Our next aim is to show thatW is generated by certain
“reflections”, which will be introduced below abstractly as certain elements of order
two. In the next section we will show that they can be realized as actual geometric

reflections on B̃orb.
The most obvious way to exhibit elements of the Weyl group is by focusing on

the fundamental groups of the fibers of R.

Proposition 6.8. Fix a point x̂ = (x, tx) ∈ M̂ and let i : R−1(x) ↪→ M̂ be the
inclusion. Then there is a canonical diffeomorphism

R−1(x) ∼= G/N(T ),

where G = G0
x and T ⊂ G is the torus corresponding to tx. The composition

π1(R−1(x), x̂)
i∗ // π1(M̂, x̂)

p∗ // πorb
1 (B, b)

gives a canonical injective homomorphism

W ↪→Wx̂ ,

where W = N(T )/T is the Weyl group.

Proof. For simplicity of notations let t = tx, g = gx, G = G0
x, and T = Tx. By

definition, R−1(x) = T (g) and the canonical isomorphism in the statement is

G/N(T ) ∼−→ T (g), gN(T ) 7→ Adg(t).

We claim that the map i∗ is injective. For that we use the holonomy represen-

tation associated to the flat tautological bundle T over M̂ ,

hlin : π1(M̂, x̂)→ GL(t).

More precisely, we will show that hlin◦i∗ is injective. This composition is, of course,
the holonomy map of the flat bundle T|R−1(x). In turn, T|R−1(x) is identified with
the tautological bundle over G/N(T ), call it E. This flat bundle can be trivialized
by pulling it back to the universal cover

G/T → G/N(T ).

We see that, conversely, E → G/N(T ) can be described, as a flat bundle, as the
quotient of the trivial bundle G/T × t modulo the diagonal action of W , where the
action on the second factor is via the standard representation W → GL(t). This is
similar to the computation of the linear holonomy in Section 5.6. The holonomy of
E → G/N(T ) is the the standard representation of W . Hence i∗ is injective.
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On the other hand, recall that hlin factors through p∗:

π1(M̂, x̂)
hlin
//

p∗

��

Γlin ⊂ GL(t)

πorb
1 (B, b)

88

Therefore, the previous argument implies also that p∗ ◦ i∗ is injective. �

Example 6.9. When M = Q/g∗ is the Hamiltonian local model, if one uses points
Q-related to 0 ∈ g∗, the previous proposition gives a copy of the Weyl group
W 0 := N(T ) ∩ G0/T inside the Weyl group of M . Later, in Proposition 6.16 (see
also Remark 6.18, we will show that Weyl groups are Morita invariant, so one finds
W ∼= W 0.

When x̂ ∈ M̂ is a subregular point one has gx ∼= su(2)⊕ zx with zx abelian, the
fiber over x is

R−1(x) = T (su(2)) ∼= RP2,

so has fundamental group Z2. The last proposition then shows that at any such
subregular point one obtains a non-trivial involution

τx̂ ∈ Wx̂.

This will be called the subregular reflection at x̂.

Definition 6.10. An abstract reflection in W is any element obtained from a
subregular reflection τx̂ ∈ Wx̂ by transporting it along a path from x̂ to x̂0.

Note that each subregular reflection τx̂ does not give rise to a unique abstract
reflection in W. Rather, it produces a canonical conjugacy class of involutions
which only depends on the subregular strata Σ through x̂.

Similarly, one shall make use of abstract reflections in Ŵ, induced by the order

two elements τ̂x̂ ∈ Ŵx̂ in the image of i∗ : π1(R−1(x), x̂)→ π1(M̂, x̂).

Example 6.11. In the case M = g∗, fixing a maximal torus t ⊂ g, we saw in
Example 6.5 that the Weyl group W is isomorphic to the classical Weyl group W
of G relative to t. The abstract reflections are exactly the standard reflections
associated to the root hyperplanes in t. Indeed, if ξ is a subregular point on a root
hyperplane H, then R−1(ξ) embedds canonically in R−1(0) ∼= G/N(T ) as the set
of maximal tori of g contained in gξ. The generator of the fundamental group of

this embedded RP2 is the standard reflection on H. The straight path connecting

ξ̂ := (ξ, t) with (0, t) conjugates τξ̂ to the standard reflection on H.

The fact that the standard reflections generate the classical Weyl group gener-
alizes as follows.

Proposition 6.12. For any Poisson manifold of proper type (M,π) the Weyl group
W is generated by the abstract reflections.

The proposition follows from the following lemma.

Lemma 6.13. Any element in π1(M̂) can be written as a product of abstract re-

flections in Ŵ and an element in the image of the splitting in (6.10).
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Figure 1. Homotopy supported on Moebius band

Proof of the Lemma. Let [γ] ∈ π1(M̂). We can assume that γ is a smooth loop
which, as in the proof of Lemma 3.7, intersects at most the codimension one strata

of Srk(M̂, F̂) = R−1(S inf(M,π)) and any such intersection is transverse. By Corol-
lary 4.17 these are subregular points.

Next, we claim that we can eliminate successively the finitely many intersection
points one by one: for the first subregular intersection point we construct an ab-

stract reflection τ̂ in Ŵ such that [γ] = τ̂ · [γ′] where γ′ has one less subregular
intersection point than γ.

Let t1 ∈ [0, 1] be the fist value such that γ(t1) = x̂ is a subregular point on

the stratum Σ̂ ∈ Srk(M̂, F̂). We can assume that the reflection τ̂x̂ is represented
by an embedded loop κ and we decompose γ = σ1σ2 according to the subdivision
[0, 1] = [0, t1] ∪ [t1, 1]. Then we have the factorization

[γ] = [σ1κκσ2] = [σ1κσ
−1
1 ][σ1κσ2],

where, by construction, [σ1κσ
−1
1 ] is an abstract reflection. We claim that σ1κσ2

is homotopic to a loop which intersects the codimension one strata Σ̂ in one point
less than γ.

Since τ̂x̂ = [κ] is nontrivial, the restriction of the normal bundle of Σ̂ in M̂ to κ
is the non-trivial line bundle over RP2. It further follows that there is an embedded
Moebius band

Φ : R× (−1, 1)/(θ, s) ∼ (θ + 2π,−s)→ M̂,

κ(t) = Φ([2πt, 0]), t ∈ [0, 1], x̂ = Φ([0, 0]),

so that Σ̂∩Φ = κ. We can arrange that γ ∩Φ be the normal fiber over x̂ and that
points in the Moebius band other than the zero section are regular points. Then
the normal fibers can be used to perform a homotopy supported in the Moebius

band which moves the curve σ1κσ2 away form the zero section, i.e., away from Σ̂
(see Figure 1).

�

To close this section we will show that πorb
1 (B) is a W-semi-direct product. In

other words, that there is an analogue for W of the split exact sequence in the
diagram 6.10.

For that, note that for any Poisson manifold of proper type (M,π), the regular
part (M reg, π) is also of proper type. The restriction of a proper integration (G,Ω)
to M reg endows the leaf space Breg with an integral affine orbifold structure. For
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this structure, the inclusion of the regular partM reg ⊂M descends to an embedding
of classical integral affine orbifolds (see Section 5.2)

Breg ↪→ B.

We also define the regular part of any of the orbifold covering spaces of B, denoted

(Blin)reg, (Baff)reg, (B̃orb)reg,

as the pre-image of Breg by the corresponding covering maps.

Proposition 6.14. The map in homotopy induced by the inclusion Breg ⊂ B gives
a splitting of the short exact sequence

1 // W // πorb
1 (B) // πorb

1 (Breg) // 1 .

Furthermore, the image of this splitting consists of the πorb
1 (B)-stabilizer of the

connected component of (B̃orb)reg containing the base-point.

Proof. We complete the diagram 6.10 with the orbifold fundamental group of the
regular part M reg. The orbifold embedding Breg ↪→ B induces a map between the
orbifold fundamental groups that makes the outer square of the following diagram
commutative

1 // Ŵ

p∗

��

// π1(M̂)

p∗

��

R∗ // π1(M reg) //

p∗

��

î
vv

1

1 // W // πorb
1 (B)

r∗ // πorb
1 (Breg)

i

ff

We claim that there exists dotted arrow r∗ making the inner square commuta-
tive. By diagram chasing, using that vertical arrows are surjective, this implies the
exactness of the sequence

1 // W // πorb
1 (B) // πorb

1 (Breg) // 1

Next, again by a diagram chasing, it follows that the existence of r∗ is equivalent
to the fact that R∗(K) ⊂ Ker(p∗), where K is the kernel of the middle vertical
arrow (described in (6.4)). This will follow by showing that

î ◦R∗(K) ⊂ K. (6.14)

To prove this, we show that any [γ] ∈ K can be factorized as

[γ] = [γ1] · · · [γk], with [γi] = wi[γ
′
i]w
−1
i , (6.15)

where γ′i ⊂ M̂ reg, [γ′i] ∈ K, and wi ∈ Ŵ. Using this factorization, we find that if
we let γ′ = γ′1 · · · γ′k, then

î ◦R∗[γ] = î ◦R∗[γ′] = [γ′] ∈ K,

where the last equality holds because of the definition of î and γ′ ⊂ M̂ reg. Hence,
(6.14) follows.

It remains to prove the factorization (6.15). By (6.4), we note that any [γ] ∈ K
is a product loops of type

l = σβσ−1, (6.16)
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with β a null-holonomic leafwise loop and β is a path between the base point of β
and x0. We will show that for such l we have

l = wl′w−1 (6.17)

with w ∈ Ŵ and l′ ∈ K sitting inside M̂ reg, this proving (6.15). To prove (6.17),
starting with 6.16, we make the following modifications:

(i) Since β is null-holonomic, as in the proof of Lemma 6.1, we may write l =

αβ′α−1 with β′ ⊂ M̂ reg a leafwise null-holonomic path.
(ii) We observe that the factorization result of Lemma 6.13 applies not just to

loops, but to paths with end-points in M̂ reg. By applying it to α we obtain
that our l can be written as claimed in (6.17).

The last part of the statement can be seen as a particular case of a property
of classical orbifolds. In order to state it, we use the notion of classical embedded
orbifold (see Section 5.2).

Lemma 6.15. Let B be a good orbifold, assume that B0 ⊂ B is a classical embedded
suborbifold with b0 ∈ B0. Then the image of the map

i∗ : πorb
1 (B0)→ πorb

1 (B)

induced by the inclusion is the πorb
1 (B)-stabilizer of the connected component C of

p−1(B0) containing the base point b̃0, where p−1(B0) is the pre-image of B0 by the

canonical projection B̃orb → B

Proof. We use the notations and the discussion from Section 6.1.2. Since B is a
good orbifold and B0 is a classical embedded suborbifoldwe can write

(B, b0) = (B′, b′0)/Γ, (B0, b0) = (B′0, b
′
0)/Γ,

with B′0 ⊂ B′ a Γ-invariant embedded submanifold and the Γ-action on B′0 remains
effective. Given an element

a = (g, σ) ∈ πorb
1 (B) = π1(B′ n Γ)

(see (6.5) and the discussion preceding it) the condition C · a = C is equivalent to

the existence of a path in p−1(B0) connecting b̃0 with b̃0a. Recalling that b̃0 = 1b′0
is represented by the constant path at b′0, (6.7) gives

b̃0 · a = g∗(1b′0) · σ = 1b′0g · σ = σ,

where · stands for the concatenation. Hence there exists a path in p−1(B0) between

b̃0 and σ. That means precisely that σ is represented by a path in B′0, i.e., that a
is in the image of the splitting. �

�

6.4. Morita invariance of the Weyl group. Next we prove Morita invariance
of the Weyl groups.

Proposition 6.16. Let (Mi, πi) be two PMCTs with integrating proper symplectic
groupoids (Gi,Ωi)⇒ (Mi, πi), and let (Q,Ω) be a Morita equivalence between them.
Then the homeomorphism induced by Q between the leaf spaces Bi = Mi/Fπi ,

φ : B1
∼−→ B2,
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is an isomorphism between the orbifold integral affine structures induced by (Gi,Ωi).
Furthermore, the induced map in the orbifold fundamental groups,

ϕ : πorb
1 (B1)→ πorb

1 (B2)

restricts to an isomorphism between the corresponding Weyl groups and makes the

induced isomorphism φ∗ : B̃orb
1 → B̃orb

2 a ϕ-equivariant map. Under this isomor-
phism abstract reflections correspond to each other.

Remark 6.17. The statement of the proposition can be refined by specifying the

base points x̂i = (xi, ti) ∈ M̂i appropriately. The points xi ∈ Mi should be Q-
related via a point q ∈ Q. Such a q gives rise to an identification between the
Lie algebras gxi (cf. Remark 2.2) and we require that the ti’s correspond to each
other. With these choices in place, we obtain concrete models for the orbifold
fundamental groups, for the Wx̂i sitting inside them, as well as for φ∗ mapping
Wx̂1

isomorphically to Wx̂2
.

Proof. Observe that for a Morita equivalence M1 Q
p1oo p2 // M2 as in the

statement the pull-back of the graphs of the Poisson structures, L1 := p∗1Lπ1 and
L2 := p∗2Lπ2

, are related to each other via a gauge transformation w.r.t. Ω (see
[12, page 154]). Moreover, (Q,L1) and (Q,L2) are DMCTs with integrating proper
presymplectic groupoids the pullback groupoids p∗Gi = Q ×Mi

Gi ×Mi
Q ⇒ Q

endowed with presymplectic forms that differ by t∗Ω − s∗Ω. Therefore, the leaf
spaces of (Q,Li), their integral affine orbifold structures and their Weyl groups are
identical .

We are left with proving the following claim. Given a submersion with connected
fibers p : Q → M into a Poisson manifold of proper type (M,π) and a proper
symplectic groupoid (G,Ω), consider the Dirac manifold (Q,L = p∗Lπ) together
with the proper presymplectic integration p∗G = Q ×M G ×M Q ⇒ Q. Then
there is a canonical isomorphism between the leaf space of (M,π) and (Q,L) which
preserves their integral affine structures and identifies their Weyl groups.

To prove this claim we pass to the level of the resolutions. Their construction
shows that p : Q→M induces a submersion with connected fiber

p̂ : Q̂→ M̂.

This submersion pulls back the foliation of M̂ to the foliation of Q̂. Hence their leaf
spaces are canonical isomorphic classical orbifolds. Also, observe that the natural
groupoid morphisms p∗G → G yields a groupoid morphism at the level of the action
groupoids over the resolutions:

p∗G n Q̂→ G n M̂.

This restricts to an isomorphism between isotropy groups so the transverse inte-

gral affine structures of Q̂ and M̂ also correspond to each other, and we have an
isomorphism of the integral affine structures on the leaf spaces.
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For the claim on the Weyl groups, we consider the following commutative dia-
gram:

1 // Ŵq̂
//

p̂∗

��

i

""

π1(Q̂, q̂)

i

zz
p̂∗

��

// π1(Q, q)

p∗

��

// 1

πorb
1 (B, b)

1 // Ŵx̂
//

j

<<

π1(M̂, x̂) //
j

dd

π1(M,x) // 1

where q̂ ∈ Q̂ determines all the other points q ∈ Q, x̂ ∈ M̂ , x ∈ M , b ∈ B. We
have to prove that

i(Ŵq̂) = j(Ŵx̂), (6.18)

coincide. The inclusion i(Ŵq̂) ⊂ j(Ŵx̂) is clear. For the reverse, we start with

u ∈ j(Ŵx̂). By Proposition 6.12, we may assume that u arises from a reflection

corresponding to a point ŷ in a subregular strata: u = j(στŷσ
−1), with τŷ ∈ Ŵŷ

as above, and where σ is a path in M̂ between x̂ and ŷ. We also choose a point

r̂ ∈ Q̂ above ŷ and a path σ̃ in Q̂ between q̂ and r̂. Since the groups that we are
comparing are normal in πorb

1 (B) we may assume that σ̃ covers σ. Observe now
that:

(i) r̂ is necessarily subregular for (Q,L), so it has an associated element τr̂ ∈ Ŵr̂.

(ii) The map p̂∗ sends τr̂ to τŷ. This is due to the fact that p : Q̂ → M̂ restricts
to a diffeomorphism between the fibers of the resolution maps above q and x.

It follows that j(τŷ) = i(τr̂) and then

u = j(στŷσ
−1)

= j(p̂∗(σ̃)p̂∗(τr̂)p̂∗(σ̃)−1)

= jp̂∗(σ̃τr̂σ̃
−1)

= i(σ̃τr̂σ̃).

This shows that (6.18) holds and completes the proof of the proposition. �

Remark 6.18 (s-connecteness). Our symplectic groupoids are assumed to be
source connected. However, in the Hamiltonian local model we will encounter
non-source connected groupoids whenever the isotropy G = Gx is disconnected.
For that, it is important to note that Morita invariance of the Weyl groups re-
mains valid for Morita equivalent symplectic groupoids that are not necessarily
s-connected, provided the Morita bi-bundle is connected.

For this, note that for a proper symplectic groupoid (G,Ω) ⇒ (M,π) which is
not necessarily s-connected, the relevant orbit space is B = M/G, and that may
be different from the leaf space M/Fπ. To define the Weyl group W ⊂ πorb

1 (B)

one still uses the resolution (Ĝ, Ω̂) → (M̂, L̂π), where Ĝ = M̂ o G may fail to be

s-connected. The classical orbifold structure on B = M/G ∼= M̂/Ĝ is presented

by the effectivization E(Ĝ) of the proper foliation groupoid B(Ĝ) of the associated
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short exact sequence

1 // T // Ĝ // B(Ĝ) // 1

The effective groupoid E(Ĝ) ⇒ M̂ integrates the foliation F̂π – although it is

possibly not s-connected – so its source connected component is Hol(M̂, F̂π). Hence,

πorb
1 (B) is defined as the fundamental group of E(Ĝ) and the Weyl group is defined

as before by the diagram

1 // Ŵx̂
//

����

π1(M̂, x̂)
R∗

//

p∗

��

π1(M,x) //
vv

1

Wx̂
� � // πorb

1 (B, b)

We remark that now the vertical arrow p∗ is not surjective in general.
The proof of Proposition 6.16 can be adapted to show that a connected symplec-

tic Morita equivalence between (not necessarily s-connected) symplectic groupoids
(G1,Ω1)⇒ (M1, π1) and (G2,Ω2)⇒ (M2, π2) induces a presymplectic Morita equiv-

alence between the groupoids (Ĝ1, Ω̂1)⇒ (M̂1, L̂π1
) and (Ĝ2, Ω̂2)⇒ (M̂2, L̂π2

). The

latter induces a Morita equivalence between the effectivizations E(Ĝ1) and E(Ĝ2)
and hence an isomorphism between orbifold fundamental groups. This isomorphism
restricts to an isomorphism of Weyl groups.

Example 6.19. We can now provide a Morita-equivalence interpretation of Exam-
ple 6.9, and find the orbifold fundamental group and Weyl group of the Hamiltonian
local model M = Q/G. The space Q provides a symplectic Morita equivalence be-
tween the symplectic groupoids (G,Ω) ⇒ M and (g∗ o G,ωcan) ⇒ g∗, where the
latter is not s-connected whenever G is disconnected. Fixing a maximal torus
T ⊂ G, one finds that

B(ĝ∗ oG) ∼= t∗ oN(T )

and so we find for the effectivization the action groupoid

E(ĝ∗ oG) ∼= t∗ oN(T )/ZG(T ).

Then the previous remark gives

(a) a computation of the orbifold fundamental group of B and the identification of
the Weyl group:

πorb
1 (B) ∼= N(T )/ZG(T ), W(M,π) ∼= W 0.

where W 0 := (N(T ) ∩G0)/T . Notice that one also obtains Γlin = πorb
1 (B).

(b) an identification of the orbifold universal cover B̃orb with t∗, as πorb
1 -equivariant

integral affine manifolds.

In particular, we obtain an identification of the action of W(M,π) on B̃orb with
the classical action of W 0 on t∗.

Corollary 6.20. Let (M,π) be a Poisson manifold of proper type and choose any

x̂ = (x, tx) ∈ M̂ . The image of any standard hyperplane reflection under the
morphism W →Wx̂ (see Proposition 6.8) is an abstract reflection.
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Proof. The inclusion of any saturated open subset (U, π|U )→ (M,π) maps abstract
reflections ofWx̂(U, π|U ) to abstract reflections ofWx̂(M,π). Therefore it is enough
to prove the result for the Hamiltonian local model M = Q/G.

By Example 6.11 the standard reflections in W are exactly the abstract reflec-
tions. By Proposition 6.16, the symplectic Morita equivalence between (g∗, πlin) and
(M,π) provided by Q, maps isomorphically W into W(M,π), identifying abstract
reflections. �

7. The Weyl Group as a Geometric Reflection Group

Here, as in the previous section, the leaf space B = M̂/F̂π = M/Fπ is endowed
with its classical orbifold structure.

7.1. Geometric reflections. Our next aim is to show that the abstract reflections
can be realised as geometric ones. By a geometric reflection on a manifold N
we mean any smooth involution r : N → N with the property that the fixed-point
set

Nr := {x ∈ N : r(x) = x}
is a codimension one submanifold that separates N , i.e., N \Nτ has two connected
components.

Definition 7.1. A reflection group on a manifold N is a discrete group acting
properly and effectively on N and generated by geometric reflections.

When N is an integral affine manifold and the group acts by integral affine
transformations, we call it an integral affine reflection group on N .

Given a reflection group Γ acting on an orientable manifold N , we define the
parity character to be the group homomorphism

δ : Γ→ Z2,

which associates to γ ∈ Γ the element 1 (respectively, −1) if γ preserves (resp. re-
verses) orientation. We note that δ(γ) coincides with the parity of the decomposi-
tion of γ into a product of reflections.

We will now show that.

Theorem 7.2. The Weyl group W of a Poisson manifold of proper type is an

integral affine reflection group on B̃orb.

First we recall the following folklore result regarding the separation property.

Lemma 7.3. If N is a simply connected manifold, then any closed connected codi-
mension one submanifold Y is co-orientable and separates N .

Proof. The fact that the normal bundle of Y must be trivial is proved in [34]. By

the excision property, the reduced homology group H̃0(N,N \ Y ) is isomorphic to

H̃0(ν(Y ), ν(Y ) \ 0) ∼= Z, so the result follows. �

We have already observed that the action of W on B̃orb is proper and effective.
Theorem 7.2 now follows from the following proposition and the fact that the Weyl
group is generated by abstract reflections – see Proposition 6.12.

Proposition 7.4. The action of any abstract reflection τ ∈ W on B̃orb is a geo-

metric reflection on B̃orb.
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Proof. Given τ ∈ W an abstract reflection and b̃ ∈ B̃orb a fixed point of τ , we claim
that:

(C) there exists a contractible neighborhood V of b̃ ∈ B̃orb such that

V ∩ (B̃orb)τ

is a codimension one submanifold.

Assuming this claim, the result follows. To see this we first notice that (B̃orb)τ ⊂
B̃orb is a closed embedded submanifold, with connected components possibly of

different dimensions. Let H be the component that contains b̃, which is assumed to

be of codimension one. Since B̃orb is simply connected we can apply the previous

lemma, so B̃orb \H has two connected components and H is the common boundary.
Furthermore, H would be orientable. Then since the action of τ on V interchanges
the two connected components of V \ (V ∩H), we conclude that τ interchanges the

connected components of B̃orb \H. Therefore there cannot be any other fixed point
away from H.

We are left with proving (C). For that note that τ comes from a fiber R−1(x)
inside a subregular stratum, i.e. τ = στx̂σ

−1 where σ joins the base point x̂0 with
x̂ and τx̂ is a non-contractible loop in R−1(x). We divide the proof into several
steps, that reduce the problem to the local Hamiltonian model.

Step 1: We may assume that x̂0 = x̂ and τ = τx̂.
This follows from Remark 6.4 and the fact that conjugation by σ takes τ to τx̂.

Step 2: It suffices to prove that the claim holds for (U, π|U ) where U is a saturated
neighborhood of x̂ invariant by τ .

This is a consequence of the functoriality of the main diagram with respect to
restriction to saturated opens (see Remark 5.17). The inclusion U ↪→ M gives
group homomorphisms φ between the (orbifold) fundamental groups corresponding
to (U, π|U ) and (M,π). The maps relating the main diagrams are φ-equivariant.
Notice that φ maps the groups W(U, π|U ) to W(M,π) and sends τx̂ ∈ W(U, π|U )
to τx̂ ∈ W(M,π).

Step 3: The claim holds when M = Q/G is the Hamiltonian local model with
x̂ = (x, tx) Q-related to (0, t).

Since x̂ a subregular point we have gss = su(2). The discussion in Example 6.19
shows that the Weyl group of Q/G is isomorphic to Z2 and acts on t∗ = z(g)∗⊕(tss)

∗

fixing the first summand. Therefore, the claim holds. �

7.2. The Weyl group as a Coxeter group. The fact that the Weyl group of

(M,π) is an integral affine reflection group on B̃orb has several interesting con-
sequences. To describe them we use several notions from the theory of reflection
groups and Coxeter systems (see, e.g., [16]). Namely, we will be using the following:

• set of geometric reflections R ⊂ W.

• hyperplane Hr of (B̃orb,W): the fixed point set of a reflection r ∈ R.

Any Hr is an integral affine hyperplane that separates B̃orb;

• W-regular point: any point u ∈ B̃orb which is not fixed by any w ∈ W.

We denote by (B̃orb)W−reg the set of regular points.

• chamber of (B̃orb,W): the closure of a connected component of the subset
of regular points.
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• simple reflection associated to the chamber ∆: a reflection r ∈ R with the
property that there is a point u ∈ ∆∩Hr such that r is the only reflection
that fixes u. We denote by R∆ the collection of all such reflections.

We recall also that a Coxeter system is a group W with a set of generators
R0 = {ri : i ∈ I} satisfying relations

(rirj)
mij = 1, (i, j ∈ I),

where mii = 1 and mij = mji ≥ 2 is either an integer or∞ for i 6= j. The condition
mij =∞ means that no relation (rirj)

m = 1 for any integer m ≥ 2 is imposed.
Using the general results in [15] concerning reflection groups one deduces the

following result.

Theorem 7.5. For a Poisson manifold of proper type, one has:

(i) (W,R∆) is a Coxeter system.
(ii) W acts freely and transitively on the set of chambers.

(iii) ∆ is a fundamental domain in the sense that the canonical projection restricts

to a homeomorphism ∆ ∼= B̃orb/W. In particular,

∆ · W = B̃orb.

(iv) the W-regular part is the complement of the hyperplanes:

(B̃orb)W−reg = B̃orb \
⋃
r∈R

Hr.

(v) the isotropy group W(u) at any u ∈ ∆ is a finite group generated by the
reflections from R∆ that fix u. Moreover, if U is a W(u)-linear neighborhood
of u, one has:
(1) U ∩∆ is a chamber for the action of W(v) on U ;
(2) RU∩∆ coincides with the reflections in R∆ which fix u.

(vi) for r ∈ R∆, ∆ is contained in the closure of one of the two components of

B̃orb \ Hr. Denoting by H+
r (∆) that component, one has

∆ =
⋂

r∈R∆

H+
r (∆).

In particular, we have:

Corollary 7.6. The Weyl chamber ∆ is both a manifold with corners as well as a

(classical) orbifold, with the orbifold atlas given by B̃orb oW ⇒ B̃orb.

Next, the action of the entire πorb
1 (B) descends to an action of the group

π := πorb
1 (B)/W

on the chamber ∆, with orbit space

∆/π ∼= B.

Since the action of π is still proper and effective, one may think of ∆ o π ⇒ ∆ as
an atlas making B into an “orbifold with corners”.

At this point we have two notion of regular points in B̃orb: the points in

(B̃orb)reg coming from from the infinitesimal stratification (see the comments pre-
ceding Proposition 6.14), and the W-regular points described in item (iv) of the
last theorem. We now show that the two notions coincide.
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Proposition 7.7. The following equality holds:

(B̃orb)reg = (B̃orb)W−reg. (7.1)

Moreover,

(i) the chambers of (B̃orb,W) are the connected components of (B̃orb)reg;
(ii) R is precisely the set of all abstract reflections of W.

Proof. We first prove the inclusion ⊂. Since W acts transitively on connected
components, if an element w ∈ W fixes a regular point, a conjugate w′ of it fixes a

regular point in the connected component C of (B̃orb)
reg

containing the base point,
hence C ·w′ = C. Then Proposition 6.14 implies that w′ must be the identity, and
therefore the inclusion holds.

At this point we have:

(B̃orb)reg ⊂ (B̃orb)W−reg = B̃orb \
⋃
r∈R

Hr ⊂ B̃orb \
⋃

s∈Rabs

Hs

where Rabs is the collection of all abstract reflections. Next we prove that the
last term is included in the first one. In other words, we will show that any point

b̃ ∈ (B̃orb)sing is fixed by some abstract reflection w ∈ W.

As in the proof of Proposition 7.4 we may assume that b̃ is the base-point of

B̃orb and, using the functoriality, that M is the Hamiltonian local model. So let
M = Q/G with x̂ = (x, tx) Q-related to (0, t) and let W denote the Weyl group
of G0 relative to t. Any standard reflection w ∈ W on a root hyperplane fixes the
origin 0 ∈ t∗. By Corollary 6.20, its image under the inclusion W → W is the
desired abstract reflection. We conclude that (7.1) holds and that

Hr ⊂
⋃

s∈Rabs

Hs ∀ r ∈ R. (7.2)

Item (i) follows immediately from the (7.1). As for item (ii), let r ∈ R be any

geometric reflection and consider a neighborhood of a point b̃ ∈ Hr. Since the

action of W can be linearized around b̃ and all the hyperplanes through b̃ become

linear hyperplanes, it follows from (7.2) that a neighborhood of b̃ in Hr is inside

a neighborhood of b̃ in some Hs with s ∈ Rabs. In the linearised neighborhood, r
and s will be linear reflections on the same hyperplane and, therefore, rs−1 will be
either the identity or will have infinite order. Using properness and effectiveness of
the action, the isotropy group Wb̃ is finite and we must have rs−1 = 1. �

The previous results justify the following definition.

Definition 7.8. Given a Poisson manifold (M,π) of proper type, a Weyl chamber

of B̃orb is the closure of a connected component of the regular locus of B̃orb.

It follows from Propositions 6.14 and 7.7 that the orbifold fundamental group of
the embedded integral affine orbifold Breg ⊂ B can identified with the subgroup of
πorb

1 (Breg, b0) which stabilizes the Weyl chamber ∆ containing b̃0. The next result
identifies the orbifold universal covering space of Breg

Proposition 7.9. An open Weyl chamber int(∆) ⊂ B̃orb is an orbifold universal
covering space of Breg. In particular int(∆) is simply connected.
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Proof. We can assume that ∆ is the Weyl chamber containing the base point b̃0.
Let us represent Breg by the orbifold atlas

(Breg)
lin o Γlin

0 ⇒ (Breg)lin

where Γlin
0 is the linear holonomy group of (M̂ reg, F̂π). Note that it sits as a

subgroup of Γlin.

The inclusion i : Y := (Breg)lin ↪→ Blin (see Prop. 5.17) induces a map ĩ : Ỹ →
B̃lin = B̃orb between orbifold universal covering spaces which is πorb

1 -equivariant.
We have the following diagram

Ỹ

��
ĩ

!!
ĩ(Ỹ ) �

� //

p

��

B̃lin

p

��
Y
� �

i
// Blin

where the left column is a sequence of covering maps among (connected) manifolds.
This has two consequences:

(i) the open subset ĩ(Ỹ ) ⊂ B̃lin is the connected component of p−1(Y ) which
contains the base-point. By Proposition 7.7 this connected component is
exactly the interior of the chamber ∆;

(ii) ĩ is a diffeomorphism onto its image if and only if the induced map on fun-
damental groups i∗ : π1(Y )→ π1(Blin) is injective. If this holds, the proof of
the proposition would follow.

To prove the injectivity of i∗ we use the short exact sequences relating fundamental
groups and orbifold fundamental groups (see 6.6):

1 // π1(Blin) // πorb
1 (B) // Γlin // 1

1 // π1((Breg)lin) //

i∗

OO

πorb
1 (Breg) //

OO

Γlin
0

//

OO

1

By Proposition 6.14 the middle vertical arrow is injective, so the injectivity of i∗
follows. �

In general, the Weyl groupW of a PMCT (or a DMCT) is not a classical (affine)
Weyl group. However, as another application of Theorem 7.5, we show that its
isotropy subgroups are classical Weyl groups. Namely, the isotropy ofW at a point
x̂ = (x, tx) coincides with the classical Weyl group of the isotropy Lie algebra gx
relative to tx. This is made more precise in the following result which improves
Proposition 6.8.

Proposition 7.10. Let b̃ ∈ B̃orb, fix any x̂ = (x, tx) ∈ M̂ mapping to the image of

b̃ in B and let W be the classical Weyl group relative to tx.

Then there exists open neighborhoods Vb of b ∈ B̃orb and V of 0 ∈ t∗x, a dif-
feomorphism ϕ : V → Vb̃ and a monomorphism φ : W → Wx̂, with the following
properties:
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(i) ϕ is φ-equivariant;

(ii) φ yields an isomorphism between the regular parts (t∗x)
reg

and Vb ∩ (B̃orb)
reg

.

In particular, φ is an isomorphism from W to the stabilizer Wx̂(̃b).

Proof. We first prove that the existence of ϕ and φ as in the statement implies the
equality

Wx̂(̃b) = φ(W ). (7.3)

To see this, by item (v) in Theorem 7.5, the stabilizer Wx̂(b̃) is generated by all

reflections which fix b̃. In turn, each reflection is characterized by its fixed point
set. By Proposition 7.7 the regular and Wx̂-regular parts agree. Therefore, every

reflection hyperplane containing b̃ is the ϕ-image of a classical reflection hyperplane
in t∗x. Hence, ϕ identifies the corresponding reflection of Wx̂ with the image by φ
of a classical reflection of W . The equality (7.3) follows.

Moreover, since the action of W on t∗x is effective, it follows that φ is a monomor-
phism.

To complete the proof we show the existence of a homomorphism φ : W → Wx̂

and a diffeomorphism ϕ : V → Vb̃ which is φ-equivariant. Since the action of W on
t∗x is effective, it follows that φ is a monomorphism. This is divided into 3 steps,
that reduce the problem to the local model:

1) We may assume that x̂0 = x̂ (and therefore b̃ = b̃0). This is a consequence

of the fact that conjugation by a path in M̂ joining the base point x̂0 with
x̂ produces a Wx̂-equivariant diffeomorphism between based orbifold universal
covering spaces.

2) It suffices to contruct the equivariant diffeomorphism for (U, π|U ), where U is
an invariant neighborhood of x̂ for which Blin

U is simply connected. This is a
consequence of the functoriality of the main diagram with respect to restriction
to invariant opens (see Remark 5.17). We obtain a group homomorphisms φ be-
tween the (orbifold) fundamental groups corresponding to (U, π|U ) and (M,π)
taking Wx̂(U, π|U ) to Wx̂(M,π). Because Blin

U is simply connected, it follows

that the map ψ : B̃orb
U → B̃orb in diagram (5.18) is an equivariant embed-

ding. Observe that regular points are obtained by pulling back Breg ⊂ B, thus

ψ((B̃orb
U )

reg
) = ψ(B̃orb

U ) ∩ (B̃orb)
reg

.
3) The claim holds when M = Q/G is the Hamiltonian local model with x̂ = (x, tx)

Q-related to (0, tx). This is shown in Example 6.19.

�

8. Some Examples Derived from Lie Theory

In this section we first analyze the structures on the leaf spaces of two fundamen-
tal examples from Lie theory: the linear Poisson structure on a compact Lie algebra
and the Cartan-Dirac structure on a compact Lie group. We will see, for example,
that our notions of Weyl group and Weyl chambers coincide with the classical ones.
We will also relate other Poisson theoretic aspects to classical results in Lie theory,
leaving verifications to the reader. A few of these results have already appeared
in the text, but we find convenient to list them together here in a more detailed
manner. Also, the regular loci of these two examples were discussed in [11, Section
4.5 and 5.3.2].
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In the remaining of the section we will consider PMCTs and DMCTs obtained
from g∗ and G by removing saturated closed subsets, and we will discuss how that
affects the Weyl group and other related notions.

8.1. Coadjoint orbits. Let g be a compact Lie algebra. If G is a compact con-
nected Lie group with Lie algebra g, then (G,Ω) = (T ∗G,ωcan) is a s-proper inte-
gration of (g∗, πg∗). We will use root data to describe the integral affine orbifold
structure of the leaf space B = g∗/Fg∗ and of the members of S inf(B), and the
Weyl group of (g∗, πg∗). For the relevant background on Lie theory we refer the
reader to [20, Chapter 3]. We first enumerate the main results.

(i) There is a canonical diffeomorphism

G/T ×W t∗ ∼= M̂,

where T is the isotropy Lie group of the fixed base point, a point in the regular
part, and t its Lie algebra. Also, W = N(T )/T is the Weyl group. Therefore

B = t∗/W, B̃orb = Baff = Blin ∼= t∗.

(ii) A (classical) integral affine orbifold atlas for B is given by

(t∗,Λ∨G) oW ⇒ t∗,

where Λ∨G ⊂ t∗ is the lattice dual to Ker(exp : t→ T ).
(iii) The Weyl group of g∗ and the orbifold fundamental group of B agree, and

coincide with the (classical) Weyl group:

W = πorb
1 (B) ∼= W.

The orbifold fundamental group of Breg is trivial, this being reflected in the
triviality of the short exact sequence

1 // W // πorb
1 (B)

R∗ // 1 // 1 (8.1)

(iv) The canonical and the infinitesimal stratifications of B agree. Their strata are
in bijection with the open faces of a fixed Weyl chamber ∆. If ΣI denotes the
stratum determined by the face ∆I with underlying vector subspace t∗I ⊂ t∗,
then an orbifold atlas for BΣI is

(int(∆I),Λ
∨
G,I) oWI .

Here WI ⊂ W denotes the subgroup generated by the reflections fixing ∆I

pointwise and Λ∨G,I = Λ∨G∩ t∗I . In particular, the non-regular strata are purely
ineffective orbifolds.

In order to prove the previous assertions, we start by recalling the Weyl resolution
of the PMCT (g∗, πg∗) from Example 4.3:

M̂ = {(ξ, t′) | ξ ∈ g∗, t′ ⊂ gξ maximal torus}, R = pr1 : M̂ → g∗.

We have identifications

G/T ×W t∗ ∼= G×N(T ) t
∗ ∼= M̂, [(gT, ξ)] 7→ (Ad∗g ξ,Adg t).

The groupoid integrating the resolution is the action groupoid

Ĝ = Gn (G/T ×W t∗)⇒ G/T ×W t∗ (8.2)



PMCTS 77

associated to left G-translations on G/T . The associated foliation groupoid is

B(Ĝ) = (G/T ×G/T × t∗)/W ⇒ G/T ×W t∗, s = pr12, t = pr13. (8.3)

Observe that the obvious map t∗ ↪→ G/T ×W t∗ gives a complete transversal to the

orbit foliation of Ĝ. Upon restriction to this transversal, one obtains a presymplectic

groupoid (Ĝ|t∗ , i∗Ω̂) Morita equivalent to (Ĝ, Ω̂). The isotropy bundle of Ĝ|t∗ is the
trivial bundle with fiber N(T ), while the associated foliation groupoid is the action
groupoid

B(G|t∗) = t∗ oW ⇒ t∗.

This action groupoid is effective, since the action of W on t∗ is effective (recall that
G is connected). It follows that the foliation groupoid (8.3) is effective, so it is

the holonomy groupoid of F̂π. The identity component of the isotropy bundle is

the trivial bundle, T (Ĝ|t∗) = t∗ × T → t∗, and the pullback of the presymplectic
form to this bundle is the canonical duality pairing between t and t∗. We conclude
that the induced integral affine structure on t∗ has (constant) lattice Λ∨G dual to
Ker(exp : t→ T ).

In this way we obtain a (classical) integral affine orbifold atlas for the leaf space
B (c.f. [11, Section 4.6.1]):

(t∗,Λ∨G) oW.

Being simply connected, this is also the universal orbifold covering space for B,
therefore

B̃orb = Baff = Blin ∼= t∗,

and

W = πorb
1 (B) = W, πorb

1 (Breg) = 1.

This recovers the results we found in Example 6.5 using the simple connectivity of
principal leaves of the resolution.

The equality of the canonical stratifications can be drawn from classical Lie
theory: the infinitesimal orbit types and the orbit types agree because isotropy
groups are always connected, since G is connected.

Next we describe the infinitesimal stratification S inf(B). An explicit computa-
tion in terms of root spaces (see [20, Page 153]) implies that all points of each
open face int(∆I) share the same isotropy Lie algebra pI . It also implies that the
saturation of int(∆I) ⊂ g∗ is a stratum ΣI admitting the canonical parametrization

G/PI × int(∆I)→ ΣI , (gPI , ξ) 7→ Ad∗g ξ. (8.4)

Similarly, we have a parametrization of the corresponding strata of the resolution,
namely

(G/T )/WI × int(∆I)→ Σ̂I , ([gT ], ξ) 7→ (Ad∗g ξ,Adg t),

where WI ⊂W is the subgroup that fixes pointwise the supporting vector space t∗I
of ∆I . We conclude that BΣI = int(∆I), as topological spaces.

By Theorem 5.8 the reduction of (Ĝ, Ω̂) along Σ̂I makes BΣI into an integral

affine embedded suborbifold of B. Namely, restricting the groupoid (8.3) to Σ̂I , we
obtain the foliation groupoid

(G/T ×G/T × int(∆I))/WI → (G/T )/WI × int(∆I).
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Using the complete transversal int(∆I) ↪→ Σ̂I , we obtain that this groupoid is
Morita equivalent to the (purely ineffective) action groupoid

int(∆I) oWI ⇒ int(∆I).

This gives the desired orbifold structure for BΣI . For its integral affine structure,
we observe that the isotropy bundle of the reduced symplectic groupoid trivializes
upon restriction to the complete transversal, with fiber T/(T ∩ [PI , PI ]). From the
explicit description of pI we obtain the decomposition

t = z(pI)⊕ t ∩ [pI , pI ], t ∩ [pi, pI ] = (t∗I)
0.

The first identity gives the identification Z(PI) ∼= T/(T ∩ [PI , PI ]), and the second
one shows that the lattice Ker(exp : z(pI) → Z(PI)) is identified, via the presym-
plectic form at units, with Λ∨G,I = Λ∨G ∩ t∗I . We now conclude that we have the
integral orbifold atlas for BΣI

(int(∆I),Λ
∨
G,I) oWI .

Comparing with the integral orbifold atlas for B obtained above, we see that BΣI

is an embedded suborbifold of B.
A different integral affine orbifold structure on BΣI is obtained by using the

reduction of (G,Ω) along ΣI . Since the leaves of G are simply connected, the
associated foliation groupoid must be the holonomy groupoid of the simple foliation
G/PI × int(∆I). Therefore, the orbifold structure on BΣI = int(∆I) arising from
this reduction is the usual manifold structure. Note that the integral affine structure
is still given by the lattice ∆∨G,I .

In conclusion, reduction of (Ĝ, Ω̂) along ΣI produces a purely ineffective integral
affine orbifold atlas for BΣI whose isotropy reduction is the integral affine orbifold
atlas obtained from reduction of (G,Ω) along ΣI . This concurs with item (i) of
Proposition 5.11.

8.2. Conjugacy classes. Consider a compact, connected, Lie group G, let 〈·, ·〉
be an Ad-invariant inner product on g, and let LG be the corresponding Cartan-
Dirac structure on G with twisting the Cartan 3-form. We will describe the Weyl
resolution, the integral affine orbifold structure of the leaf space, and the Weyl group
and orbifold fundamental group in terms of classical Lie theoretic data, leaving the
verifications for the reader; we shall also sketch the description of the members of
the canonical stratifications. Our viewpoint shall provide a geometric interpretation
of some of these classical results. For the material in Lie theory that we will use
we refer the reader to [20, Chapter 3] and [6, Chapter 5]. We first enumerate the
main results:

(i) There is a canonical diffeomorphism

G×N(T ) T ∼= M̂,

where T ⊂ G is the centralizer of the fixed base point, a point in the principal
part – so T is a maximal torus of G. Therefore

B = T/W, Blin ∼= T, B̃orb = Baff ∼= t,

where W = N(T )/T is the Weyl group.
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(ii) One has a (classical) integral affine orbifold atlas for B given by

(T,Λ∗G) oW ⇒ T,

where

Λ∗G = {λ ∈ t | 〈u, λ〉 ∈ Z, ∀u ∈ ΛG},

with ΛG = Ker(exp : t→ T ).
(iii) The Weyl group of (G,LG) coincides with the classical affine Weyl group of

G, while the orbifold fundamental group of B coincides with the (classical)
extended affine Weyl group of G:

W = W aff = W · ΛR∨ , πorb
1 (B) = W aff

G = W · ΛG,

where ΛR∨ denotes the coroot lattice of the root system of (g, t). When
G is simply connected, the two groups coincide and we recover the results
in Example 6.6. On the other hand, this also yields another integral affine
orbifold atlas for B, namely

(t,Λ∗G) oW aff
G ⇒ t.

Moreover, the orbifold fundamental group of Breg coincides with π1(G) and
all these groups fit into the following commutative diagram

1

��

1

��
1 // ΛR∨

��

// ΛG

��

// π1(G) // 1

1 // W

��

// πorb
1 (B)

��

R∗

// π1(G) // 1

W

��

W

��
1 1

(8.5)

In the two vertical short exact sequences, the kernel and the cokernel cor-
respond to the translational and linear parts of W and πorb

1 (B), viewed as
groups of affine transformations of t.

(iv) According to Proposition 6.14, the inclusion of the regular part Greg in G
splits the short exact sequence of the orbifold fundamental group, giving a
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short exact sequence for π1(G):

1

��

1

��
ΛG

��

ΛG ∩ z(g)? _oo

��
πorb

1 (B)

��

R∗

&&
π1(G)? _

i
oo

��

// 1

W

��

Z

��

? _

ilin
oo

1 1

(8.6)

The translational part of π1(G) defines a (compact) covering group G which
factors into a central and a 1-connected semisimple factor

G := G(g)/(ΛG ∩ z(g)) = H ×G(gss). (8.7)

The linear part of π1(G) defines a finite abelian group Z ⊂ W which acts on
the faces of the Weyl alcove a = z(g) ⊕ ass determined by the choice of base
point. Note also that

G/Z → G

is an isomorphism.
(v) The strata of S inf(B) are in bijection with the orbits of action of Z on the

faces of the Weyl alcove. If Σ[I] denotes the stratum determined by the face
aI of the alcove with underlying vector subspace tI ⊂ t, then an orbifold atlas
for BΣ[I]

is

(H × int(ass
I ),Λ∗G,I) oWIZI

where ZI is the Z-stabilizer of aI , WI ⊂W is the subgroup generated by the
reflections fixing tI pointwise and Λ∗G,I = Λ∗G ∩ tI .

In order to justify these assertions, we start by discussing the Weyl resolution of
(G,LG). From Example 4.20 we have

M̂ = {(h, T ′) |h ∈ T ′, T ′ ⊂ G maximal torus}, R = pr1 : M̂ → G,

and, upon fixing a principal point with centralizer the maximal torus T , an identi-
fication

G×N(T ) T = G/T ×W T ∼= M̂, [(g, h)] 7→ (ghg−1, gTg−1).

The groupoid integrating the resolution is the action groupoid

Ĝ = Gn (G/T ×W T )⇒ G/T ×W T (8.8)

associated to left G-translations on G/T . The associated foliation groupoid is

B(Ĝ) = (G/T ×G/T × T )/W ⇒ G/T ×W T, s = pr12, t = pr13. (8.9)

Observe that the obvious map T ↪→ G/T ×W T gives a complete transversal to the

orbit foliation of Ĝ. Upon restriction to this transversal, one obtains a presymplectic

groupoid (Ĝ|T , i∗Ω̂) Morita equivalent to (Ĝ, Ω̂). The background 3-form pulls back
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to zero under the inclusion T ↪→ G/T×W T , so (Ĝ|T , i∗Ω̂) is untwisted. The isotropy

bundle of Ĝ|T is the trivial bundle with fiber N(T ), while the associated foliation
groupoid is the action groupoid

B(G|T ) = T oW ⇒ T.

This action groupoid is effective, since the action of W on T is effective. It follows

that the foliation groupoid (8.9) is effective, so it is the holonomy groupoid of F̂π.

The identity component T (Ĝ|T ) is the trivial bundle T ×T → T , and the pull back
of the presymplectic form to this bundle is the symplectic form

i∗Ω̂(h1,h2)((u1, v1), (u2, v2)) = 〈u1, v2〉 − 〈v1, u2〉.
Therefore the induced integral affine structure on T has lattice at h ∈ T the trans-
lation of

Λ∗G = {λ ∈ t | 〈u, λ〉 ∈ Z, ∀u ∈ ΛG} ⊂ t

(c.f. [11, Section 4.6.2]).
In this way we obtain the (classical) integral affine orbifold atlas for B

(T,Λ∗G) oW,

with universal orbifold covering space

(t,Λ∗G) o πorb
1 (B).

In particular, we have

Blin ∼= T, B̃orb = Baff ∼= t.

Moreover, we also obtain the decomposition of πorb
1 (B) into translational and linear

parts (c.f. (6.6))

1 // ΛG // πorb
1 (B) // W // 1.

This extension of the Weyl group by the lattice of G coincides with W aff
G , the

extended affine Weyl group of G.
Next, we also relateW to well-known groups in Lie theory. Recall that exp−1(T \

(T ∩ Greg)) is the union of the affine root hyperplanes of the root system (g, t)
(hyperplanes where the roots attain integer multiples of 2πi). The Weyl group W
is generated by (orthogonal) reflections on the affine root hyperplanes, and therefore
it coincides with the classical affine Weyl group W aff . Its decomposition according
to the translational and linear parts of the affine action gives the first column in
(8.5)

1 // ΛR∨
// W // W // 1.

Proposition 6.14 implies that the image of the splitting

i : πorb
1 (Breg)→ πorb

1 (B) = W aff
G

are the elements of W aff
G leaving the Weyl alcove a stable. Since a = z(g)⊕ ass and

the second factor is a compact polytope, we conclude that the translation part of
πorb

1 (Breg) is z(g) ∩ ΛG. Since the principal leaves of Greg are 1-connected, we can
apply Lemma 6.1 to conclude that we have isomorphisms

πorb
1 (Breg) ∼= π1(Greg) ∼= π1(G).

This yields the right column of diagram (8.6), as well as (by diagram chasing) the
monomorphism

ilin : Z →W.
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This also shows that the group G defined by (8.7) is a covering group of G.
There is a second Lie theoretical description of ilin. First, we assume that g is

semisimple and G is the adjoint group of g. We denote by T ′ ⊂ G(g) the maximal
torus above T . On the one hand, we have a free and transitive action of the Weyl
group on the connected components of T ′ ∩ G(g)reg. On the other hand, we have
another action by left/right translation of Z(G(g)) on the connected components
of T ′ ∩G(g)reg. Upon selecting the connected component containing the fixed base
point and comparing the two actions, we get

iling : Z(G(g))→W.

For an arbitrary compact group G we have

ilin = ilingss ◦ pr2|Z ,

where pr2 : G → G(gss) is the projection in the second factor in (8.7). The fact
that this coincides with the previous definition of ilin follows along the same lines
as the discussion in [20, Corollary 3.9.5].

Next we describe the infinitesimal stratification S inf(B), i.e., the one given by
infinitesimal orbit types. The explicit computation of isotropy Lie algebras in terms
of root spaces [20, Page 161] implies that they are constant on the points which
are in the image of the interior of each face exp(int(aI)), where the interior of aI
is relative to its supporting affine subspace. It follows that if G = G then the faces
of a parametrize the members of S inf(B). In general one has to account for the
action of Z on the faces of a (equivalently, of ass). To describe this action observe
first that the covering map z(g)× tss → H × tss sends the Weyl alcove onto H × ass,
inducing a bijection on faces (the faces of H×ass being the preimage of the faces of
ass by the second projection). Diagram (8.5) allows to construct an action of Z on
H× tss by integral affine transformations that preserves H×ass: for any element of
Z one chooses a representative of it on π1(G), applies i to the representative, and
then projects the corresponding (integral affine map) to an integral affine map on
H × ass (which acts trivially on the first component). Then the strata of S inf(B)
are parametrized by the orbits of Z acting on the faces of a.

Let [I] denote one such orbit and let Σ[I] ∈ S inf(G) be its associated stratum.
To describe it we denote by ZI the isotropy group of aI for the action of Z on
the faces of a, by pI ⊂ g the isotropy Lie algebra on points in exp(int(aI)) and by
PI ⊂ G its connected integration. To parameterize Σ[I] we take first its preimage

by κ : G→ G/Z, obtaining a disconnected union of manifolds

G/PJ × (H × int(ass
J )), J ∈ [I].

It then follows that we can parameterize the strata by the diffeomorphism

G/PI ×ZI (H × int(ass
I ))→ Σ[I], [(gPI , h, u)] 7→ gκ

(
h expG(u)

)
g−1, (8.10)

where the action of ZI on G/PI is via ilin.
Lifting (8.10) along the resolution map gives a parameterization of the corre-

sponding strata of the resolution, namely

Σ̂[I]
∼= ((G/T )/WI)×ZI (H × int(ass

I )),

where WI ⊂ W is the linear part of the subgroup of W aff generated by reflections
on affine root hyperplanes containing aI , and we use that ZI normalizes WI .
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The orbifold integral affine structure onBΣ[I]
∈ Sinf(B) comes from the reduction

of (8.8) along Σ̂[I]. Namely, from (8.9) we obtain first the foliation groupoid

(G/T ×G/T × (H × int(ass
I ))/WIZI ⇒ ((G/T )/WI)×ZI (H × int(ass

I )).

This is Morita equivalent to the ineffective orbifold

(H × int(ass
I )) oWIZI ,

which gives the desired orbifold atlas for BΣ[I]
. Next, for its integral affine structure,

we consider the embedding

H × int(ass
I )→ G, (h, u) 7→ [h expG(u)],

which is a full transversal to the presymplectic foliation. The presymplectic torus

bundle over Σ̂[I] pull backs to this transversal to a trivial bundle with fiber isomor-
phic to Z(PI). Its Lie algebra z(pI) is the vector subspace underlying z(g) × ass

I ,
and one checks that contraction by the presymplectic form followed by duality takes
ΛG,I = Ker(exp : z(pI) → Z(PI)) to Λ∗G ∩ z(pI), which yields the desired integral
affine structure on BΣ[I]

.
We finish the discussion on conjugacy classes with three comments about strata:

• The action of Z by permutations of the vertices of the alcove is explicitly
determined for every simple Lie group (see [25]), which describes equiva-
lently the action on codimension one faces). Therefore one has an explicit
description of the members of S inf(B) and their integral affine orbifold
structures for every given compact Lie group.
• The partition of BΣ[I]

by canonical strata is given by the orbit type strati-

fication of the action of ZI on H × int(aI).
• The integral affine orbifold atlas on BΣ[I]

obtained from the reduction of

(G,Ω) along Σ[I] is

(H × int(ass
I ),Λ∗G ∩ z(pI)) o ZI .

Notice that this is an isotropy reduction (by WI) of the action groupoid
in item (v). It is effective if and only if ZI acts effectively on ass

I . This is
equivalent to Σ[I] have 1-connected principal leaves, necessarily diffeomor-
phic to G/PI . The holonomy and monodromy groupoids of such a (proper)
foliation must coincide.

8.3. Removal of closed saturated subsets. Let (M,π) be a Poisson manifold
of proper type with fixed symplectic integration (G,Ω). The restriction of this
symplectic groupoid to any open saturated submanifold M0 ⊂ M is a symplectic

integration of (M0, π). Let B0 denote the leaf pace M̂0/F̂π. The relation between
the Weyl groups of these two PMCTs and of the orbifold fundamental groups of
their leaf spaces is described in the following commutative diagram of split short
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exact sequences:

Ŵ0
//

��

!!

π1(M̂0)
R∗ //

''

π1(M reg
0 )

((
Ŵ //

��

��

π1(M̂)
R∗ //

��

��

π1(M reg)

��

W0

""

// πorb
1 (B0)

''

// πorb
1 (Breg

0 )

((
W // πorb

1 (B) // πorb
1 (Breg)

(8.11)

Note that on has also a local diffeomorphism

B̃orb
0 → B̃orb,

which is equivariant relative to the group morphism πorb
1 (B0)→ πorb

1 (B).
We assume from now on that M reg = M reg

0 , so the top and bottom horizontal
diagrams become morphisms between split extensions of the groups π1(M reg) and
πorb

1 (Breg), respectively.

Example 8.1. Consider the Poisson manifold

M := (R× su(2))∗ ∼= R× su∗(2),

with the linear Poisson structure. We can take T ∗(S1×SU(2))⇒M as an integra-
tion of this Poisson manifold, so it is of s-proper type. Since the maximal rank of
the Poisson structure is 2, there are only regular and subregular strata. The origin
is a subregular point and we let

M0 := M \ {0}.

It follows from Section 8.1, that the resolutions of these Poisson manifolds can
be identified with

M̂ = (S2 ×Z2
R2), M̂0 = (S2 ×Z2

(R2 \ {0}),

where the non-trivial element of Z2 acts on S2 by the antipodal map and on R2 by

(x, y) 7→ (x,−y).

Here R2 = R × t∗ where t ⊂ su(2) is a maximal torus. Henceforth, we identify
R2 = C2 so the action of Z2 becomes z 7→ z.

The leaf spaces are now

B0 = (C \ {0})/Z2
� � // B = C/Z2,

with orbifold atlas the action groupoids

Cn (Z o Z2), Co Z2,

with projections p0 : C→ C \ {0})/Z2 and p : C→ C/Z2 given by

p0(z) = [e2πz], p(z) = [z],

and where Z2 acts in both cases by complex conjugation and n ∈ Z ⊂ C acts by
translations z 7→ z+ in. Since M and M0 are 1-connected, it follows that the Weyl
groups coincide with the orbifold fundamental groups and, using (6.6), we obtain:

W0 = πorb
1 (B0) = Z o Z2, W = πorb

1 (B) = Z2.
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Furthermore the morphism πorb
1 (B0)→ πorb

1 (B) in the diagram is the projection

Z o Z2 → Z2.

At the level of the universal orbifold covering spaces, both diffeomorphic to C,
one now obtains the commutative diagram

B̃orb
0

ĩ //

p0

��

B̃orb

p

��
B0
� � // B

where the top horizontal arrow ĩ is the map

z 7→ e2πz.

This map is equivariant relative to the actions of the orbifold fundamental groups.
There is only one reflection inW, whose fixed hyperplane is the real axis {x = 0}.

Hence we obtain two Weyl chambers ∆±, namely the closed upper and lower half-

planes in C. On the other hand, in B̃orb
0 by Proposition 7.1 the hyperplanes are

the connected components of the preimage p−1
0 (Bsing

0 ) = p−1
0 ({y = 0}), namely

Hn :=
{
x+ in2 : x ∈ R

}
, (n ∈ Z),

where the even Hn are mapped into the half line
{

(x, 0) : x > 0
}

and the odd ones

into the negative half line
{

(x, 0) : x < 0
}

. Hence the chambers in B̃orb
0 the strips

∆n := {x+ iy ∈ C : n2 ≤ y ≤
n+1

2 }, (n ∈ Z).

Notice that the translation (1, 0) ∈ Z o Z2 sends ∆n to ∆n+2, while the reflection
r0 = (0, [1]) sends ∆n to ∆−n; this is consistent with the fact that the Weyl
group acts freely and transitively on the set of Weyl chambers. The set R ⊂ W0

consist of the reflections of the form rn(x, y) = (x, n− y), (n ∈ Z). The reflections
R∆n

= {rn, rn+1} give a Coxeter system with solo relations

r2
n = r2

n+1 = 1.

This describes W as the free product Z2 ∗ Z2
∼= Z o Z2.

The integral lattice on B̃orb is a product lattice Λ = λ1Zdx + λ2Zdy, for fixed

positive numbers λi > 0. Its pullback by the map B̃orb
0 → B̃orb is the integral

lattice defining the integral affine structure on B̃orb
0 . The Weyl groups clearly act

by integral affine transformations on these spaces. Moreover, we have the equalities

B̃orb = Baff = Blin = C, Baff
0 = Blin

0 = C\{0},

and ĩ : B̃orb
0 → B̃orb can be viewed as the developing map dev : B̃orb

0 → R2 (modulo
rescaling so that the product lattice Λ the standard integer lattice).

Example 8.2. Consider the Cartan-Dirac structure on M = SU(2) and let M0 =
SU(2)\{−I}. Then it follows from Examples 6.6 and 6.7 that the orbit spaces are

B0 = (S1\{−1})/Z2
� � // B = S1/Z2,

while at the level of universal covering spaces one has an inclusion

B̃orb
0 =

(
− 1

2 ,
1
2

)
↪→ B̃orb = R,
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with orbifold covering projection

B̃orb → B, t 7→ [e2πit].

On the other hand, the Weyl groups and the orbifold fundamental groups coincide

W0 = πorb
1 (B0) = Z2, W = πorb

1 (B) = Z o Z2

and the morphism πorb
1 (B0)→ πorb

1 (B) in the diagram is the inclusion

Z2 ↪→ Z o Z2, a 7→ (0, a).

Note that Z2 acts by x 7→ −x and Z acts by translations. Finally, the Weyl

chambers in B̃orb are the intervals ∆n := [n2 ,
n+1

2 ], (n ∈ Z). Intersecting with B̃orb
0

one obtains the two Weyl chambers of B̃orb
0 , namely

(
− 1

2 , 0
]

and
[
0, 1

2

)
. The set

R ⊂ W consist of the reflections of the form rn(t) = n− t, (n ∈ Z). The reflections
R∆n = {rn, rn+1} give a Coxeter system with solo relations

r2
n = r2

n+1 = 1.

This describes W as the free product Z2 ∗ Z2
∼= Z o Z2.

Note that the integral lattice in the universal covering spaces is determined by
the choice of Ad-invariant inner product in su(2), which is unique up to scaling. As
we vary the inner product we obtain all lattices Λ = λ0Zdt, (λ0 > 0). The Weyl
group clearly acts by integral affine transformations for any such choice.

In the previous two examples, we saw that by removing a part of the subregular
strata may create or destroy topology on the leaf spaces, and may reduce or increase
the size of the Weyl group. We will now see that when one removes parts of lower
strata one can only increase the size of the Weyl group.

Proposition 8.3. Let (M,π) be a Poisson manifold of proper type and assume
that M0 ⊂ (M,π) is an open saturated set such that

M reg
0 = M reg and M subreg

0 = M subreg.

Then the following holds:

(i) The canonical maps W0 →W, πorb
1 (B0)→ πorb

1 (B) are surjective and have a
common kernel K.

(ii) K is isomorphic to the fundamental group of the pre-image of B0 by the canon-

ical projection B̃orb → B.
(iii) K = 0 whenever M0 contains all the points x ∈ M with the property that the

semisimple part of gx is 2-dimensional.

Proof. The hypothesis imply that M̂0 contains the regular and subregular strata of
R−1(S inf(M,π)). By Lemma 3.7 we deduce that the inclusion induces a surjection

π1(M̂0) → π1(M̂). Therefore the top diagonal arrows in Diagram (8.11) fit into
an epimorphism of short exact sequences. Its kernel is then another short exact
sequence. Since its rightmost group is trivial, the first two kernels are identified.
Because the horizontal arrows in (8.11) are epimorphisms, the same result holds
for the short exact sequences at the level of leaf spaces. This shows that W0 and
πorb

1 (B0) are extensions of W and πorb
1 (B) by the same group K, so (i) holds.

To prove item (ii), we use that for any open subset of B, its linear holonomy
cover is an open subset of Blin (see Proposition 5.17). This reduces statement (ii)
from one for (good) orbifolds to one for open subsets in manifolds and ordinary
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fundamental groups, as we did in proof of Proposition 7.9. Therefore item (ii)
follows.

To prove item (iii) we observe that the assumption on isotropy Lie algebras is

equivalent to the codimension 2 strata of R−1(S inf(M,π)) being contained in M̂0.

Then the map π1(M̂0) → π1(M̂) is an isomorphism, and so all diagonal maps in
(8.11) are trivial. �

Remark 8.4. If in the previous proposition (M,π) is source-proper and has 1-
connected principal leaves, then also the canonical maps W0 → W, πorb

1 (B0) →
πorb

1 (B) are surjective and have kernel K. In this case, K also coincides with the fun-

damental group of the pre-image of M̂0 by the universal covering projection of M̂ .
Indeed, if the principal leaves as 1-connected, then by Lemma 6.1 the vertical arrows
in diagram (8.11) are isomorphisms. Therefore the kernel of πorb

1 (B0) → πorb
1 (B)

is identified with the kernel of π1(M̂0) → π1(M̂). Since s-properness implies that

M̂orb is the universal covering space of M̂ , then K coincides with the fundamental

group of the preimage p−1(M0) ⊂ M̂orb =
˜̂
M .

Example 8.5. Let g be a semi-simple, rank 2, compact Lie algebra. We consider
the linear Poisson manifold M = g∗. It is strong s-proper with source 1-connected
integration (T ∗G,ωcan), whereG is the 1-connected Lie group integrating g. Besides
the regular and subregular strata, we have one further stratum that consists of the
origin. We let

M0 := M \ {0}.
It follows from Section 8.1, that the resolution of this Poisson manifold can be

identified with

M̂ = (G/T ×W R2), M̂0 = (G/T ×W (R2 \ {0}).
where R2 appears as the dual t∗ of a maximal torus t ⊂ g and W is the classical
Weyl group. It is a known fact from Lie theory that the simple, rank 2, compact
Lie algebras and their Weyl groups are:

g su(2)⊕su(2) su(3) so(5) g2

W D2 D3 D4 D6

Here the Weyl group D2 acts on C = R2 by reflection in the coordinate axes and in
the other three cases Dk acts on C as the symmetry group of the regular polygon
whose vertices are the k-th roots of unity. The leaf spaces are now

B0 = (C \ {0})/Dk
� � // B = C/Dk,

with orbifold atlas the action groupoids

Cn (Z o Z2), CoDk,

with projections, respectively,

p0(z) = [e2πz], p(z) = [z].

In the first action groupoid, Z2 acts by complex conjugation and the Z action is
generated by z 7→ z + i

k .
The situation is entirely similar to Example 8.1 and, as there, we find that the

Weyl groups coincide with the orbifold fundamental groups and are given by:

W0 = πorb
1 (B0) = Z o Z2, W = πorb

1 (B) = Dk
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The morphism πorb
1 (B0)→ πorb

1 (B) in diagram (8.11) is the projection

Z o Z2 → Dk = Zk o Z2, (n, a) 7→ (nmod k, a).

Its kernel K = Z is identified via the map ĩ : B̃orb
0 → B̃orb with the fundamental

group of

p−1(B0) = C\{0} ⊂ B̃orb = C.

One can check that, in contrast to Example 8.1, W0 is a non-split extension of W
in all 4 cases.

The Weyl chambers are the strips (see Figure 2)

∆n := {x+ iy ∈ C : n
2k ≤ y ≤

n+1
2k }, (n ∈ Z).

The translation (1, 0) ∈ Dk sends ∆n to ∆n+2k, whereas the reflection (0, [1]) ∈ Dk

sends ∆n to ∆−n.

B
lin �= C✁ {0}

B �= \Dk

e
2✂z

e
2✂z

w

[w]

B
orb�= C

✄n z

z

C✁ {0})(

Figure 2. Orbifold cover and Weyl chambers

Observe finally that for all four Lie algebras the corresponding B0 are isomorphic
orbifolds, since one has isomorphisms of orbifold atlases (Morita equivalences)

(C \ {0}) o (Zk o Z2) ∼= (C \ {0})/Zk o Z2
∼= (C \ {0}) o Z2.

However, they are non-isomorphic (integral) affine orbifolds since, for instance, the
linear holonomy is Dk.

9. The Linear Variation and the Volume Polynomial

In this section we will assume that we have a Poisson manifold (M,π) of s-

proper type. We will apply the theory developed in [11] to its resolution (M̂, L̂π),
in order to obtain statements about the variation of the cohomology classes of the
symplectic leaves of (M,π) and the variation of the symplectic volumes.
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9.1. The linear variation of cohomology. As described in [11, Section 5] one

can interpret the cohomology classes of the of leafwise presymplectic form F̂π as a

section of a vector bundle over M̂ whose fibers are the second cohomology groups

of the s-fibers of Hol(M̂, F̂π). We denote the latter vector bundle by

H → M̂, Hx̂ := H2(Hol(x̂,−)).

The section provided by the presymplectic forms will be denoted by

$ : M̂ →H, $x̂ := [t∗ω̂Ŝx̂ ],

where ω̂Ŝx̂ denotes the Ŝx̂ denotes the presymplectic leaf containing x̂ and t :

Hol(M̂, F̂π)→ M̂ is the target map.
The vector bundle H is equipped with several structures:

(i) An integral affine structure defined by the image of the integral cohomology
H2(Hol(x̂,−),Z). This gives a canonical flat connection on H, the Gauss-

Manin connection, and hence a representation of the groupoid Π1(M̂) on M̂ ;

(ii) A representation of the groupoid Hol(M̂, F̂π), where the action is via the map
induced in cohomology by right translations.

The two groupoids in the previous items fit into a commutative diagram

Mon(M̂, F̂π) //

��

Π1(M̂)

��
Hol(M̂, F̂π) // Π1(Hol(M̂, F̂π))

where we are making use of the fundamental group from section 6.1 and the canon-
ical maps (6.1).

Proposition 9.1. There is a representation of Π1(Hol(M̂, F̂π)) on H compatible

with the representations of Hol(M̂, F̂π) and Π1(M̂). Furthermore, the section $ is

Hol(M̂, F̂π)-invariant.

Proof. We observe that:

(C) given an element [γ] ∈ Hol(M̂, F̂π) its action on H coincides with the action
of [γ] via the Gauss-Manin connection.

Using this, one obtains:

(a) the kernel K of the map π1(M̂, x̂0)→ π1(Hol(M̂, F̂π), x̂0) acts trivially on H.
By (6.4) an element in K is represented by a loop homotopic to a concatenation
of paths of the form αiβiα

−1
i , where each βi is a leafwise path with trivial

holonomy. Hence, by (C), each βi acts trivially by the Gauss-Manin connection,
and so does αiβiα

−1
i .

(b) By (a) the action of Π1(M̂) descends to an action of Π1(Hol(M̂, F̂π)). By (C)

this action is also compatible with the action of Hol(M̂, F̂π).

The Hol(M̂, F̂π)-invariance of $ follows from its definition and the fact that the
target is invariant under right translations. �

The previous proposition shows that we can view H has a orbivector bundle over
the classical orbifold B, which is equipped with an action of πorb

1 (B), and has a
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canonical section $. Recall that B can be presented by various atlases of a discrete
group acting on a smooth manifold: Blin o Γlin ⇒ Blin, Baff o Γaff ⇒ Baff and

B̃orb oπorb
1 (B)⇒ B̃orb. For each of these one obtains an equivariant vector bundle

and an equivariant section, representing H and $, which will be denoted by the
same letter. In particular the fiber at the base point will be denoted by H0. Note
that it coincides with the 2nd cohomology group of the generic symplectic leaf Sx0

.
The value of $ at this leaf will be denoted $0.

We define the transport map (denoted var$ in [11]) using the representation

of Π1(M̂) on H by:

T$ : B̃orb →H0, [γ] 7→ γ∗$γ(1)

where we view B̃orb as the universal cover of Blin, hence γ is a path in this space
starting at the fixed base point. It follows from the next theorem that this maps
descends to a similar map in Baff .

Recall that we have the (based) developing map

dev : Baff → t0,

where we use the identification of the tangent space of Baff at the base point with
t0. Also, denoting by ∇ the Gauss-Manin connection on H → Baff , we have the
linear variation map defined by

varlin
$ : t0 →H0, v 7→ ∇v$,

where H0 is the fiber of H at the fixed base point. We also consider the affine
variation map, defined by

varaff
$ := $0 + varlin

$ .

The linear variation of the cohomology classes of the symplectic leaves of (M,π),
can finally be stated as follows.

Theorem 9.2. The transport map descends to Baff yielding the following commu-
tative diagram:

Baff T$ //

dev
  

H0

t0

varaff
$

>> ,

Remark 9.3. The reader may wonder why the previous result expresses the lin-
ear variation of the cohomology classes of the symplectic leaves of (M,π). For
that, observe that the resolution map yields for each symplectic leaf Sx, a map in
cohomology:

H2(Sx)
R∗ // H2(Ŝx̂)

t∗ // H2(Hol(M̂, F̂π)(x̂,−)) 'H0

where the last isomorphism is obtained by choosing a path connecting x̂ to the
base point x̂0. So the theorem states that the variation (of the pullback) of the
cohomology classes [ωSx ] becomes linear in any integral affine chart. This will also
be clear in the proof below.

A more explicit description can be obtained by fixing a Z-basis bΛ for Λx̂0
⊂ t0.

This induces an identification of G0
x0

with the standard torus Tr via the exponential
map. On the other hand, denoting G = G0, one has the principal G-bundle

t : G(x0,−)→ Sx0
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and the associated Chern-Weyl homomorphism is defined on

S(g∗)G ∼= S(t∗0)G/G
0

= S(t∗0) ∼= R[X1, . . . , Xr].

Here the last identification is the one induced by the basis bΛ, and the middle equal-
ity derives from the fact that x0 is in the principal part. Therefore our principal
bundle has associated Chern classes, denoted

c1, . . . , cr ∈ H2(Sx0).

Finally, the developing map will have coordinates devk w.r.t. the basis bΛ.
All together, the linear variation formula boils down to a commutative diagram

B̃orb var0 //

dev0 !!

H2(S)

Rr
(vi)7→[ω0]+

∑
i v
ici

::

More explicitly, for any path γ in M̂ starting at x0, one has

γ∗[ωγ(1)]− [ω0] = dev1(γ)c1 + . . .+ devr(γ)cr.

In the strong s-proper case, [11, Corollary ] shows that the classes c1, . . . , cr form
a primitive family, i.e., we have

SpanZ(c1, . . . , cr) = SpanR(c1, . . . , cr) ∩H2(Sx0 ,Z).

Proof. The result will follow from [11, Theorem 5.2.4] applied to the resolution of
(M,π), viewed as a regular Dirac manifold of s-proper type.

The aforementioned theorem provides the commutative diagram

Π1(M̂)
T$ //

dev $$

HB

νaff(F̂π)

varaff
$

;;

(9.1)

The bundle HB where the transport map takes values differs slightly from our

cohomology bundle: it is constructed from the atlas B = B(Ĝ) defining the orbifold
structure on B, rather than the classical one. More precisely, it is the bundle over

M̂ whose fiber is the second cohomology of the source fibers B(x̂,−) of the given

orbifold atlas. In this case νaff(F̂π) = t̂, seen as an affine bundle, and varaff
$ is

defined as a above, but considering $ as section of Γ(HB)→ M̂ .
To obtain the commutative diagram of the statement we take the following steps:

(i) Replace the π1(B)-representation HB by the π1(Hol(M̂, F̂π))-representation

H: first the covering maps B(x̂,−)→ Hol(M̂, F̂π)(x̂,−) induce an injection

H →HB

with image the fixed-point sets for the action of the groups of deck transforma-
tions. This inclusion preserves the integral affine structure given by integral

cohomology and therefore is Π1(M̂)-equivariant. The aforementioned covers
arise from the short exact sequence of foliation groupoids

1 // K // B // Hol(M̂, F̂π) // 1 .



92 MARIUS CRAINIC, RUI LOJA FERNANDES, AND DAVID MARTÍNEZ TORRES

We also have a commutative diagram of fundamental groupoids

Π1(M̂)

{{ ''
Π1(B) // Π1(Hol(M̂, F̂π))

where the diagonal arrows are surjective. As in the proof of Proposition

9.1, the representations of Π1(B) and Π1(Hol(M̂, F̂π)) on HB and H are

completely determined by the action of Π1(M̂). It follows that the inclusion
H →HB is equivariant.

Finally, notice that the injection H →HB preserves the sections $.

(ii) Drop down to Baff : the developing map descends to Πaff
1 (M̂), and, hence, so

does the whole diagram. Restricting to the s-fiber above x̂0 one obtains

M̂aff T$ //

dev
!!

H0

t0

varaff
$

??

The last diagram also descends to Baff giving the commutative diagram in
the statement.

�

A Poisson manifold of s-proper type around a symplectic leaf is described by the
linear local model (see Section 2.2). The linear variation of cohomology for such a
linear local model is described explicitly in the following example.

Example 9.4. We described in Example 4.12 the resolution of the linear local
model. Fixing the data of a principal G-bundle p : P → (S, ωS), a connection 1-

form θ ∈ Ω1(P, g), and choice of maximal torus T ⊂ G, the resolution R : M̂ →M
of the linear Poisson model is

R : ((P × V )/N(T ), L̂πθlin)→ ((P × U)/G, πθlin), [(p, ξ)]N(T ) → [(p, ξ)]G,

where the Dirac and Poisson tensors are built out of reduction of the forms

p∗ωS − d〈θT , ·〉 ∈ Ω2(P × t∗), p∗ωS − d〈θ, ·〉 ∈ Ω2(P × g∗). (9.2)

Here θT := prt◦θ and V is the intersection with t∗ of a small saturated neighborhood
U of 0 ∈ g∗ (so that πθlin is Poisson).

We can move in the big diagram one step up. For simplicity, we assume that the
centralizer ZG(T ) = T . We obtain that

M̂aff = M̂ lin := (P × U)/T = P/T × U,
with Dirac structure still induced by the form (9.2). Notice that now this form is
the pullback under the projection P × t∗ → P/T × t∗ of the form

ω := q∗ωS − d〈θT , ·〉 ∈ Ω2(P/T × t∗), (9.3)

where q : P → P/T is the quotient map. In other words, the Dirac structure on

M̂ lin has presymplectic leaves P/T × ξ with presymplectic forms the restriction of
the globally defined closed 2-form (9.3).
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Fixing a basis for t, the principal torus bundle q : P → P/T has Chern classes
[ci] ∈ H2(P/T ) represented by the components of the curvature form of θT , i.e.,

−dθT = q∗(c1, . . . , cr).

The presence of the minus sign is due to our convention that Lie algebras and Lie
algebroids are constructed using right-invariant vector fields.

The closed 2-form (9.3) becomes

ω := q∗ωS +

r∑
i=1

ci ξ
i,

for ξ = (ξ1, . . . , ξr) ∈ t∗. The linear variation of the cohomology class of the
symplectic forms can be seen as a cohomological version of the last formula. To see
this, recall that the symplectic leaves of (M,πθlin) are parametrised by ξ ∈ t∗. More
precisely, the leaf (Sξ, ωξ) corresponding to ξ is

Sξ = (P × {ξ})/Gξ
with the symplectic form obtained by descending

ω|G/T×{ξ} ∈ Ω2(G/T × {ξ})

along the bundle map qξ : G/T × {ξ} → G/Gξ × {ξ}. Therefore the previous
formula evaluated at a specific ξ becomes

q∗ξωSξ = q∗ωS +

r∑
i=1

ci ξ
i ∈ Ω2(G/T ).

Now, observe that the developing map is just the projection

dev : M̂aff = P/T × U → t∗,

so we find that

varaff
$ (ξ) =

r∑
i=1

ci ξ
i.

9.2. The symplectic volume polynomial. We now study how the symplectic
volumes of the leaves vary. For that we need to pass from second degree cohomology
to top-degree cohomology. The discussion in the previous section on the bundle H

applies word by word to the similar bundles obtained using instead the cohomology
in any fixed degree. In particular, it applies to the top degree of the regular leaves,
which is (see the discussion following Theorem 4.2)

2k := dim(M)− r, where r = corankπ.

Therefore one obtains a line bundle

L → M̂, Lx̂ = H2k(Hol(x̂,−)),

which is a representation of Π1(Hol(M̂, F̂π)). In particular, the fiber at x̂0 becomes

L0 := H2k(Sx0
) ∈ Rep(πorb

1 (B)).

Furthermore, the role of the section $ is replaced by

σvol :=
$k

k!
∈ Γ(L).
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This section is Hol(M̂, F̂π)-invariant dues to the fact that the map H → L, u 7→
uk/k!, is Π1(Hol(M̂, F̂π))-equivariant. This allows us to interpret σvol as a section
of an orbi-vector bundle over B. To work over smooth manifolds one can, as before,

pullback L together with σvol to M̂ lin, M̂aff , etc, via the canonical projections onto

M̂ , or drop them to Blin, Baff , etc. When doing so we will keep the same notations
L and σvol.

Next we explain how to encode σvol in terms of a polynomial. There will be two
ways of achieving this and both are relevant to us:

(i) We will show that L trivializes over Baff . This gives a polynomial function

V0 : Baff → R.
(ii) The tensor product L⊗L trivializes already over Blin. We obtain a function

whose pullback to Baff coincides with V2
0 .

In the statement of the next result, by the singular part of Baff we mean the
complement of the pre-image of Breg by the covering projection Baff → B.

Theorem 9.5. There exists a function

V0 : Baff → R
with the following properties:

(i) it is a polynomial function on the integral affine manifold Baff ;
(ii) its zero-set is precisely the singular part of Baff ;

(iii) at regular points b̃ ∈ Baff ,

V0(̃b) = ± ι0(b) vol(Sb, ωSb)

where ι0 : Breg → N is the function that for each b ∈ B gives the order of the
holonomy group of Sb;

(iv) for all w ∈ W and b̃ ∈ B̃orb one has

V0(̃bw) = δ(w)V0(̃b),

where δ :W → Z2 is the parity character;
(v) the square of V0 descends to an orbifold smooth function

V2
0 : B → R.

Proof. Consider L as a line bundle over B̃orb. It can be trivialised

L → B̃orb ×L0,

using the Gauss-Manin connection: writing b̃ = [γ], where γ a path in Blin from x̂ to
x̂0, parallel transport with respect to this connection yields the desired trivialization

Tγ : Lx̂ →L0.

Next, if we identify L0 with R using a primitive integral covector λ0 ∈L∗0 , we set

V0([γ]) := λ0 (Tγ(σvol(γ(1))) (9.4)

Therefore, under the isomorphism above, σvol is identified with the smooth function

V0 : B̃orb → R.

Since σvol = $k

k! , the linear variation from Theorem 9.2 implies that V0 is a
polynomial function. It follows (see also Section 11) that there exist a polynomial
P in Rr such that

V0 = P ◦ dev .
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Since dev descends to Baff , the function V0 factors through the projection

B̃orb

��

dev // Rr P // R

Baff

dev

==

V0

88

so it can be viewed as a polynomial function V0 : Baff → R, proving (i).

We now prove item (iii). For b̃ = [γ] with γ : [0, 1] → M lin a path from x̂0

to some x̂ in the regular part, to compute V0([γ]) we have to apply the parallel
transport

Tγ : H2k(Hol(x̂,−))→ H2k(Hol(x̂0,−))

to the Liouville element
ωkx̂
k!
∈ H2k(Hol(x̂,−))

and then, up to a sign, pair it with the fundamental class for Hol(x̂0,−). Up to a
sign, that is the same as pairing the Liouville element at x̂ with the fundamental
class of Hol(x̂,−), i.e., the symplectic volume of

(Hol(x̂,−), ωx̂).

In turn, this manifold is a covering of the symplectic leaf Sx̂, with group of deck
transformations the holonomy group of Sx̂. Therefore (iii) follows.

We now move to the proofs of items (iv) and (v). Note that the triviality of the

integral affine line bundle L → M̂ is controlled by the character

δL : π1(M̂)→ Z2

determined by

Tγ = δL([γ]) · id,
where T[γ] denotes parallel transport w.r.t. the Gauss-Manin connection. Further-
more, this descends to

δL : πorb
1 (B)→ Z2.

On the other hand, it follows from (9.4) that we have the formula

V0(̃b u) = δL(u)V0(̃b), (9.5)

for all b̃ ∈ B̃orb, u ∈ πorb
1 (B). This implies that (v) holds.

To prove (iv) note that δL is trivial over the image of the splitting given in
Proposition 6.14 since the section σvol ∈ Γ(L) is nowhere vanishing over the regular
part. Therefore, δL is determined by its values on W where we claim that it
coincides with the parity character of W

δL|W = δW . (9.6)

This identity, together with (9.5), implies that (iv) holds. In order to prove (9.6) it
is enough to check it for an abstract reflection τx̂ = p∗τ̂x̂ associated to subregular

point x̂, since the conjugate of these generate W. Working at the level of M̂ , and

denoting by y = 1x̂ ∈ M̂ lin the point represented by the constant path at x̂, we will
prove that τ̂x̂ acts on the fiber

Ly = H2k(Hol(x̂,−)),



96 MARIUS CRAINIC, RUI LOJA FERNANDES, AND DAVID MARTÍNEZ TORRES

as minus the identity, i.e., changing the orientation of the fiber. The element

τ̂x̂ belongs to the group of Deck transformations of the cover Hol(x̂,−) → Ŝx̂.
Therefore the statement that we have to prove is equivalent to show that τ̂x̂ is
orientation reversing. Consider the following commutative diagram

Hol(x̂,−)

t
��

q

##
Ŝx̂

R // Sx

We observe that:

(a) The fiber q−1(x̂) is a finite union of spheres. Indeed, R−1(x) ∼= RP2 and
therefore q−1(x̂) is a (possibly non-connected) covering space of RP2. Both the
total space Hol(x̂,−) and the base Sx are orientable, and thus so the fiber.

(b) The action of τ̂x̂ on the sphere S2
y in q−1(x̂) through y is the antipodal map.

Indeed, the restriction

q : S2
y → RP2

is a covering map whose Deck transformation group corresponds to the gener-
ator of the fundamental group τ̂x̂.

Now, since τ̂x̂ is represented by a loop in the fiber of R, its action on Hol(x̂,−) lifts
the identity on Sx. This, combined with (b), implies that τ̂x̂ reverses the orientation
on Hol(x̂,−).

Finally, item (ii) follows from the other items. �

Remark 9.6. The proof also shows that L is trivializable over Baff . Indeed, from
the proof this is equivalent to δL|Kaff = 1. This follows by observing that, since V0

descends to Baff , we must have

V0(̃b u) = V0(̃b),

whenever u ∈ Kaff . Since V0 is not identically zero, we obtain from (9.5) that
δL = 1 on Kaff .

10. The Duistermaat-Heckman and the Weyl Integration Formulas

In this section we discuss measure theoretic aspects of Poisson manifolds of
s-proper type, extending the Duistermaat-Heckman formula given in [11] to non-
regular Poisson manifolds.

We will be working with Radon measures and, when working on manifolds, we
will focus mainly on geometric measures, by which we mean measures associated to
densities. In general, Radon measures will be denoted by µ and positive densities
will be denoted by ρ. A measure induced by a density ρ will be denoted by µρ.
Also, we denote by the symbol D density bundles associated with a vector bundle.
We refer to [13] and [19, Section 3.13] for details on measures and densities.

For the rest of the section we fix such a Poisson manifold (M,π) together with
an s-proper integration (G,Ω)⇒ (M,π) and we consider the leaf space B together
with the canonical projection

p : M → B.

We define two measures on B. The first one arises from the fact that B has an
integral affine orbifold structure and, therefore, it carries a natural measure (see
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below). We call it the Lebesgue measure and we denote it by

µaff
B . (10.1)

The second measure is obtained from the Liouville measure µΩ on G, induced by

the density associated to the Liouville form Ωtop

top! ∈ Ωtop(G). Noticing that the map

p ◦ s = p ◦ t : G → B is proper, one can push µΩ to a measure on the leaf space,
denoted

µDH
B = p∗s∗(µΩ).

We call it the Duistermaat-Heckman measure on B.
The last ingredient for stating the main theorem in this section is the square

volume polynomial V2 : B → R. It coincides with the function

V2(b) =

{
(ι(b) vol(Sb, ωSb))

2, b ∈ Breg

0, b /∈ Breg

where ι : B → N counts the number of connected components of the isotropy group
of G at a/any x ∈ Sb (see also Remark 10.3).

Theorem 10.1. If (G,Ω) is an s-connected, s-proper integration of (M,π) then

µDH
B = V2 · µaff

B , (10.2)

where V2 : B → R is the square volume polynomial.

Remark 10.2. It may be instructive to the reader to notice that µDH
B and µaff

B

are associated with the two interpretations of B as a leaf space of (M,F) and as

a leaf space of (M̂, F̂π), respectively. Recall also from Section 9.2 that, although
both ι and the symplectic volumes of the leaves of (M,π) yield functions ι and
vol defined on the entire B, the reason why V2 appears in the final formula is its
smoothness.

Remark 10.3. There is very little difference between the function V2 and the
function V2

0 introduced in the previous section: one is a rescaling of the other. The
scaling factor arises from the fact that we use two orbifold structures on B: in this

section we use the one whose atlas is the foliation groupoid B = B(Ĝ) in (5.3), while
in the previous section we used the classical orbifold structure, i.e., whose atlas is

the holonomy groupoid Hol(F̂π).
The fact that ι(b)/ι0(b) is (locally) constant can be seen as an instance of a

general remark: for any (s-connected) proper foliation groupoid B, the kernel of the
canonical map B ⇒ Hol(F) is a bundle of groups of (locally) constant cardinality.
This follows, e.g., from the local normal form for proper Lie groupoids, which
reduces the statement to one about linear actions of finite groups.

In our case, the resulting rescaling factor can be read off at any point x ∈ M :
it is the cardinality of ZGx(T )/T , where T ⊂ Gx is a maximal torus (compare with
Section 5.6). At a regular point x, this is the subgroup of π0(Gx) consisting of
elements which act trivially on G0

x.

We now discuss the measure (10.1) in detail. The key ingredient in its construc-

tion is the density arising from the integral affine lattice Λ ⊂ t̂ given by

ρaff
ν ∈ Γ(M̂,Dν), ρaff

ν |x := |λ1 ∧ · · · ∧ λn| (10.3)

where λ1, . . . , λn is any basis of Λx ⊂ t̂x = ν∗x. This density has the property that it

is invariant under the holonomy of F̂π and, therefore, can be thought of as a density
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on the orbifold B. Next, we need the generalisation to orbifolds of the construction
of measures associated to densities. If we use étale orbifold atlases, this is rather
straightforward, as explained in the discussion leading to Proposition 6.1.3 in [11]
and produces (10.1) starting from ρaff

ν . However, it is useful to have a concrete
description for all, not necessarily étale, orbifold atlases, as explained also in [11].
The next proposition provides a summary of what we need here.

Proposition 10.4. Let B be an orbifold with atlas B ⇒ M → B, where B is a
proper foliation groupoid with underlying foliation denoted F and normal bundle ν.
Then any positive density ρν ∈ Γ(Dν) that is invariant under the holonomy of F
gives rise to a measure µρν on B such that for any f ∈ C∞c (M),∫

M

f(x) dµρM (x) =

∫
B

(
ι(b)

∫
Ob

f(y) dµOb(y)

)
dµρν (b),

where µρM and µOb are measures associated to densities on M and on the orbits
Ob obtained from any decomposition

ρν = ρ∗F ⊗ ρM ∈ DF∗ ⊗DTM ∼= Dν
as follows:

(a) ρM is a density on M ;
(b) ρ∗F is the dual of a strictly positive density ρF ∈ DF ;
(c) µOb is associated with the density ρF |Ob ∈ DTOb ;
(d) ι(b) is the number of elements of the isotropy groups Bx with x ∈ Ob.
Furthermore, this property characterizes uniquely µρν .

Remark 10.5. The density ρ∗F , combined with the isomorphisms t∗F|Sx ∼= TB(x,−)
induced by right translations, give rise to densities on the s-fibers B(x,−). The as-
sociated measures will be denoted µB(x,−). It follows that the numbers ι(b) can be
absorbed into the integration as follows:

ι(b)

∫
Ob

f(y) dµOb(y) =

∫
B(x,−)

f(t(g))dµB(x,−)(g),

where x is any point in the orbit Ob.
When B ⇒ M is s-proper, the fact that the µB(x,−) are induced by a smooth

family of densities implies that the volumes can be arranged into a smooth function

volρF : B → R, b = p(x) 7→ vol
(
B(x,−), µB(x,−)

)
= ι(b) vol(Ob, µOb). (10.4)

Then the proposition implies that, in the s-proper case, µρν could be defined by

µρν =
1

volρF
p∗(µρM ). (10.5)

Proof of Theorem 10.1. We will apply Proposition 10.4 to the foliation groupoid

B ⇒ M̂ that serves as orbifold atlas for B (see Section 5.3).

The Liouville form Ωtop

top! ∈ Ωtop(G) can be pushed down via the proper map

s : G →M to a density

ρDH
M :=

∫
s

|Ωtop|
top!

∈ Γ(DTM ).

The associated measure, which is also the pushforward of the Liouville measure,
is denoted µDHM and we call it the Duistermaat-Heckman measure on M . We
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can use ρDHM to construct a canonical decomposition of the density (10.3), as in

Proposition 10.4. To that end we use the exact sequence of vector bundles over M̂

0 // ν̂∗ // L̂π // F̂π // 0 ,

together with the isomorphism L̂π ∼= R∗T ∗M – see (4.13) – to identify

DF̂π
∼= DL̂π ⊗Dν̂

∼= R∗DT∗M ⊗Dν̂ .

Making use of ρDHM and its dual ρDH,∨M ∈ Γ(DT∗M ), we can now define

ρaff
F̂π

:=
(
ρDH,∨M ◦R

)
⊗ ρaff

ν ∈ Γ(DF̂π ).

Similarly, using the identification D
TM̂
∼= DF̂π ⊗Dν̂ arising from the sequence

0 // F̂π // TM̂ // ν̂ // 0 ,

we define

ρaff
M̂

:= ρaff
F̂π
⊗ ρaff

ν ∈ Γ(D
TM̂

).

By construction, these two densities provide a decomposition of ρaff
ν as in Proposi-

tion 10.4. In particular, ρaff
F̂π

induces measures on the leaves Ŝb and on the s-fibers

B(x̂,−), denoted now

µaff
Ŝb
, µaff

B(x̂,−). (10.6)

Notice that these measure are defined for every point in B, regular or not. For the
volume function (10.4) associated with ρaff

F̂π
one finds:

Lemma 10.6. The function vol
ρaff
F̂π : B → R is identically 1.

Proof. The function vol
ρaff
F̂π is smooth so it suffices to prove it is 1 on Breg. Therefore

we may assume that M is regular and make use of the results from [11]. We will
prove something stronger, namely that

(ι · vol) · ρaff
F̂π

=
|ωtop
Fπ |

top!
, (10.7)

where vol(b) is now the symplectic volume of Sb. In the regular case, the density

ρaff
F̂π

coincides witj ρDH,∨M ⊗ ρaff
ν . Hence, we can apply [11, Lemma 6.3.3 ] to rewrite

the left hand side of the last equality as(
1

ι · vol
· ρDHM

)∨
⊗ ρaff

ν = ρ∨M ⊗ ρaff
ν ,

with ρM =
|ωtop
Fπ |

top! ⊗ ρ
aff
ν (which is equation (6.2) in loc. cit.). Noticing that now

R = id, we are left with showing that under the isomorphism DF ∼= DT∗M ⊗ Dν
we have

ρ∨M ⊗ ρaff
ν =

|ωtop
Fπ |

top!

The leafwise symplectic form ωFπ , gives an identification Fπ ∼= F∗π and from the

decomposition induced by 0 // F // TM // ν // 0 , we see that the
last identity becomes precisely the definition of ρM – again equation (6.2) in [11].

�
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Denoting by µaff
M̂

the measure on M̂ induced by ρaff
M̂

, the previous lemma com-

bined with Remark 10.5 (cf. equation (10.5)) implies that

µaff
B = p∗(µ

aff
M̂

).

Therefore, to complete the proof of theorem we only need to prove the following
lemma.

Lemma 10.7. One has the following equality of measures on M :

µDH
M = V2 ·R∗(µaff

M̂
)

Proof. We have to prove that
∫
M
fρDHM =

∫
M̂

V2 ·R∗(f)ρaff
M for all f ∈ C∞c (M),

Since both sides involve integration of smooth densities (see Remark 10.2) nothing

changes if we remove from M and M̂ subspaces of (Lebesque) measure zero. We

deduce that it suffices to prove the identity from the statement over M̂ reg ∼= M reg.
Therefore we may now assume that M is regular, and prove that ρDHM = (ι · vol)2 ·
ρaff
M . But this is just a restatement of Lemma 6.3.3 from [11], as the equation (10.7)

and the definition of ρM ((6.2) in loc.cit. again) show. �

This completes the proof of Theorem 10.1. �

From Proposition 10.4 we deduce the following Weyl integration formula:

Corollary 10.8. For all f ∈ C∞c (M) one has∫
M

f(x) dµDH
M (x) =

∫
B

(∫
B(x̂,−)

f(R(t(g))) dµaff
B(x̂,−)(g)

)
V2(b) dµaff

B (b).

Corollary 10.9. One has a unitary isomorphism of L2-spaces:

L2(B,µDHB ) ∼= L2(B,µaff
B ), φ 7→ φ · |V|.

Example 10.10. Let us consider the linear Poisson structure on the dual of a
compact Lie algebra M = g∗. Fixing an integrating groupoid G = T ∗G ∼= G n g∗,

the resolution ĝ∗ = G/T ×W t∗ has the integration Ĝ = G n ĝ∗, and the induced
foliation groupoid B is (see 8.3):

(G/T ×G/T × t∗)/W ⇒ (G/T × t∗)/W.

In particular, we obtain an identification

B(x̂,−) ∼= G/T. (10.8)

The measures and densities above become the following:

• ρDHg∗ = dX∗, the constant density on g∗ determined by the Haar density
on G; i.e., if one G-translates its dual dX ∈ Dg then one obtains the Haar
density of G.
• ρaff

t∗ = 1
|W |dY

∗, where dY ∗ is the constant density on t∗ associated to the

lattice Λ ⊂ t. Note that the dual of dY ∗ produces the Haar density of T .
• ρaff
B(x̂,−) = d(gT ), the quotient of the Haar density of G modulo the Haar

density of T , where one uses identification (10.8).

Moreover, in this case one has V2(Y ∗) = |det(adY ∗)g/t|, as in [20], and therefore
our integral formula becomes∫

g∗
f(X∗) dX∗ =

1

|W |

∫
t∗

(∫
G/T

f(Adg(Y
∗)) d(gT )

)
|det(adY ∗)g/t|dY ∗.
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Comparing with [20, Corollary 3.14.2], notice that we are using more specific den-
sities on G and T for which the constant c there equals 1.

Remark 10.11. The Duistermaat-Heckman formula discussed here can be seen as
a formula associated to the Hamiltonian (G,Ω)-space t : (G,Ω) → M . It implies
a similar formula for other free Hamiltonian (G,Ω)-spaces µ : (P,Ω) → M by
applying it to the corresponding gauge groupoids. The more general version, for
Hamiltonian spaces that are not necessarily free, will be discussed somewhere else
(see also [31, 42]).

Remark 10.12. While the push-forward of measures is well-behaved, the situation
is more subtle when pushing forward densities along maps that are not submersions.
That is the reason that the equality in the statement of Lemma 10.7 is one of
measures and cannot be formulated as an equality of densities on M .

On the other hand, the lemma can be understood as the equality of densities on

M̂
R∗(ρDHM ) = V2 · ρaff

M̂

For the left hand side we use that densities can be pulled back along maps that

are local diffeomorphisms on dense open sets, like our R : M̂ → M is. The price
to pay is that the pull-back of smooth densities may be only continuous (but that
is not a problem for inducing measures). However, the equality says that the left
hand side is also smooth.

11. Compactness and Completeness

In this section, we establish structural properties of compact PMCTs and com-
plete, s-proper PMCTs. We achieve this by combining the theory developed in the
previous sections with a new ingredient: the factorization properties of polynomials
in integral affine manifolds and orbifolds, which we apply to the volume polynomial
of Poisson manifolds of s-proper type. For example, we will show that:

Theorem 11.1. Any Poisson manifold of compact type is regular. Equivalently,
any compact symplectic groupoid is regular.

For a compact symplectic manifold all powers of the cohomology class of the sym-
plectic form must be non-trivial. The theorem says that compactness in multiplica-
tive symplectic geometry severely constrains the groupoid multiplication. Equiva-
lently, it severely constrains the underlying Poisson geometry.

Remark 11.2. Theorem 11.1 is false for twisted Dirac manifolds of compact type.
Equivalently, there exist compact twisted presymplectic groupoids which are non-
regular. We will discuss this failure at the end of this section.

If the Markus Conjecture holds for integral affine orbifolds (see Section 12), then
PMCTs of compact type are complete. For complete, s-proper Poisson manifolds
we obtain the following structural theorem:

Theorem 11.3. If (M,π) is a complete, s-proper Poisson manifold, then it has a
unique minimal infinitesimal stratum Σ0. Its Weyl group coincides with the classical
Weyl group of the isotropy Lie algebra gx, for any x ∈ Σ0.

This result – and its more detailed version given later in this section – suggests
that all the information about a complete, s-proper Poisson manifold is encoded in
the first jet of (M,π) along the minimal stratum Σ0.
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The previous results provide deep insight into the Poisson geometry of PMCTs
and its relation to Lie theory. Hence, one can use them to deduce some classical re-
sults in Poisson geometry related to Lie theory. For example, we have the following
somewhat surprising application of Theorem 11.1.

Corollary 11.4. There exists no Lie bialgebra (g, g∗) with both g and g∗ semisimple
Lie algebras of compact type.

11.1. Polynomial functions on integral affine orbifolds. An affine manifold
N has a well-defined subalgebra of polynomial functions

Pol(N) ⊂ C∞(N).

Namely, we say that P ∈ C∞(N) is a polynomial if its pullback to every affine
chart of N is a polynomial. Assuming that N is connected, the degree of a polyno-
mial is the degree on its pullback to any affine chart. It is well-defined since affine
transformations on Rq preserve the degree of polynomials in R[x1, . . . , xq].

The developing map of an affine manifold provides useful information on its
algebra of polynomial functions.

Proposition 11.5. For an affine manifold N , its developing map dev : Naff → Rq
gives an isomorphism of rings

(dev∗)−1 ◦ p∗ : Pol(N)→ (R[x1, . . . , xq])Γaff

,

where p : Naff → N is the affine holonomy cover and Γaff the affine holonomy
group.

Proof. For the proof we will use the abbreviated notations Ñ := Naff and Γ := Γaff .
We will show that both

p∗ : Pol(N)→ Pol(Ñ)Γ, dev∗ : R[x1, . . . , xq]
Γ → Pol(Ñ)Γ

are isomorphisms.
For the first map we note that pullback by the covering map is an isomorphism

p∗ : C∞(N) → C∞(N)Γ. It sends polynomials to polynomials, and any invariant
polynomial comes from one in N . Hence the result follows.

For the second map we recall that an affine manifold has a canonical real analytic
structure, and that real analytic functions on a (connected) manifold agree if and
only if they agree on an open subset. We apply this first to R[x1, . . . , xq] to deduce
that two polynomials on Rq agree if and only if they agree in the image of the
developing map. This implies that

dev∗ : R[x1, . . . , xq]→ Pol(Ñ)

is injective. To prove surjectivity we restrict any given P ∈ Pol(Ñ) to a connected

open subset U ⊂ Ñ on which the developing map is a diffeomorphism onto its
image. Then P |U is the pullback by dev of the restriction to dev(U) of a polynomial
P0 ∈ R[x1, . . . , xq]. Therefore, dev∗ P0 = P . Finally, since dev is equivariant with
respect to the actions of Γ and Γ, the restriction to the respective subalgebras of
invariants

dev∗ : R[x1, . . . , xq]
Γ → Pol(Ñ)Γ

is an isomorphism. �
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Every hyperplane in Rn is the zero set of a degree one polynomial. The poly-
nomial is unique up to rescaling by a non-zero real number. We say that the
hyperplane is integral if the polynomial can be chosen to have rational degree one
coefficients. In this case, up to sign, it is the zero set of a unique polynomial whose
degree one coefficients are coprime integers.

For an integral affine manifold N , by an integral hyperplane of N we mean a
connected, codimension one, integral affine submanifold. A degree one polynomial
on N is called primitive if its pullback via some integral affine chart is a degree
one polymonial for which non-constant coefficients are coprime integers. Since an
integral change of coordinates has linear part a matrix with determinant ±1, it
follows that this holds for any integral affine chart.

Proposition 11.6. Let N be a integral affine manifold with trivial affine holonomy.
Then any P ∈ Pol(N) has polynomial factorization

P = L1 · · ·Lk ·Q,
where the Li’s are primitive degree one polynomials with non-empty vanishing locus
and the vanishing locus of Q does not contain an integral affine hyperplane. The
factorization is unique up to sign changes and the ordering of the primitive degree
one polynomials.

Proof. Since the affine holonomy is trivial, by Proposition 11.5, every P ∈ Pol(N)
has a unique factorization into irreducible polynomials (up to units and order).
An irreducible polynomial on N of degree greater than one cannot vanish on a
hyperplane: if it were to vanish, its restriction to a chart around a point in the
hyperplane would have a degree one factor, and so using the developing map, we
see that we could factor out a linear term. Therefore, in the factorization of P only
the linear terms can vanish on a hyperplane. We can single out those vanishing on
integral hyperplanes (if any), and normalize them to be primitive (we may get the
same primitive factor more than once). If Q denotes the product of the remaining
polynomials in the factorization of P then, by construction, it does not vanish on
any integral affine hyperplane. The uniqueness in the statement is a consequence
of the uniqueness of factorizations in Pol(N). �

For a classical integral affine orbifold B by an integral hyperplane we mean
a connected, codimension one, integral affine suborbifold. A polynomial on B is a

function whose pullback to B̃orb (an integral affine manifold) is a polynomial. If the
pullback polynomial is primitive of degree one we say that the original polynomial
on the orbifold is primitive of degree one.

Proposition 11.7. Let B be a classical integral affine orbifold. Then for any

P ∈ Pol(B) there exists a finite orbifold cover q : B̃ → B and a factorization:

q∗P = L1 · · ·Lk ·Q, (11.1)

where the Li’s are primitive degree one polynomials with non-empty vanishing locus
and the vanishing locus of Q does not contain an integral affine hyperplane.

Proof. We will call a factorization as in the statement a primitive factorization. By
Proposition 11.6, the the pullback of P ∈ Pol(B) to the universal covering space

p : B̃orb → B has a primitive factorization:

P̃ = p∗P = L′1 · · ·L′k ·Q′.
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We may further assume that there are no degree one primitive polynomials with
opposite sign and that all repeated primitive polynomials are in contiguous posi-

tions. The polynomial P̃ is πorb
1 (B)-invariant, so given any element a ∈ πorb

1 (B),
by the properties of the vanishing sets of the factors and uniqueness of factorization
we have:

a∗P̃ := ε1(a)L′σ1(a) · · · εk(a)L′σk(a) · ε(a)Q′,

where

(ε1, . . . , εk, σ) : πorb
1 (B)→ Zk2 o Sk, ε : πorb

1 (B)→ Z2

define representations of πorb
1 (B) on the group of signed permutations and on Z2,

respectively. Let us denote by H ⊂ πorb
1 (B) the kernel of the homomorphism

((ε1, . . . , εk, σ), ε) : πorb
1 (B)→ (Zk2 o Sk)× Z2.

Since H has finite index we obtain the finite orbifold cover B̃ := B̃orb/H, together
with a polynomial defined on it with the properties in the statement. �

It is a non-trivial classical fact that every polynomial on a compact integral
affine manifold is constant (see [23]). Note that this fact is obvious if the manifold is
known to be complete and this still holds for compact, complete orbifolds. Without
the assumption of completeness we are able to prove the following result which
suffices for our purpose.

Corollary 11.8. A non-trivial polynomial on a compact integral affine orbifold B
cannot vanish on an integral hyperplane.

Proof. Let P ∈ Pol(B) be a non-trivial polynomial that vanishes on an integral
hyperplane. We apply Proposition 11.7 to P , obtaining a finite orbifold cover

q : B̃ → B where q∗P has a factorization (11.1) with k ≥ 1. Since B̃ is compact,
any such primitive factor L has a critical point and we find a contradiction: if we
consider the pullback L′ of L to the orbifold universal covering space, we have by
Proposition 11.5

L′ = dev∗ L0,

where L0 ∈ R[x1, . . . , xq] is a degree one polynomial. But a degree one polynomial
in Rq has no critical points, and, therefore, L cannot have critical points.

�

11.2. Consequences for PMCTs. We will now use the volume polynomial to
draw important consequences for PMTC’s.

11.2.1. PMCTs of compact type. We give a quick proof that every Poisson manifold
of compact type must be regular.

Theorem 11.9. If (M,π) is a compact Poisson manifold that admits a proper
integration, then π is regular.

Proof. Observe that if (M,π) is proper with leaf space B, then it follows from
Corollary 5.9 that the subregular infinitesimal strata are integral hyperplanes in
the classical integral affine orbifold B. This subregular locus is non-empty iff π is
non-regular.

So assume that (M,π) is proper, compact and non-regular. First, we apply
Theorem 4.2 to construct the Weyl resolution of (M,π). By Theorem 5.7, the
leaf space B of (M,π) inherits an integral affine orbifold structure. Second, we
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apply Theorem 9.5 to deduce that the square of the volume defines a polynomial
V2

0 : B → R whose zero set is the singular part of B. Third, because (M,π) is non-
regular a subregular stratum BΣ ∈ S(B) exists and is an integral affine suborbifold
of B contained in its singular part. Therefore we have produced a polynomial on
B with properties that contradict the statement of Corollary 11.8. �

Corollary 11.10. There exists no Lie bialgebra (g, g∗) with both g and g∗ semisim-
ple Lie algebras of compact type.

Proof. Any Lie bialgebra integrates to Poisson-Lie group structures (G, πG) and
(G∗, πG∗) on the 1-connected integrations of g and g∗. Under the assumption in the
statement, both groups are compact. Therefore (see, e.g., [26, Section 11.4]) the 1-
connected integration of the double d := g on g∗ is a double Lie group D := G on G∗

carrying two distinct symplectic groupoid structures that integrate (G, πG) and
(G∗, πG∗). Since D is compact, by Theorem 11.9, (G, πG) and (G∗, πG∗) must be
regular. This forces g = g∗ = {0}. �

11.2.2. Complete, s-proper PMCTs. Recall that a Poisson manifold of proper type
is complete if its leaf space B is a complete integral affine orbifold, i.e., if the de-

veloping map dev : B̃orb → Rq is a diffeomorphism. Notice also that the connected
components of the preimages of the subregular strata in the orbifold universal cov-

ering space B̃orb are contained in the hyperplanes defined the reflections of the Weyl
group of the Poisson manifold. The latter are closed integral affine hyperplanes.

This allows us to show the following structural theorem for this class of Poisson
manifolds. In the statement we use the decomposition πorb

1 (B) = W(M,π) o
πorb

1 (Breg) from Proposition 6.14.

Theorem 11.11. Let (M,π) be a complete, s-proper, Poisson manifold, and denote
its leaf space by B. Then:

(i) There exists a unique minimal infinitesimal stratum (Σ0, π0), which is a reg-
ular, complete, s-proper Poisson manifold with π1(Σ0) = π1(M);

(ii) Let g denote the isotropy group of any point x ∈ Σ0. Then

W(M,π) ∼= W,

where W is the classical Weyl group of g relative to a maximal torus t;
(iii) There is an isomorphism of integral affine manifolds

B̃orb ∼= B̃orb
Σ0
× t∗ss,

where tss is a maximal torus of gss := [g, g]. Under this isomorphism, the
action of πorb

1 (B) =W(M,π) o πorb
1 (Breg) has the following properties:

- W(M,π) acts trivially on the first factor and via the classical action on t∗ss;

- πorb
1 (Breg) leaves B̃orb

Σ0
× {0} invariant and its action on it factors through

the action of πorb
1 (BΣ0

).

Proof of Theorem 11.11. Consider the pullback of the square of the volume poly-

nomial to B̃orb ' Rq
p∗V2

0 : Rq → R
This is a polynomial has a function that vanishes precisely on the singular part

of B̃orb ' Rq. By Proposition 7.7 the singular part agrees with the union of
the hyperplanes of the reflections of the Weyl group of the Poisson manifold of
proper type. The factorization of p∗V2

0 provided by Proposition 11.6 shows that
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the number of these hyperplanes is bounded by the number of degree one primitive
factors L1, . . . , Lk, and hence are finite in number. It follows that the number of
chambers of the corresponding hyperplane arrangement in Rq is also finite, and
hence the Weyl group is finite.

Now, applying Lemma 3.30, one obtains aW-invariant decomposition of integral
affine subspaces

B̃orb = (B̃orb)W ⊕ V, (11.2)

where one can identify the fixed point set with the intersection of all root hyper-
planes

(B̃orb)W =
⋂
r∈W
Hr.

Note that this fixed-point set (B̃orb)W is stable under the action of πorb
1 (B) since this

action preserves the set of hyperplanes. It follows that (B̃orb)W is the preimage of an

infinitesimal stratum BΣ0 under the covering projection p : B̃orb → B. Moreover,
all other infinitesimal stratum have dimension greater than Σ0. By Theorem 3.13,
we conclude that item (i) holds, with the exception of the statement about π1(Σ0).

If x ∈ Σ0, then R−1(x) ∼= G/N(T ) where G is a compact Lie integrating the
isotropy Lie algebra gx and T ⊂ G is a maximal torus. Hence, item (ii) follows
from the last statement in Proposition 7.10, since x̂ is a fixed point of W. It also
follows that the W-invariant decomposition (11.2) can be written as

B̃orb = (B̃orb)W ⊕ t∗ss,

that the action of W = W on t∗ss is the classical action.
Since B is assumed complete, we have

B̃orb = Baff , M̂orb = M̂aff , Γaff = πorb
1 (B), Ŵ ∼=W ∼= W,

where the last isomorphisms follow from Proposition 6.8 and item (ii). The main
diagram (5.5) then yields:

p−1(Σ̂0)
� _

��

// Σ̂0
� _

��

// Σ0
� _

��
M̂orb = M̂aff

q

��

p // M̂

��

R // M

��
B̃orb = Baff = Rq // B B

(B̃orb)W
?�

OO

// BΣ0

?�

OO

BΣ0

?�

OO

(11.3)

Here the map p : M̂orb → M̂ is a covering map with covering group πorb
1 (B) and

p−1(Σ̂0) = q−1((B̃orb)W)).

We now prove item (iii). Recall that, by Theorem 5.8, BΣ0 is a suborbifold of
B, which therefore has the (ineffective) atlas

(B̃orb)W o πorb
1 (B)⇒ (B̃orb)W .
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Effectivization of this action amounts to quotient by the subgroup N ⊂ πorb
1 (B)

consisting of elements that fix (B̃orb)W . This results on the effective atlas for BΣ0

(B̃orb)W o πorb
1 (B)/N ⇒ (B̃orb)W .

Since (B̃orb)W is simply connected, this implies – cf. (6.6) – that

πorb
1 (BΣ0

) ∼= πorb
1 (B)/N,

and that we can identify

(B̃orb)W ∼= B̃orb
Σ0
.

Obviously,W ⊂ N , so the splitting in Proposition 6.14 gives a surjective morphism

πorb
1 (Breg) ∼= πorb

1 (B)/W → πorb
1 (B)/N ∼= πorb

1 (BΣ0).

In particular, the action of πorb
1 (Breg) on B̃orb

Σ0
factors through the action of πorb

1 (BΣ0
).

Finally, to prove the first identity in item (i), we claim that:

Lemma 11.12. The inclusion i : Σ̂0 ↪→ M̂ induces an isomorphism

π1(Σ̂0) ∼= π1(M̂).

To prove this lemma, observe that p−1(Σ̂0) is connected and πorb
1 (B)-invariant,

since it equals q−1((B̃orb)W)) and q : M̂orb → B̃orb is a πorb
1 (B)-equivariant. It

follows that

p : p−1(Σ̂0)→ Σ̂0, (11.4)

is a covering with covering group πorb
1 (B). Also, q : M̂orb → B̃orb is a trivial fi-

bration since the base B̃orb ∼= Rq is contractible (by completeness) and the fibers

are compact and connected (by s-properness). It follows that p−1(Σ̂0) is a defor-

mation retract of M̂orb. Therefore, the top left square of (11.3) induces a diagram
of fundamental groups

1 // π1(p−1(Σ̂0))

i∗
����

// π1(Σ̂0)

i∗
��

// πorb
1 (B) // 1

1 // π1(M̂orb) // π1(M̂) // πorb
1 (B) // 1

where the left vertical arrow is an isomorphism, so the lemma holds.

Now, to prove (iii), notice that the restriction of the resolution R : Σ̂0 → Σ0 is
a submersion with compact connected fibers diffeomorphic to G/N(T ). It follows
that we have a commutative diagram

// π2(Σ0) // π1(R−1(x))

��

// π1(Σ̂0)

i∗
��

R∗ // π1(Σ0)

i∗

��

// 1

1 // W // π1(M̂)
R∗ // π1(M) // 1

and we already know that the left two vertical arrows are isomorphisms. Hence, we
obtain the first isomorphism of item (iii):

π1(Σ0) ∼= π1(M).

�
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11.3. A class of complete, s-proper, PMCTs. We consider a class of Poisson
manifolds obtained by fixing the following data:

(a) A Lie algebra g, semi-simple of compact type;
(b) A finite group Γ ⊂ Aut(g);
(c) A compact symplectic manifold (S, ωS) with fundamental group Γ.

Letting q : S̃ → S denote the universal covering space with symplectic form ωS̃ :=
q∗ωS , the class of Poisson manifolds we are interested take the form

M = S̃ ×Γ g∗,

where the Poisson structure πM is the quotient of the product ω−1

S̃
× πg∗ .

Claim: (M,πM ) is a complete, s-proper, Poisson manifold.

We will prove this claim by showing that (M,πM ) is a (global) local linear
model, as in Section 2.2. The base of its principal bundle P will be the compact
symplectic manifold S and the structural group G will be the union of all connected
components of Aut(g) intersecting Γ. Classical Lie theory grants thatG is a possibly
disconnected compact Lie group integrating g.

To see how M arises from such linear local model, consider the symplectic mani-

fold S̃ × T ∗G with symplectic form pr∗1ωS̃ + pr∗2ωcan. It carries a symplectic action
of Γ defined by

γ · (s, α) := (sγ−1, γα),

where the action on the factor T ∗G is via the lift of the left action of G on itself.
On the other hand, it carries a symplectic action of G given by

g · (s, α) := (s, αg−1),

where now we use the lift of the right action of G on itself. Note that these are
free and proper commuting actions, and their orbit spaces make up the following
commutative diagram

S̃ × T ∗G Γ� //

G�
��

S̃ ×Γ T
∗G ∼= S̃ ×Γ G× g∗

�G
��

S̃ × g∗
Γ�

// S̃ ×Γ g∗

The isomorphism on the upper right corner comes from trivializing the cotangent
bundle using left translations. Since the actions are symplectic, there are induced
symplectic/Poisson structures on each space of the previous diagram:

(pr∗1ωS̃ + pr∗2ωcan)−1 //

��

(ωθlin)−1

��
ω−1

S̃
× πg∗ // πM

Here, on the right upper corner, we have the symplectic form

ωθlin := p∗ωS − d〈θ, ·〉 ∈ Ω2(P × g∗),

where θ denotes the flat connection on the (connected) principal G-bundle

P := S̃ ×Γ G→ S,
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whose pullback to S̃ ×G is the trivial connection. This is precisely the closed, G-
invariant, 2-form (2.5) of the local model, which in this case is globally symplectic
since the connection is flat. This shows that (M,πM ) is a linear local model and
proves the claim.

Since (M,πM ) is a linear local model, it follows from Example 6.19 that it has

(a) complete leaf space B with orbifold fundamental group

πorb
1 (B) ∼= N(T )/ZG(T ),

where T ⊂ G is a maximal torus, while its Weyl group is

W(M,π) ∼= W = (N(T ) ∩G0)/T.

(b) B̃orb = t∗, where t is the Lie algebra of T , and the πorb
1 (B)-action is the adjoint

action of N(T )/ZG(T ).

To connect with the results of Theorem 11.3, note that the minimal stratum of
(M,π) consists of a single symplectic leaf,

Σ0 = S̃ ×Γ {0} ∼= S,

since any other leaf has dimension strictly larger than S. Any point in this stratum
has isotropy isomorphic to g, so (a) and (b) agree with the results of Theorem 11.3.

Finally, observe that the split short exact sequence of Proposition 6.14 becomes

1 // (N(T ) ∩G0)/T // N(T )/ZG(T ) // G/ZG(T )G0 // 1

)The group πorb
1 (Breg) ∼= G/ZG(T )G0 is non-trivial if and only if some element in

Γ acts non-trivially on g∗/G0. In this case πorb
1 (Breg) is non-trivial while πorb

1 (BΣ0
)

is trivial. For a concrete example, one can take any Γ ⊂ Aut(so(2m)), with m ≥ 4,
which is not contained in the connected components of the identity.

11.4. Remarks on Theorem 11.1 and twists. The crucial ingredient in the
proof of Theorem 11.1 is the polynomial nature of the symplectic volume function.
In particular, this theorem does not hold for general twisted Dirac structures, as
shown for instance by the example of the Cartan-Dirac structures on compact Lie
groups G. For these, as we saw in Section 8.2, the twisted presymplectic leaves are
the conjugacy classes, so as long as G is not abelian, the twisted Dirac structure is
never regular.

Lying between Poisson and general twisted Dirac structures one has the class of
φ-twisted Poisson structures. For the latter, the Poisson condition for π is replaced
by [π, π] = π](φ). Theorem 11.1 fails even for φ-twisted Poisson structures.

Example 11.13. A φ-twisted Poisson can be seen as φ-twisted Dirac structures L
satisfying L∩TM = {0}. It follows that, at the global level, φ-twisted Poisson struc-
tures correspond to φ-twisted presymplectic groupoids (Σ,Ω) with non-degenerate
presymplectic form Ω. Hence, for example, the Cartan-Dirac structure in the case
of G = SU(2) becomes a non-regular twisted Poisson structure that integrates to a
compact groupoid.

The foliation of the Cartan-Dirac structure on SU(2) = S3 in the previous ex-
ample consists of two zeros at the north and south poles (i.e., I and −I) and a
family of 2-spheres. Hence, the twist φ (the Cartan 3-form), actually vanishes on
the leaves, so [π, π] = 0. However, as an untwisted Poisson manifold, (S3, π) is
non-integrable: the symplectic area of the spheres has a critical point.
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Generalizing this example, assume that π is an honest Poisson structure on M
and that one has a closed 3-form φ ∈ Ω3(M) that vanishes on its symplectic leaves,
that is, satisfying

φ(π]α, π]β, π]γ) = 0,

for all α, β, γ ∈ Ω1(M). We call such a 3-form a fake twist of π. It allows us
to interpret π both as a Poisson structure as well as a twisted one. The example
above shows that a fake twist can turn a possibly non-regular (even non-integrable!)
Poisson structure to one of compact type.

The regular case is easier to handle and sheds light on the difficulty of the
non-regular case as well. The key remark is that, starting with a regular Poisson
structure π and a fake twist φ, when interpreted as a π-twisted Poisson structure,
the corresponding foliation remains the same. Actually, the resulting algebroid of
the φ-twisted π is still T ∗M , with the same anchor ρ = π], but with the modified
Lie bracket

[α, β]π,φ = [α, β]π + iπ](α)iπ](β)φ. (11.5)

Therefore, for compactness to be achieved from the twisted perspective, the original
symplectic foliation must be of compact type and must admit a transverse integral
affine structure. In fact, this is all one needs.

Proposition 11.14. Let (M,π) be a regular Poisson manifold whose foliation Fπ
is of C-type and admits a transverse integral affine structure. Then there exists a
fake twist φ such that π is of C-type when viewed as a φ-twisted Poisson structure.

Proof. Let ω̃ ∈ Ω2(M) be an extension of the leafwise symplectic form with the
property that ω̃(π](α), X) = α(X) for all X and α (it exists, since π is regular)
and set φ = dω̃. Note that the extension ω̃ determines a splitting of the short exact
sequence:

0 // ν∗(Fπ) // T ∗M // TFπ //

i·ω̃

ll 0

The middle term will be interpreted as the the algebroid Aφ corresponding to π
viewed as a φ-twisted Poisson, as discussed above, with Lie bracket (11.5). We
claim that the splitting of the sequence becomes an algebroid splitting of Aφ. In
other words,

i[X,Y ]ω̃ = [iX ω̃, iY ω̃]π,φ,

for any X,Y ∈ X(Fπ). To see this we can assume that X = π](α), Y = π](β), so
that iX ω̃ = α and iY ω̃ = β. Then:

[iX ω̃, iY ω̃]π,φ = [α, β]π + iπ](α)iπ](β)φ

= £π](α)β − iπ](β)dα− iπ](β)iπ](α)dω̃

= £X iY ω̃ − iY£X ω̃ = i[X,Y ]ω̃

We deduce that the algebroid Aφ is isomorphic to the semi-direct product alge-
broid TFπnν∗(Fπ), which is just the algebroid associated with the Dirac structure
defined by Fπ. This algebroid admits an integration of C-type, namely Hol(Fπ) n
ν∗(Fπ)/Λ, where Λ is the transverse integral affine structure (see [10, Section
4.4] �
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12. Open Problems

In this closing section we list some questions and open problems that arise nat-
urally from our work and that we believe are interesting and important to further
understand the geometry of PMCTs and DMCTs.

Finite Coxeter groups of non-Lie type and the Weyl group. Theorem 7.5
shows that the Weyl group of a Poisson manifold of proper type is a Coxeter group.
The examples discussed in Section 8.3 show that such a Poisson manifold can have
a Weyl group that is not isomorphic to either a classical Weyl group of a compact
Lie algebra or an affine Weyl group of some compact Lie group. We note that all
the examples in that section have Weyl groups of infinite order.

Recall that finite Coxeter groups are classified, and among them, there exists
the class of reflection groups of Lie type, i.e., those that arise as Weyl groups of
some compact Lie algebra. This raises the following problem.

Open Problem 1. Is there a Poisson manifold (M,π) of proper type with a finite
Weyl group W(M,π) that is not of Lie type?

For example, can one find an example of a Poisson manifold of proper type with
Weyl group isomorphic to D5?

Duistermaat-Heckman theory for Dirac manifolds of compact types. Our
treatement of Duistermaat-Heckman theory in Sections 9 and 10 focussed entirely
on the Poisson case. However, one can wonder what happens in the general Dirac
setting. On the one hand, Weyl integration formulas have versions both for Lie
algebras and for Lie groups, see e.g. [20]. On the other hand, the work of Alekseev,
Meinrenken and Woodward [3] develops Duistermaat-Heckman theory for Lie-group
valued moment maps. The discussion in [1] shows that a generalization of the theory
to the general Dirac setting is not straightforward – but also provides some ideas
on how to proceed.

Open Problem 2. Extend the Duistermaat-Heckmann theory to the setting of
Dirac manifolds of compact types.

Reductive holomorphic Poisson structures. The complex counterparts of
compact Lie algebras (respectively, compact Lie groups) are complex reductive
Lie algebras (respectively, complex reductive Lie groups). Many results that hold
for compact Lie algebras and groups have analogues in the context of complex re-
ductive Lie algebras and groups. Since many of the results in this paper can be
interpreted as generalizations of classical results for compact Lie algebras and Lie
groups to Poisson geometry, it is natural to ask the following:

Open Problem 3. Define the notion of a reductive holomorphic Poisson/Dirac
manifold and establish an analogue of the theory of Poisson manifolds of proper
type in the holomorphic context.

For example, reductive holomorphic Poisson (respectively, Dirac) manifolds should
include, as examples, holomorphic symplectic manifolds and holomorphic linear
Poisson structures on the duals of complex reductive Lie algebras (respectively, the
Cartan-Dirac structures on complex reductive Lie groups).
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Markus conjecture for integral affine orbifolds. Recall that for an affine
manifold the Markus conjecture states that a compact affine manifold is complete
iff it has a parallel volume (see, e.g., [23])). For integral affine manifolds a parallel
volume always exist, and so the conjecture says that every compact integral affine
manifold is complete.

Our results concerning polynomial functions on integral affine orbifolds in Section
11.1 suggest that the conjecture should hold for such orbifolds.

Open Problem 4. Show that every compact integral affine manifold is complete.

It is proved in [23] that every polynomial on a compact integral affine manifold
is constant. This result would follow easily from the Markus conjecture. Similarly,
solving the above question would imply that every polynomial on a compact integral
affine orbifold is constant. Corollary 11.8 provides some evidence for this conjecture.

For us, a positive answer to this problem would have the consequence that every
compact PMCT (or DMCT) is complete. It is an intriguing question if, conversely,
one can use Poisson geometry to give a proof of the Markus conjecture.

Classification of complete s-proper PMCTs. Theorem 11.11 provides struc-
tural results for complete, s-proper, PMCTs. The results in that theorem – see also
Section 11.3 – suggest that the following characterization of such PMCTs should
hold:

Open Problem 5. Given a complete, s-proper, Poisson manifold (M,π) show that
it is isomorphic to

(Σ̃0 × g∗ss)/π1(Σ0),

where Σ̃0 is the universal covering space of the minimal strata and gss = [g, g] is
the semisimple part of the isotropy Lie algebra g of any point in Σ0.

Notice that one can think of this as a global linearization result around the
minimal strata. A special case of this is the classical linearization result of Ginzburg-
Weinstein [22]. In fact, let (G∗, πG∗) be the dual of a compact, semi-simple, Poisson-
Lie group (G, πG). Since the dressing action of G on G∗ is complete, it follows that
G∗ is a s-proper, complete, Poisson manifold. The minimal strata Σ0 consists of
the identity of G∗. So if the result above holds, one obtains a Poisson isomorphism

G∗ ∼= g∗,

Hence, one recovers the global linearization result of Ginzburg and Weinstein.

Multiplicity free spaces and symplectic gerbes. Recall that, given a Poisson
manifold (M,π), a symplectic realization consists of a symplectic manifold (X,ω)
and a surjective submersion µ : (X,ω)→ (M,π) that is a Poisson map. It is called
isotropic when its fibers are isotropic submanifols. Regular Poisson manifolds are
characterized among Poisson manifolds by the existence of isotropic realizations.

In [17], Dazord and Delzant showed that an isotropic realization µ : (X,ω) →
(M,π), with µ proper, induces a transverse affine structure on Fπ. Conversely,
given a transverse integral affine structure Λ on Fπ, they showed that the existence
of a proper isotropic realization of (M,π) inducing Λ is obstructed by a certain
class.

In [11], we extended the Dazord-Delzant theory. In one direction, we showed
that a proper isotropic realization µ : (X,ω)→ (M,π) of a Poisson manifold comes
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with a canonical proper symplectic integration of (M,π). It is characterized as
the smallest symplectic integration that acts on the realization, and its isotropy
bundle has connected component of the identity T ∗M/Λ, where Λ is the transverse
integral affine structure determined by the given realization. In the opposite direc-
tion, we showed that any regular, proper symplectic groupoid defines a symplectic
gerbe over its leaf space, which is classified by a symplectic version of the Dixmier-
Douady class. Moreover, we proved that the latter class pulls back to the class
of Dazord and Delzant, and that it is trivial if and only if there exists a complete
isotropic realization providing a symplectic Morita equivalence with a symplectic
torus bundle.

One would like to extend these results beyond the regular case. The natural
generalization of isotropic realizations is multiplicity-free symplectic realizations: a
symplectic realization µ : (X,ω)→M of (M,π) such that each isotropy Lie algebra
gx acts transitively on the fibers of µ. However, one must relax the condition that
µ be a submersion; otherwise one remains in the regular case.

Open Problem 6. Develop the theory of (non-singular) multiplicity-free realiza-
tions of Poisson manifolds of proper type.

One possible approach is to consider pre-symplectic “isotropic realizations” of the
Weyl resolution of (M,π). In fact, one expects that a suitable version of the Weyl
resolution can be constructed for the entire realization. The correct notion should
allow to extend the above notions and results to the non-regular case, including
versions of the Dazord-Delzant class, symplectic gerbes, and their Dixmier-Douady
classes for non-regular PMCTs.

Main Notations

The following notations are used throughout this paper:

−(M,π): manifold M with Poisson bivector π ∈ X2(M) (section 1);
−Fπ: symplectic foliation of (M,π). Its leaves are denoted (S, ωS) (section 1);
−(G,Ω): symplectic groupoid integrating (M,π); its source/target maps are denoted

s, t : G →M (section 1);
−(g∗, πg∗): linear Poisson structure on the dual of a Lie algebra g (section 2.1);
−(Q/G, πred): Hamiltonian local model associated with Hamiltonian G-space µ :

(Q,ω)→ g∗ (section 2.1);
−(M, πlin), (Mlin, Llin): Poisson and Dirac linear local models (section 2.2);
−(Glin,Ωlin): canonical (pre-)symplectic groupoid integrating the linear local models

(sections 2.2 and 2.3);
−gx(M,π): isotropy Lie algebra of (M,π) at x ∈M (section 3);
−S(M,π), S inf(M,π): canonical stratification and canonical infinitesimal stratifi-

cation of (M,π) (sections 3.2 and 3.3);
−S, Σ: strata of S(M,π) and S inf(M,π), respectively (sections 3.2 and 3.3);
−Sk(M,π), Σk(M,π): unions of codimension k strata of S(M,π) and S inf(M,π),

respectively (sections 3.2 and 3.3);
−M reg, Mprinc: regular and principal parts of (M,π) (sections 3.2 and 3.3);
−ρHol : π1(S, x)→ GL(z(gx)): linear holonomy representation of (M,π) at x (sec-

tion 3.2);
−∂x : π2(S, x)→ Z(G(gx)): monodromy map of (M,π) at x (section 3.2);
−(T ,ΩT ): presymplectic torus bundle, often the connected component of the isotropy

of a symplectic groupoid (sections 3.4 and 5.4).

−R : (M̂, L̂π)→ (M,π): Weyl resolution of a PMCT (section 4);
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−F̂π: presymplectic foliation of (M̂, L̂π). Its leaves are denoted (Ŝ, ω̂Ŝ) (section 4);

−(Ĝ, Ω̂): presymplectic groupoid integrating (M̂, L̂π) (section 4);
−B = B(M,π): leaf space of a PMCT (M,π) (section 5.1);
−S(B), S inf(B): canonical stratification and canonical infinitesimal stratification of

the leaf space B (section 5.4);
−BS, BΣ: leaf spaces of the strata S and Σ (section 5.4);

−Blin, Baff , B̃orb, M̂ lin, M̂aff , M̂orb: linear holonomy cover, affine holonomy cover
and orbifold universal cover of leaf space B, and corresponding covering spaces

of the resolution M̂ (section 5.5);

−t̂→ M̂ : tautological line bundle (section 5.5);

−Hol(F̂π), Mon(F̂π): holonomy and monodromy groupoids of F̂π (section 5.5);

−Λ: transverse integral affine structure to F̂π (section 5.5);

−hlin : Π1(M̂)→ GLΛ( t̂∗ ), haff : Π1(M̂)→ AffΛ( t̂∗ ): linear holonomy and affine ho-
lonomy actions (section 5.5);

−K lin, Kaff Γlin, Γaff : kernels and images of hlin and haff at the base point x̂0 ∈ M̂
(section 5.5);

− dev, dev0: developing map and developing map based at a point (section 5.5);
−πorb

1 (B, b0): orbifold fundamental group of B based at b0 (section 6.1);
−π1(G, x): fundamental group of the Lie groupoid G ⇒M based at x ∈M (section

6.1);

−Ŵx̂, Wx̂: kernel of R∗ : π1(M̂, x̂)→ π1(M,x) and Weyl group of (M,π) based at

x̂ ∈ M̂ (section 6.2);

−Breg, (Blin)reg,(Baff)reg,(B̃orb)reg: regular locus in leaf spaces B, Blin, Baff and

B̃orb (section 6.3)
−r: integral affine geometric reflection (section 7.1);
−δ : Γ→ Z2: parity character of Γ (section 7.1);
−R ⊂ W: subset of geometric reflections (section 7.2);
−Hr: fixed-point set (hyperplane) defined by r ∈ R (section 7.2);

−∆: a chamber in B̃orb (section 7.2);
−R∆: subset of simple reflections associted to chamber ∆ (section 7.2);

−H → M̂ : bundle of 2nd cohomology of the fibers of F̂π (section 9.1);

−$: section of H induced by presymplectic forms on leaves of F̂π (section 9.1);
−T$: transport map (section 9.1);
−varlin

$ , varaff
$ : linear and affine variation maps (section 9.1);

−L → M̂ : line bundle of top cohomology of the fibers of F̂π (section 9.2);

−σvol: section of L induced by $k

k!
(section 9.2);

−V0 : Baff → R: symplectic volume polynomial (section 9.2);

−δL : π1(M̂)→ Z2: character associated to L (section 9.2);
−µaff

B , µDHB : Lebesgue and Duistermaat-Heckman measures on B (section 10);
−V2 : B → R: square volume polynomial (section 10);

We also use some standard notations. For a linear subspace W ⊂ V we denote
by W 0 ⊂ V ∗ its annihilator, while V Γ denotes the fixed-point set of a Γ-action.
For a Lie group G we denote by G0 the component containing the identity and by
Z(G) its center, while z(g) denotes the center of a Lie algebra g. We also denote
by ZG(H) and by N(H) the centralizer and the normalizer of a subgroup H ⊂ G.
For a compact Lie group G, we denote a maximal torus by T and by W = N(T )/T
its Weyl group. At the Lie algebra level, a maximal torus is denoted by t ⊂ g and
the Grassmannian of maximal torus is denoted by T (g). We use the symbol ν(·)
to denote normal spaces and normal bundles to submanifolds and foliations.
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