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Preface

The aim of this book is to provide an introduction to Poisson geometry. The
book grew out of several sets of lecture notes that we prepared over many
years while teaching master- and graduate-level courses at our home insti-
tutions and minicourses at various Poisson geometry schools. In particular,
the writing of the book was influenced by our experiences teaching the ma-
terial and by the interactions we had with the students who attended those
lectures. Although it is fair to say that the book has grown and includes
a bit more material than one can actually hope to cover in class during a
one-semester course, the aim remains the same: to provide lecture notes
for a graduate-level course giving an introduction to Poisson geometry, ad-
dressed to students and researchers who have some familiarity with classical
differential geometry and differentiable manifolds. Some basic knowledge
of algebraic topology and symplectic geometry would be a plus, but not a
requirement, to fully grasp some parts of the book. Some standard topics
from differential geometry that we need but that might be missing from an
introductory course are summarized in the appendices at the end of the text.

Poisson geometry emerged from the mathematical formulation of clas-
sical mechanics. Historically, it all started with the work of Siméon Denis
Poisson on the mechanics of particles which led him to the discovery in
1809 of the so-called Poisson bracket as a method for obtaining new inte-
grals of motion. Poisson computations occupied many pages, and his results
were rediscovered and simplified two decades later by Carl Gustav Jacob
Jacobi, who was the first to realize the fundamental role played by the Pois-
son bracket in rational mechanics and who identified its main properties:
an operation (bracket) which associates to any two observables f and g a

xiii
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xiv Preface

new observable {f, g} and which satisfies the Leibniz and Jacobi identity.
Jacobi’s work on Poisson brackets, including the discovery of his famous
identity, the commutator of derivations, etc., greatly influenced Sophus Lie
in his foundational study of symmetries of partial differential equations at
the end of the nineteenth century, which led him to the discovery of Lie
groups and Lie algebras (see [102]). Linear Poisson structures correspond
to Lie algebra structures, so Lie was in fact the first to study them and it
is remarkable how deeply Lie’s work dives into Poisson geometric aspects.
For instance, Lie explicitly poses the realization problem for linear Poisson
structures, a problem which turns out to be the same as that of searching for
a Lie group integrating a Lie algebra. However, perhaps somewhat surpris-
ingly, the first geometric, systematic, study of Poisson structures occurred
much more recently in the work of André Lichnerowicz [109] in the 1970s,
which marks the birth of Poisson geometry in its modern formulation.

The spectacular development of Poisson geometry from the last few
decades owes much to the foundational work of Alan Weinstein [147] in
the 1980s and his discovery of symplectic groupoids as the global objects
behind Poisson structures [151]. In retrospect, this discovery follows the
same path as in Lie’s work: the search for nondegenerate (symplectic) real-
izations led to the discovery of interesting global structures. In some sense,
this book can be seen as an updated and expanded exposition of Weinstein’s
pioneering work. In particular, our aim here is not to provide a survey of
the vast amount of work done in this subject in the last 30–40 years, but
rather to provide an introduction to the subject that will allow the reader
to plunge into any of these recent exciting developments, some of which are
mentioned throughout the text.

We have tried to provide our own insight into the subject while resisting
the temptation of concentrating on our contributions. Our philosophy can
be summarized as follows: Poisson geometry is an amalgam of foliation the-
ory (partition into leaves), symplectic geometry (along the leaves), and Lie
theory (transverse to the leaves). In particular, it provides the framework in
which these geometries get to interact with each other in a beautiful sym-
biosis. While this is already, we believe, the main message in Weinstein’s
foundational paper [147], the full extent of this interaction came to life later
with the discovery of the global counterparts to Poisson structures: symplec-
tic Lie groupoids. These objects codify all these three different aspects and
we have organized the book so that one is led naturally to uncover them,
giving an upgraded view on Weinstein’s and Lichnerowicz’s works.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



Preface xv

The monograph by Vaisman [141] was for a long period of time the only
textbook on Poisson geometry, apart from an earlier account by Bhaskara
and Viswanath [15]. The book by Cannas da Silva and Weinstein [30] con-
tains a nice elementary introduction to the subject, aimed towards noncom-
mutative geometry and quantization. A more up-to-date account of Poisson
geometry, with a strong emphasis on local normal forms, was provided by
Dufour and Zung in their research monograph [59]. More recently, the
beautiful book by Laurent-Gengoux, Pichereau, and Vanhaecke appeared
[105], which is highly recommended for people with an algebraic-geometric
background. As the authors point out in the introduction, “The main topic
about Poisson structures which is absent from this book is what should be
called Poisson geometry.” We hope that our book provides an introduction
to Poisson geometry, which can be assimilated during a semester-long course
or can be used as material for self-study of the topic.

The main body of the book is divided into four parts, followed by the
appendices that were already mentioned. Each part ends with a small set of
notes containing brief historical comments and directions for further read-
ing. The best overview of the book is its table of contents. Still, we would
like to emphasize that we payed special attention to the way we introduce
those basic concepts in the theory that are more complex and require a
deeper thought process. Take for example the notion of symplectic leaf:
set-theoretically, we introduce them right away in Chapter 1 as the orbits of
Hamiltonian diffeomorphisms, promising the reader that the actual struc-
ture (smooth, symplectic) will be discussed later. In Chapter 2, we take
advantage of the bivector field point of view to indicate how the smooth
structure may arise from a Frobenius-type theorem. However, the actual
local result that is needed, the Weinstein Splitting Theorem, is then dealt
with in Chapter 3. Finally, we discuss properly their smooth and symplectic
structure in Chapter 4. We have also paid special attention to examples and
exercises — at the price of increasing the size of the book. Several sections of
the book are called “Examples” or “Case study”, and there are well over 200
exercises, split into two types: the ones spread throughout the text, called
“Exercises”, which are helpful in understanding the main material, and the
ones listed at the end of each chapter, called “Problems”, which are useful
in consolidating the material and providing further examples. We have tried
to fill in a gap in the existing literature by providing a longer list of concrete
examples of symplectic realizations and symplectic groupoids. The end of
each example is marked with the symbol of a fish. We have made an effort
to include full proofs for all the results we discuss, the exception being Lie’s
Third Theorem for Lie algebroids. Some of the arguments used in the proofs
are new; others simplify and fill in some gaps in the literature (see the notes
and references at the end of each part of the book).
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xvi Preface

There are a few topics, which may now be considered standard in Pois-
son geometry, that we have decided not to include, such as Poisson-Lie
groups, deformation quantization, generalized complex structures and in-
tegrable systems. They go beyond our purpose here and they deserve a
separate volume. We hope that our book will provide a solid background
for learning such topics or for moving to more advanced ones in the cutting
edge of research.

Acknowledgments. We would like to express our appreciation to the many
students, in particular to our PhD students, who took part in the various
courses on Poisson geometry we have taught in Utrecht, Urbana-Champaign,
and Nijmegen, as well as in various summer schools on Poisson geometry.
Their comments and feedback were invaluable to the writing of this book.

There are many colleagues and collaborators with whom we have inter-
acted throughout the years. These interactions have shaped our views of
Poisson geometry and mathematics in general, and from them we obtained
many ideas which have influenced the writing of this book. We are grateful
to all of them!

We would also like to thank our home institutions for providing a stimu-
lating atmosphere and work environment and for their welcoming hospitality
during our mutual visits.

We have been generously supported by the NWO and NSF during the
writing of this book, most recently by NWO Vici grant 639.033.312 and NSF
grant DMS-2003223.

March 11, 2021

Marius Crainic
Rui Loja Fernandes

Ioan Mărcut,
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(Σ,Ω) ⇒ M : symplectic groupoid over M
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dΦ : TM → TN : generalized differential of a diffeomorphism Φ
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List of Conventions

All manifolds are smooth, second countable, and all maps are smooth. Man-
ifolds will also be assumed to be Hausdorff, unless otherwise stated — see
Sections 13.7 and 14.5. A topological space is said to be 1-connected if it
is connected and simply connected. Vector spaces are real, unless stated
otherwise.

- Lie bracket of vector fields: [X,Y ](f) = X(Y (f))− Y (X(f))

- Lie algebra of G: left-invariant vector fields on G

- Actions G×M →M : all actions are left actions unless stated otherwise

- Infinitesimal actions: Lie algebra homomorphisms a : g→ X(M)

- Infinitesimal generators: the infinitesimal action associated to a G-
action: a(v)|x := d

dt

∣∣
t=0

exp(−tv) · x
- Contractions: iαϑ = ϑ(α,−) and ivω = ω(v,−)
- Canonical symplectic form: ωcan = −dθL, with θL the Liouville 1-form

- Symplectic form/bivector: π� = (ω�)−1

- Hamiltonian vector field (M,ω): iXf
ω = df

- Poisson bracket on (M,ω): {f, g} = Xf (g)

- Hamiltonian vector field (M,π): Xf = π�(df) = idfπ = {f, ·}
- Multiplication in groupoid G: g · h is defined if s(g) = t(h) and the
result satisfies s(g · h) = s(h) and t(g · h) = t(g)

- Lie algebroid of G: left-invariant vector fields, so Ax = (Ker dt)|x
- Symplectic groupoid (Σ,Ω): t : (Σ,Ω)→ (M,π) is a Poisson map

xix
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Part 1

Basic Concepts

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



In these first lectures we discuss the building blocks of Poisson geometry.
We introduce the two standard ways of conceptualizing Poisson manifolds,
via Poisson brackets and via Poisson bivector fields. After that we discuss
the main examples, which will be used throughout the book.
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Chapter 1

Poisson Brackets

1.1. Poisson brackets

Definition 1.1. A Poisson manifold is a manifoldM endowed with
a Poisson bracket on the space C∞(M) of smooth functions, i.e., a
Lie bracket

{·, ·} : C∞(M)× C∞(M)→ C∞(M),

satisfying the Leibniz identity:

{f, g · h} = g · {f, h}+ {f, g} · h, ∀ f, g, h ∈ C∞(M).

A Poisson map between Poisson manifolds (M1, {·, ·}1) and
(M2, {·, ·}2) is a smooth map Φ : M1 → M2 which induces a Lie
algebra homomorphism:

{f ◦ Φ, g ◦ Φ}1 = {f, g}2 ◦ Φ, ∀ f, g ∈ C∞(M2).

Recall that (C∞(M), {·, ·}) being a Lie algebra means that the Poisson
bracket is R-bilinear and skew-symmetric and satisfies the Jacobi identity:

{f, {g, h}}+ {h, {f, g}}+ {g, {h, f}} = 0, ∀ f, g, h ∈ C∞(M).

The Leibniz identity says that, for any H ∈ C∞(M), the operation {H, ·}
is a derivation of the algebra C∞(M); therefore it defines a vector field XH

on M via the relation

(1.1) {H, f} = LXH
(f), ∀ f ∈ C∞(M).

This is called the Hamiltonian vector field of H ∈ C∞(M).

A consequence of the Leibniz rule is that Poisson brackets are local in
the sense that they can be restricted to open sets.

3
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4 1. Poisson Brackets

Proposition 1.2. Any open subset U of a Poisson manifold (M, {·, ·}) has
an induced Poisson bracket {·, ·}U for which the inclusion U ↪→ M is a
Poisson map:

{f |U , g|U}U = {f, g}|U , ∀ f, g ∈ C∞(M).

Proof. For f, g ∈ C∞(U) and p ∈ U we define

{f, g}U (p) := {f̃ , g̃}(p),
where f̃ , g̃ ∈ C∞(M) are any smooth functions that coincide with f and g,
respectively, on a neighborhood O ⊂ U of p. To show that this is well-defined
it suffices to show that, for any open set O ⊂ M and any f, g ∈ C∞(M),
the bracket {f, g}|O depends only on f |O and g|O. By skew-symmetry and
bilinearity, it suffices to show that g|O = 0 implies {f, g}|O = 0. This holds
because

{f, g}|O = LXf
(g)|O = LXf |O(g|O).

Everything else (e.g., Jacobi) follows because it involves identities that can
be checked on small enough neighborhoods of points where the functions
involved have extensions to the entire M . �

In a local chart (U, x1, . . . , xm) a Poisson bracket {·, ·} takes the form

(1.2) {f, g}|U =
m∑

i,j=1

πij ∂f

∂xi
∂g

∂xj
,

for some smooth functions πij ∈ C∞(U). To see this, decompose the Hamil-
tonian vector field of f ∈ C∞(U) as

Xf =
m∑
j=1

Xj
f

∂

∂xj
.

The Leibniz rule gives that the components satisfy

Xj
f ·g = fXj

g + gXj
f .

Hence, for each j, the map f �→ Xj
f is a derivation of C∞(U), and we

conclude that the Hamiltonian vector field Xf can be written as

Xf =
m∑

i,j=1

πij ∂f

∂xi
∂

∂xj
,

which implies (1.2).

The functions πij are just the Poisson brackets of the local coordinates
and are called the structure functions of the Poisson bracket with respect
to the chart (U, x1, . . . , xm); i.e.,

(1.3) πij = {xi, xj}U ∈ C∞(U).

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



1.2. Orbits 5

They form a skew-symmetric matrix of functions which by (1.2) determine
the bracket locally. These functions are not arbitrary.

Exercise 1.3. Consider a skew-symmetric matrix of smooth functions πij ∈
C∞(U), 1 ≤ i, j ≤ m, and define an operation {·, ·}U on C∞(U) by (1.2).
Show that the Jacobi identity for {·, ·}U is equivalent to the following system
of PDEs:

(1.4)
m∑
l=1

(
πil∂π

jk

∂xl
+ πjl∂π

ki

∂xl
+ πkl∂π

ij

∂xl

)
= 0 (1 ≤ i < j < k ≤ m).

Remark 1.4. The system (1.4) is an overdetermined nonlinear system of
first-order PDEs: there are

(
m
3

)
-equations on

(
m
2

)
unknown functions πij .

The space of local solutions of this system is poorly understood. This is the
first indication that, in contrast with symplectic geometry, Poisson geometry
is interesting even locally.

1.2. Orbits

The Hamiltonian vector fields defined by (1.1) give rise to a Lie subalgebra

XHam(M, {·, ·}) ⊂ X(M).

The fact that XHam(M, {·, ·}) is closed under the Lie bracket of vector fields
follows from the Jacobi identity for the Poisson bracket.

Exercise 1.5. Show that the Jacobi identity is equivalent to the assignment
f �→ Xf being bracket preserving:

(1.5) X{f,g} = [Xf , Xg], ∀ f, g ∈ C∞(M).

So for a Poisson bracket this assignment is a Lie algebra homomorphism.

By moving along flows of Hamiltonian vector fields one generates an
equivalence relation ∼ on M :

x ∼ y ⇐⇒ ∃ f1, . . . , fk ∈ C∞(M) such that φ1
Xf1
◦ · · · ◦ φ1

Xfk
(x) = y.

The previous exercise shows that the map

C∞(M)→ X(M), f �→ Xf ,

encodes an infinitesimal action of the Lie algebra (C∞(M), {·, ·}) on M (see
Section A.2). The definition of ∼ is inspired by the definition of the orbits of
infinitesimal actions of finite-dimensional Lie algebras (see (A.13)). For this
reason, the equivalence classes of ∼ will be called the orbits of the Poisson
manifold (M, {·, ·}).
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6 1. Poisson Brackets

Remark 1.6. For the time being we use the term orbit. Later on we will
use the more standard term symplectic leaf . As we will see, each orbit
is naturally an immersed submanifold of M and has an induced symplectic
form.

In general it is not so easy to find the orbits of a given Poisson manifold
by directly applying the definition. To get a preliminary idea of what the
orbits look like it is very helpful to know the center of the Lie algebra
(C∞(M), {·, ·}). Its elements deserve a special name:

Definition 1.7. A function C ∈ C∞(M) on a Poisson manifold
(M, {·, ·}) is called a Casimir function if

{C, f} = 0, ∀ f ∈ C∞(M).

Clearly, a Casimir function must be constant on each orbit. So to deter-
mine the orbits one can first try to find the Casimir functions, and then their
common level sets would form a coarser partition than the orbit partition.

Next, note that the orbit directions are given by the Hamiltonian vector
fields:

(1.6) {XH,x : H ∈ C∞(M)} ⊂ TxM,

where XH,x = XH(x) denotes the value of XH at x. In fact, we shall see that
these are indeed the tangent spaces to the orbits. Moreover, for the actual
computation of the orbits, we state here the following very useful criterion.

Proposition 1.8. Assume that S is a partition of a Poisson manifold
(M, {·, ·}) by connected immersed submanifolds such that, for each S ∈ S,

TxS = {XH,x : H ∈ C∞(M)}, ∀x ∈ S.

Then the members of S are precisely the orbits of the Poisson manifold.

The proof will be given in Chapter 4.

1.3. Poisson and Hamiltonian diffeomorphisms

A Poisson diffeomorphism is a diffeomorphism which is also a Poisson
map. The collection of all Poisson diffeomorphisms of (M, {·, ·}) forms a
subgroup

Diff(M, {·, ·}) ⊂ Diff(M).

Infinitesimal Poisson diffeomorphisms are characterized as follows:

Exercise 1.9. Check that the flow φt
V of a vector field V ∈ X(M) consists

of Poisson diffeomorphisms if and only if

(1.7) LV ({f, g}) = {LV (f), g}+ {f,LV (g)}, ∀ f, g ∈ C∞(M).
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1.3. Poisson and Hamiltonian diffeomorphisms 7

By a Poisson vector field we mean a vector field V ∈ X(M) satisfying
(1.7). The following exercise shows that the collection of all Poisson vector
fields forms a Lie subalgebra; we denote it by

X(M, {·, ·}) ⊂ X(M).

Exercise 1.10. Prove the following:

(a) Every Hamiltonian vector field XH is a Poisson vector field.

(b) A vector field V is a Poisson vector field if and only if

[V,XH ] = XLV (H), ∀H ∈ C∞(M).

(c) Poisson vector fields form a Lie subalgebra of the Lie algebra of all
vector fields.

The exercise shows that the Lie algebra of Hamiltonian vector fields is a
Lie ideal of the Lie algebra of Poisson vector fields. Hence, as in symplectic
geometry (see Section B.1), we have

XHam(M, {·, ·}) ⊂ X(M, {·, ·}) ⊂ X(M).

While the Lie algebras X(M) and X(M, {·, ·}) correspond to the groups
Diff(M) and Diff(M, {·, ·}), respectively, it is a bit less obvious which group
gives rise to the Lie algebra XHam(M, {·, ·}). In principle this group should
arise from flows of Hamiltonian vector fields. However, these are not enough
and one needs to consider time-dependent functions.

Definition 1.11. Let (M, {·, ·}) be a Poisson manifold. A Hamil-
tonian diffeomorphism is a diffeomorphism φ : M → M with the
following property: there exists a smooth family of diffeomorphisms
φt : M →M , t ∈ [0, 1], with

φ0 = idM , φ1 = φ,

and such that the family is Hamiltonian; i.e., there is a smooth family
of functions {Ht}t∈[0,1] on M such that

d

dt
φt(x) = XHt(φ

t(x)), ∀ (x, t) ∈M × [0, 1].

The collection of all Hamiltonian diffeomorphisms is denoted
Ham(M, {·, ·}) and is called the Hamiltonian group of (M, {·, ·}).

A family {φt}t∈[0,1] as in the definition is called aHamiltonian isotopy.

Note that φt is the flow Φt,0
XH

of the time-dependent Hamiltonian vector field

XHt (see Section A.3). The fact that Ham(M, {·, ·}) is indeed a group follows
from the exercise below.
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8 1. Poisson Brackets

Exercise 1.12. Let {φt}t∈[0,1] and {ψt}t∈[0,1] be Hamiltonian isotopies.

Show that {(φt)−1}t∈[0,1] and {φt ◦ ψt}t∈[0,1] are also Hamiltonian isotopies.

Exercise 1.13. Prove that Ham(M, {·, ·}) is a normal subgroup of the group
of all Poisson diffeomorphisms of (M, {·, ·}).

The proof of the following result is deferred until Chapter 4.

Proposition 1.14. The orbits of the action of Ham(M, {·, ·}) on M are
precisely the orbits of (M, {·, ·}).

1.4. Examples

Let us start with some concrete examples. For instance we have a Poisson
bracket on R2 defined by

(1.8) {x, y} = 1.

The only Casimir functions are the constant ones and there is only one orbit,
the entire space R2.

Exercise 1.15. Consider the Poisson bracket on R2 defined by

{x, y} = x2 + y2.

Is it Poisson diffeomorphic to (1.8)?

Adding the variable z to (1.8) and declaring it to be a Casimir function,
we obtain a Poisson bracket on R3:

(1.9) {x, y} = 1, {x, z} = 0, {y, z} = 0.

Since a Casimir function is constant along leaves, the orbits are contained
in the horizontal planes z = c. You should deduce using Proposition 1.8
that they actually coincide with these planes. Notice also that if we had
considered instead

{x, y} = 1, {x, z} = 0, {y, z} = y,

then the Jacobi identity would not hold and so this would not be a Poisson
bracket.

Next, consider the following linear bracket:

(1.10) {x, y} = z, {x, z} = y, {y, z} = x.

You should check that the Jacobi identity holds. This Poisson bracket has
the following Casimir function:

C(x, y, z) = x2 − y2 + z2.

The origin being a zero of all structure functions, it is fixed by all Hamilton-
ian flows; therefore it is an orbit. The remaining orbits are the connected
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components of the level sets of C in R3\{0}: the two components of the
cone C = 0 and the sheets of the hyperboloids C = r, for r ∈ R∗.

Exercise 1.16. Show the following:

(a) The Poisson brackets (1.9) and (1.10) are not Poisson diffeomor-
phic.

(b) Any Poisson automorphism of (1.10) must fix the origin.

Now we consider a quadratic Poisson bracket:

(1.11) {x, y} = xy, {y, z} = yz, {z, x} = 0.

Again, you should verify that the Jacobi identity holds. There is a Casimir
function

C(x, y, z) = xz,

which allows one to determine the orbits. Notice that the structure functions
vanish along the plane y = 0, so points in this plane are orbits. In particular,
this Poisson bracket cannot be Poisson diffeomorphic to the previous Poisson
brackets on R3.

We now turn to general classes of examples of Poisson brackets of which
the previous brackets will turn out to be special cases.

Example 1.17 (Symplectic structures). Every symplectic manifold (M,ω)
has an associated Poisson bracket {·, ·}. It is defined such that the Hamil-
tonian vector field of H ∈ C∞(M) satisfies

iXH
ω = dH.

It follows that the notions of Hamiltonian and symplectic vector field from
symplectic geometry (Section B.1) are consistent with the notions of Hamil-
tonian and Poisson vector field introduced above. As we will see later, be-
sides providing basic examples, symplectic structures are also the building
blocks of all Poisson manifolds.

Proposition 1.8 implies that the orbits of a symplectic manifold (M,ω)
are the connected components of M .

In particular, we have the canonical Poisson bracket on R2s which is
given in linear coordinates (q1, . . . , qs, p1, . . . , ps) by

(1.12) {f, g} :=
s∑

i=1

(
∂f

∂pi

∂g

∂qi
− ∂f

∂qi
∂g

∂pi

)
.

The structure functions of the canonical Poisson bracket are

{qi, qj} = {pi, pj} = 0, {pi, qj} = δji .

By Darboux’s Theorem (Section B.1), any symplectic manifold can be cov-
ered by charts in which the Poisson bracket takes this canonical form.
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10 1. Poisson Brackets

Exercise 1.18. Consider the Poisson bracket on the symplectic manifold
(T ∗N,ωcan). The evaluation on X ∈ X(N) defines a smooth function

evX : T ∗N → R, αx �→ αx(Xx).

Show that

ev[X,Y ] = {evX , evY }can, ∀X,Y ∈ X(N).

In other words, ev : X(N) → C∞(T ∗N) embeds the Lie algebra of vector
fields into the Lie algebra (C∞(T ∗N), {·, ·}can).

Exercise 1.19 (Poisson maps versus symplectic maps). Consider two sym-
plectic manifolds (M1, ω1) and (M2, ω2) and a smooth map ϕ : M1 → M2.
Show the following:

(a) If Φ is a symplectic map, then it must be an immersion. Give exam-
ples of symplectic maps between symplectic manifolds of different
dimensions.
(Hint: Inclusions.)

(b) If Φ is a Poisson map, then it must be a submersion. Give ex-
amples of Poisson maps between symplectic manifolds of different
dimensions.
(Hint: Projections.)

(c) If Φ is a local diffeomorphism, then ϕ is a Poisson map if and only
if it is a symplectic map.

Note: This exercise will become easier at the end of the next chapter.

Example 1.20 (The zero Poisson bracket). Any manifold M carries the
zero Poisson bracket {·, ·} ≡ 0. Notice that its orbits are the points of M ;
hence we find ourselves at the opposite spectrum when compared to brackets
coming from symplectic manifolds. As we will see later this example often
turns out to be more interesting than one might expect at first. For now
observe that a Poisson map

(1.13) μ = (μ1, . . . , μn) : (M, {·, ·})→ (Rn, {·, ·} ≡ 0)

is the same thing as a collection of n functions μi ∈ C∞(M) that pairwise
Poisson commute:

{μi, μj} = 0.

In particular, when (M,ω) is symplectic and {·, ·} is the associated Poisson
bracket, we recover two classical notions (discussed also in Section B.2):

(i) A Poisson map μ as in (1.13) is the same thing as the moment map
of an infinitesimal Rn-Hamiltonian space.

(ii) If in addition μ is a submersion almost everywhere and dimM =

2n, then (M,ω, μ) is called a completely integrable system.
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Example 1.21 (Constant Poisson brackets). The simplest solutions to the
Poisson equation (1.4) are the constant ones: πij(x) = cij . We then talk
about a constant Poisson bracket on Rm:

(1.14) {f, g} =
m∑

i,j=1

cij
∂f

∂xi
∂g

∂xj
, with cij ∈ R.

In this case the orbit equivalence relation ∼ is stable under translation.
Hence the orbits are all translates of the orbit W through the origin. This
orbit is the vector subspace W ⊂ Rm spanned by the vectors

(1.15) vi = (ci1, . . . , cim) ∈ Rm (1 ≤ i ≤ m).

The condition that {·, ·} is a constant bracket does not depend on the choice
of linear coordinates. It makes sense on any finite-dimensional vector space
V and can be characterized more intrinsically as the condition that the

bracket of any two linear functions on V is a constant function.

Example 1.22 (Linear Poisson brackets). A Poisson bracket {·, ·} on a
vector space V with the property that the bracket of linear functions is
again linear is called a linear Poisson bracket. The importance of these
structures is highlighted by the following:

Proposition 1.23. There is a canonical 1-to-1 correspondence⎧⎨⎩linear Poisson brackets {·, ·}
on a vector space V = g∗

⎫⎬⎭ ←̃→
⎧⎨⎩ Lie algebra structures [·, ·]
on the dual vector space g = V ∗

⎫⎬⎭
determined by the condition

(1.16) {evu, evv} = ev[u,v], ∀u, v ∈ g,

where ev : g → C∞(g∗) is the evaluation map that identifies elements of
g = V ∗ with linear functions on g∗ = V .

The relation (1.16) says that, given a linear Poisson bracket {·, ·} on
V = g∗, the corresponding Lie algebra structure [·, ·] on g is obtained by
restricting the Poisson bracket to linear functions. Conversely, given a Lie
algebra structure [·, ·] on g, there is a unique linear Poisson bracket {·, ·} on
V = g∗ satisfying (1.16). It is given on arbitrary functions f, g ∈ C∞(g∗) by

(1.17) {f, g}(ξ) := 〈[dξf, dξg], ξ〉, ∀ ξ ∈ g
∗,

where the differential dξf : Tξg
∗ → R is viewed as an element of g:

〈dξf, ν〉 =
d

dt

∣∣∣
t=0

f(ξ + tν), ∀ ν ∈ g∗.

Exercise 1.24. Prove that (1.17) is indeed a linear Poisson bracket on
V = g∗.
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12 1. Poisson Brackets

To write the correspondence in the proposition in coordinates, let {ei}
be a basis of g and denote by (xi) the induced linear coordinates on V = g∗.
Given a linear Poisson bracket, the resulting structure functions are the
linear functions

{xi, xj} = πij(x) =
∑
k

cijk x
k,

where the cijk are the structure constants of the Lie algebra g w.r.t. the fixed
basis:

[ei, ej] =
∑
k

cijk e
k.

Note that a Poisson bracket on a vector space is linear if and only if its
structure functions are linear relative to any linear coordinate system.

Starting with the embedding of Lie algebras from (1.16)

ev : (g, [·, ·]) ↪→ (C∞(g∗), {·, ·})

and composing with the map f �→ Xf , one obtains an infinitesimal g-action
on the manifold g∗:

a : (g, [·, ·])→ (X(g∗), [·, ·]), v �→ Xevv .

This is precisely the coadjoint g-action ad∗ recalled in Section A.2:

Exercise 1.25. Check that for any v ∈ g, one has

Xevv = ad∗v .

We now explain that the orbits of the linear Poisson bracket coincide
with the coadjoint orbits. These can be described using any connected Lie
group G with Lie algebra g. Then the infinitesimal g-action comes from the
coadjoint G-action

Ad∗ : G→ Diff(g∗),

whose orbits are the coadjoint orbits. The coadjoint orbit

Oξ := G · ξ (ξ ∈ g∗)

is an immersed submanifold of g∗ with

TξOξ =
{
(ad∗v)ξ : v ∈ g

}
.

For such general facts about smooth actions, see Section A.2. Therefore
Exercise 1.25 and Proposition 1.8 imply:

Proposition 1.26. The orbits of the linear Poisson bracket on g∗ coincide
with the coadjoint orbits.
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Exercise 1.27. Let g = so(3,R) be the Lie algebra of 3×3 skew-symmetric
matrices with bracket the commutator of matrices. Show that if one iden-
tifies so(3,R) with R3 so that the Lie bracket is identified with the vector
product ×, then the linear Poisson bracket on so(3,R)∗ becomes the Poisson
bracket on R3 given by the triple product:

(1.18) {f, g}(x) = (∇f(x)×∇g(x)) · x =

∣∣∣∣∣∣∣
∂f
∂x

∂f
∂y

∂f
∂z

∂g
∂x

∂g
∂y

∂g
∂z

x y z

∣∣∣∣∣∣∣ .
Moreover, show the following:

(a) The equations for the orbits of the Hamiltonian vector field corre-

sponding to the function H(x, y, z) = x2

2Ix
+ y2

2Iy
+ z2

2Iz
are

(1.19)

⎧⎪⎨⎪⎩
ẋ = {H,x} = Iy−Iz

IyIz
yz,

ẏ = {H, y} = Iz−Ix
IzIx

zx,

ż = {H, z} = Ix−Iy
IxIy

yx.

These are the Euler equations describing the motion of a top in the
absence of gravity, moving around its center of mass, with moments
of inertia Ix, Iy, and Iz (see, e.g., [13] for such examples).

(b) The orbits of this Poisson bracket are the spheres centered at the
origin, and the origin.

(c) The Poisson bracket is not Poisson diffeomorphic to (1.10).

Example 1.28 (Quadratic Poisson brackets). Moving one degree higher, a
quadratic Poisson bracket on a vector space is one for which the Poisson
bracket of any two linear functions is a homogeneous polynomial of degree
2.

A relatively simple family of such brackets on Rm can be constructed as
follows. Fix an m×m skew-symmetric matrix A = (aij) and define

(1.20) {f, g}A :=

m∑
i,j=1

aijxixj
∂f

∂xi
∂g

∂xj
.

You should convince yourself that the Jacobi identity holds.

Exercise 1.29. There are even more general quadratic Poisson brackets
than the Poisson brackets (1.20). Give such examples in R2 and R3.

Let us restrict the Poisson bracket {·, ·}A to the open subset

Rm
>0 := {(x1, . . . , xm) : xi > 0, i = 1, . . . ,m}.
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14 1. Poisson Brackets

Fix λ1, . . . , λm ∈ R and define the following function on Rm
>0:

H :=
m∑
i=1

(
λi log x

i − xi
)
.

The flow of the Hamiltonian vector field XH is the solution to the system
of ODEs

(1.21) ẋi = {H,xi} = εix
i +

m∑
j=1

aijxixj (1 ≤ i ≤ m),

where we have introduced the constants εi :=
∑m

j=1 a
jiλj . Equations (1.21)

are the famous Lotka-Volterra equations which model the dynamics of the
populations of n biological species interacting in an ecosystem [91]. For this
reason we shall call (1.20) the LV-type Poisson bracket associated with
the skew-symmetric matrix A.

Exercise 1.30. Find the orbits of the LV-type Poisson bracket on R3 with
structure functions:

(1.22) {x, y} = xy, {y, z} = yz, {z, x} = zx.

(Hint: Find a Casimir function.)

Exercise 1.31. Consider the map Φ : R2m → Rm, (qi, pi) �→ xi, defined by

(1.23) xi = epi−
1
2

∑m
j=1 a

ijqj .

Show that Φ is a Poisson map when we equip R2m with the canonical Poisson

bracket (1.12) and Rm with the LV-type Poisson bracket (1.20).

1.5. Poisson actions and quotients

There are natural ways of producing new Poisson manifolds out of known
Poisson manifolds. For example, one can form products of Poisson manifolds
(see Problem 1.2). Another way is by forming quotients as we now discuss.

Given a proper and free symplectic action of a Lie group G on a sym-
plectic manifold (M,ω), the quotient M/G has an induced Poisson bracket,
which is uniquely determined by the property that the quotient map

p : M →M/G

is a Poisson map. This follows because C∞(M/G) = C∞(M)G is closed
under the Poisson bracket on M (see Exercise B.11). Even though we start
with a symplectic manifold, the resulting Poisson bracket can have intricate
geometry. Here is an explicit example.
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1.5. Poisson actions and quotients 15

Example 1.32. Start with the symplectic manifold:

M = C2\{0}, ω =
1

2
(dz ∧ dw̄ + dz̄ ∧ dw),

which admits the free and proper symplectic G = S1-action given by

θ · (z, w) = (eiθz, eiθw).

Consider the S1-invariant functions on M :

σ1 =
1

2

(
|z|2 + |w|2

)
, σ2 =

1

2

(
|z|2 − |w|2

)
, σ3 = zw̄ + z̄w.

The Poisson brackets of these functions are given by

{σ1, σ2} = σ3, {σ2, σ3} = −σ1, {σ1, σ3} = σ2.

They induce a smooth map:

σ : M/S1 → R3, [x] �→ (σ1(x), σ2(x), σ3(x)).

The restriction of σ to an open dense set U ⊂ M/S1 is an embedding. So

(U, σ) is a chart on the quotient in which the Poisson bracket is linear.

In general, the orbits of the Poisson manifold M/G may be hard to
determine. However, in the case of Hamiltonian G-spaces the situation
improves. Recall — see Section B.2 — that such a Hamiltonian G-space
consists of a symplectic G-space (M,ω) together with a G-equivariant map
μ : M → g∗ satisfying the moment map condition:

ia(v)ω = dμv, ∀v ∈ g,

where a : g → X(M) denotes the infinitesimal g-action. We then have the
following result relating the orbits and the symplectic quotients:

Proposition 1.33. Let (M,ω) be a Hamiltonian G-space with moment map
μ : M → g∗, and assume that the action is free and proper. Then the
orbits of the Poisson manifold M/G are the connected components of the
symplectic quotients M�OG := μ−1(O)/G ⊂M/G, where O ranges through
the coadjoint orbits of g∗.

Proof. The connected components of the symplectic quotientsM�OG, when
O ranges through the coadjoint orbits of g∗, give a partition of M/G by
connected immersed submanifolds. According to Proposition 1.8, all we
have to check is that

Ty

(
M�OG

)
= {XH,y : H ∈ C∞(M/G)}, ∀ y ∈M�OG.

To see this we first observe that, since p : M → M/G is a Poisson map, if
H ∈ C∞(M/G), then the vector fields XH ∈ X(M/G) and XH◦p ∈ X(M)
satisfy

XH◦p(f ◦ p) = XH(f) ◦ p, ∀ f ∈ C∞(M/G).
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16 1. Poisson Brackets

In other words,

dp(XH◦p,x) = XH,p(x), ∀x ∈M.

Note that for each ξ ∈ O the projection restricts to a submersion p :
μ−1(ξ)→M�OG, which induces the isomorphism:

M�
ξ
G := μ−1(ξ)/Gξ �M�OG.

We claim that

(1.24) Txμ
−1(ξ) = {XH◦p,x : H ∈ C∞(M/G)},

so the result will follow.

We now observe that any Hamiltonian vector field XH◦p is symplectic
orthogonal to the G-orbits. Indeed, since the image of the infinitesimal
action a : g→ X(M) at x — see Section B.2 — coincides with the tangent
space to the orbit through x, it is enough to observe that

ω(a(v), XH◦p) = −a(v)(H ◦ p) = 0, ∀ v ∈ g.

Now, (1.24) will follow from the following lemma:

Lemma 1.34. For any Hamiltonian G-space, the orbits of the action are
symplectic orthogonal to the fibers of the moment map. More precisely,

T (G · x)⊥ω = Ker dμ, ∀ x ∈M.

Proof of the lemma. The image of a coincides with the tangent space to
the orbits. The lemma follows by observing that the moment map condition

ia(v)ω = dμv

implies that ω(a(v), w) = 0, whenever v ∈ g and w ∈ Ker dyμ, and that
Ty(G · x) and Ker dyμ have complementary dimension. �

The inclusion ⊃ in our claim (1.24) is now obvious. For the other inclu-
sion, we need to prove that any tangent vector X ∈ Txμ

−1(ξ) can be written
as

X = XH◦p,x,

for some H ∈ C∞(M/G). Setting α = iXω, the lemma implies that α
annihilates the tangent space to the orbits and hence is the pullback of a
covector in M/G. Since any covector can be realized as the differential of a
function, we can write

α = p∗dxH,

for some function H ∈ C∞(M/G). Then X = XH◦p,x, as required. �
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1.5. Poisson actions and quotients 17

Example 1.35 (Moment maps as Poisson maps). Symplectic manifolds
and linear Poisson brackets on duals of Lie algebras interact nicely within
the Hamiltonian framework. We need here the infinitesimal version of this
framework. A g-Hamiltonian space consists of a symplectic manifold
(M,ω), an infinitesimal Lie algebra action a : g → X(M), and a smooth
map μ : M → g∗ satisfying the following:

(i) ω is g-invariant.

(ii) μ is g-equivariant.

(iii) The moment map condition: ia(v)ω = dμv, ∀v ∈ g.

Note that the moment map condition (iii) implies that the map a : g →
X(M) can be recovered from μ and ω. It is remarkable that all the other
conditions can be packed into one single property, namely that the map

g→ C∞(M), v �→ μv

is a Lie algebra homomorphism — as discussed in Section B.2 — or, equiv-
alently, that μ is a Poisson map! In other words, given (M,ω) and g there
is a 1-to-1 correspondence⎧⎨⎩ Poisson maps

μ : (M,ω)→ (g∗, πg)

⎫⎬⎭ ←̃→
⎧⎨⎩g-Hamiltonian

spaces (M,ω)

⎫⎬⎭ .

Most of this discussion generalizes to Poisson manifolds. A Poisson
action of a Lie group G on a Poisson manifold (M, {·, ·}) is an action A :
G → Diff(M) with the property that the translation by any g ∈ G is a
Poisson map:

Ag : (M, {·, ·})→ (M, {·, ·}), x �→ g · x.

The quotient construction immediately extends to the Poisson setting:

Proposition 1.36. Given a free and proper Poisson action of a Lie group G
on a Poisson manifold (M, {·, ·}), the orbit space M/G has a unique Poisson
bracket for which the projection p : M →M/G is a Poisson map.

Example 1.37. There are many possible concrete illustrations of this con-
struction. For example, one can construct interesting Poisson brackets on
the real projective space RPn−1 by starting with an LV-type quadratic
Poisson bracket {·, ·}A on Rn\{0} from Example 1.28 and the R∗-action
(λ, x) �→ λx. The outcome can be quite interesting:

Exercise 1.38. Consider the quotient Poisson bracket on the projective
plane RP2 induced by the LV-type Poisson bracket on R3\{0} from Exercise
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18 1. Poisson Brackets

1.30. Show that the 0-dimensional orbits are the points on the three circles:

Z = {[x : y : 0]} ∪ {[x : 0 : z]} ∪ {[0 : y : z]},

and that 2-dimensional orbits are the four components of RP2\Z.

One can also generalize Hamiltonian actions to Poisson manifolds. We
say that a Poisson action of a Lie group G on (M, {·, ·}) is a Hamiltonian
action if there is aG-equivariant map μ : M → g∗ such that the infinitesimal
action a : g→ X(M) satisfies the moment map condition:

(1.25) a(v) = Xμv , ∀ v ∈ g.

Exercise 1.39. For a connected Lie group G, show that the G-orbits of a
Hamiltonian G-space (M, {·, ·}, μ) are always contained in the orbits of the
Poisson manifold M . Is this still true for a Poisson action?
(Hint: Look at the Poisson action of Example 1.37.)

As for the analogue of Proposition 1.33, consider a proper and free
Hamiltonian G-space (M, {·, ·}) with moment map μ : M → g∗ and fix
a coadjoint orbit O ⊂ g∗. In this case, the statement becomes that the
quotient

M�OG := μ−1(O)/G
carries a unique Poisson bracket such that the inclusion M�OG ↪→M/G is
a Poisson map. This will be discussed in detail in Section 8.1. For now we
look at an example.

Example 1.40. Consider the linear Poisson bracket on so∗(3,R) � R3 as
in Exercise 1.27. In coordinates (x, y, z) it is given by

{x, y} = z, {y, z} = x, {z, x} = y.

The action of S1 on R3 by rotations around the z-axis Oz is Hamiltonian
with moment map

μ : R3 → R, μ(x, y, z) = z.

The restriction of this action to the open setM = R3\Oz is a proper and free
Hamiltonian action. The induced Poisson bracket on the quotient M/S1 is
zero: the S1-invariant functions u = x2+y2 and v = z give global coordinates
on the quotient and we have

{u, v}M/S1 = {x2 + y2, z} = 0.

Now, recalling that so(4,R) � so(3,R) ⊕ so(3,R), the linear Poisson
bracket on so(4,R)∗ � R3 × R3 is given in coordinates (x1, y1, z1, x2, y2, z2)
by

{xi, yi} = zi, {yi, zi} = xi, {zi, xi} = yi,
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where the other structure functions are zero. We use the diagonal S1-action
on R3 × R3. This is still Hamiltonian with moment map:

μ : R3 × R3 → R, μ(x1, y1, z1, x2, y2, z2) = z1 + z2.

The action is proper and free on the open set M = (R3\Oz) × R3. We
leave as an exercise to determine the quotient Poisson bracket on M/S1 (it
is nonzero!).

Problems

1.1. Recall that a first integral of a vector field V ∈ X(M) is any function
f ∈ C∞(M) which is constant on the integral curves of V . Given a Poisson
manifold (M, {·, ·}) and a function H ∈ C∞(M), show that if f and g are
first integrals of XH , then {f, g} is a first integral of XH .

1.2. Let (M1, {·, ·}1) and (M2, {·, ·}2) be Poisson manifolds. Show that on
the product M1 ×M2 the following formula defines a Poisson bracket:

{f, g}(x1, x2) := {f(·, x2), g(·, x2)}1(x1) + {f(x1, ·), g(x1, ·)}2(x2).

Show that this is the unique Poisson bracket on the product for which the
projections pi : M1 ×M2 →Mi are Poisson maps and

{p∗1(f), p∗2(g)} = 0, ∀ f ∈ C∞(M1), g ∈ C∞(M2).

1.3. Consider on G = R+ × R the Poisson bracket of LV-type:

{x, y} = xy.

Consider also the group operation m : G×G→ G:

m((x1, y1), (x2, y2)) := (x1x2, y1 + x1y2).

Show that m : G × G → G is a Poisson map, where we use the product
Poisson structure on the domain.
Note: A pair (G, {·, ·}G) where G is a Lie group and {·, ·}G is a Poisson
bracket for which multiplication m : (G × G, {·, ·}G×G) → (G, {·, ·}G) is
called a Poisson-Lie group.

1.4. In the standard coordinates (z0 = x0 + iy0, z1 = x1 + iy1, . . . , zn =
xn + iyn) on Cn+1, consider the bracket defined by

(1.26) {f, g} := i

n∑
j=0

zjzj

(
∂f

∂zj

∂g

∂zj
− ∂g

∂zj

∂f

∂zj

)
.

(a) Verify that this formula defines a (real) Poisson bracket on Cn+1.
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20 1. Poisson Brackets

(b) Show that the action of C∗ on Cn+1\{0} is by Poisson diffeomorphism
and hence there is a quotient Poisson bracket on CPn.

(c) Determine the Hamiltonian vector field XHj on CPn of the function

Hj([z0 : · · · : zn]) =
|zj |2

|z0|2 + · · ·+ |zn|2
.

1.5. Show that for any quadratic Poisson bracket on Rn the Euler vector
field

E =

n∑
i=1

xi
∂

∂xi

is a Poisson vector field which is not Hamiltonian.

1.6. Show that on a 2-dimensional manifoldM any skew-symmetric, bilinear
bracket {·, ·} on C∞(M) satisfying the Leibniz identity also satisfies the
Jacobi identity.

1.7. LetA : G×M →M be an action of a Lie group G on a manifoldM and
denote bya : g→ X(M) the corresponding infinitesimal action. If (M, {·, ·})
is a Poisson manifold and the G-action is by Poisson diffeomorphisms, verify
that a(v) is a Poisson vector field, for all v ∈ g. Show that the converse holds
provided G is a connected Lie group.

1.8. Let C : M → R be a Casimir function of a Poisson manifold (M, {·, ·}).
If 0 is a regular value of C, show that C−1(0) has a unique Poisson bracket
for which the inclusion i : C−1(0) ↪→M is a Poisson map.

1.9. Let G be a Lie group with Lie algebra g. Consider the linear Poisson
bracket on g∗. Show that the coadjoint action G× g∗ → g∗ is Hamiltonian
with moment map μ = Idg∗ : g∗ → g∗.

1.10. Identify the Lie algebra g = sl(2,R) with (R3)∗ by identifying a trace-
less 2× 2 real matrix (

a b− c
b+ c −a

)
with the linear functional (x, y, z) �→ ax+ by + cz.

(a) Show that under this identification the Poisson bracket on sl(2,R)∗ be-
comes the following Poisson bracket on R3:

(1.27) {f, g}(x) =

∣∣∣∣∣∣∣
∂f
∂x

∂f
∂y

∂f
∂z

∂g
∂x

∂g
∂y

∂g
∂z

2x 2y −2z

∣∣∣∣∣∣∣ .
(b) Verify that C(x, y, z) = x2+y2−z2 is a Casimir function for this Poisson

bracket.
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(c) Find the orbits of this Poisson bracket.

(d) Show that this Poisson structure is Poisson diffeomorphic to (1.10).

1.11. LetG be a Lie group and consider the symplectic manifold (T ∗G,ωcan).
Let G act on itself (on the left) by right translations:

A : G×G→ G, Ag(h) �→ hg−1,

and consider the lifted symplectic action G × T ∗G → T ∗G. Show that the
resulting Poisson quotient T ∗G/G is isomorphic to g∗ with the linear Poisson
bracket.
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Chapter 2

Poisson Bivectors

2.1. The point of view of bivectors

The local expression (1.2) for the Poisson bracket suggests that the Poisson
bracket is encoded by an expression of the form

π =
∑
i<j

πij ∂

∂xi
∧ ∂

∂xj
.

Note that the skew-symmetry is already taken into account through the use
of wedge products. Such an expression is an example of a bivector field
on M , i.e., a section of

∧2 TM . The Jacobi identity amounts to some extra
condition on π expressed by the Poisson equation (1.4).

We shall now discuss the calculus of multivector fields (also called
polyvector fields). Recall that a differential form of degree k

ω ∈ Ωk(M) := Γ
( k∧

T ∗M
)

can be identified with a C∞(M)-multilinear, alternating map of degree k on
the space X1(M) := X(M) of vector fields on M :

ω : X1(M)× · · · × X1(M)︸ ︷︷ ︸
k-times

→ C∞(M).

Dually, a smooth multivector field of degree k on M

ϑ ∈ Xk(M) := Γ
( k∧

TM
)

23
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24 2. Poisson Bivectors

can be identified with a C∞(M)-multilinear, alternating map of degree k on
the space Ω1(M) of 1-forms on M :

(2.1) ϑ : Ω1(M)× · · · × Ω1(M)︸ ︷︷ ︸
k-times

→ C∞(M).

Under this identification the resulting wedge product

· ∧ · : Xk(M)× Xl(M)→ Xk+l(M)

can be described explicitly by the usual formula

(ϑ ∧ ζ) (α1, . . . , αk+l)=
∑

σ∈Sk,l

(−1)σϑ(ασ(1), . . . , ασ(k))ζ(ασ(k+1), . . . , ασ(k+l)),

where the sum is over all (k, l)-shuffles. In degree k = 0, we have X0(M) =
C∞(M) and f∧ϑ = f ·ϑ. As for forms, this operation is graded commutative
and associative:

ϑ ∧ ζ = (−1)deg ϑ deg ζζ ∧ ϑ, (ϑ ∧ ζ) ∧ τ = ϑ ∧ (ζ ∧ τ);

i.e., one obtains a graded commutative algebra structure on

X
•(M) =

m⊕
k=0

Xk(M).

If (U, x1, . . . , xm) are local coordinates on M , then the coordinate vector
fields

{
∂

∂x1 , . . . ,
∂

∂xm

}
form a basis for the C∞(U)-module X(U). Taking

wedge products we obtain a basis for the C∞(U)-module Xk(U):

∂

∂xi1
∧ · · · ∧ ∂

∂xik
, i1 < i2 < · · · < ik.

In particular, we find the local representation of a k-vector field ϑ ∈ Xk(M):

ϑ|U =
∑

i1<···<ik

ϑi1...ik(x)
∂

∂xi1
∧ · · · ∧ ∂

∂xik
,

for uniquely determined smooth functions ϑi1...ik ∈ C∞(U). In the case of a
bivector field π we obtain

π|U =
∑
i<j

πij(x)
∂

∂xi
∧ ∂

∂xj
.

In the same way that a vector field X ∈ X(M) = X1(M) can be iden-
tified with a derivation LX : C∞(M) → C∞(M) on the algebra of smooth
functions, a multivector field ϑ ∈ Xk(M) can be identified with a similar
operation

Lϑ : C∞(M)× · · · × C∞(M)→ C∞(M),

Lϑ(f1, . . . , fk) := ϑ(df1, . . . , dfk).(2.2)
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2.1. The point of view of bivectors 25

This operation is alternating and a multiderivation, meaning that it is a
derivation with respect to each argument:

Lϑ(f1, . . . , gh, . . . , fk) = Lϑ(f1, . . . , g, . . . , fk)h+ gLϑ(f1, . . . , h, . . . , fk).

Proposition 2.1. On any manifold M , ϑ �→ Lϑ gives a 1-to-1 correspon-
dence⎧⎨⎩multivector fields

ϑ ∈ Xk(M)

⎫⎬⎭ ←̃→
⎧⎪⎨⎪⎩

alternating multiderivations
L : C∞(M)× · · · × C∞(M)︸ ︷︷ ︸

k-times

→ C∞(M)

⎫⎪⎬⎪⎭ .

Exercise 2.2. Prove Proposition 2.1.
(Hint: The proof is entirely similar to the case of vector fields.)

For us the degree 2 case of biderivations plays a special role: these are
maps

{·, ·} : C∞(M)× C∞(M)→ C∞(M)

which are R-bilinear and skew-symmetric and satisfy the Leibniz identity
— thus all the properties of Poisson brackets hold, except for the Jacobi
identity. According to the proposition, a 2-derivation {·, ·} corresponds to a
bivector field π ∈ X2(M) via

(2.3) π(df, dg) = {f, g}.

In order to rewrite the Jacobi identity one needs to generalize the usual
Lie bracket on vector fields. This can be defined by

L[X,Y ] = LX ◦LY −LY ◦LX ,

and for arbitrary multivector fields we introduce:

Definition 2.3. The Schouten bracket of the multivector fields ϑ ∈
Xk+1(M) and ζ ∈ Xl+1(M) is the unique multivector field [ϑ, ζ] ∈ Xk+l+1(M)
satisfying

(2.4) L[ϑ,ζ] = Lϑ ◦Lζ − (−1)klLζ ◦Lϑ,

where

Lϑ ◦Lζ(f1, . . . , fk+l+1)

:=
∑

σ∈Sk,l+1

(−1)σLϑ(fσ(1), . . . , fσ(k),Lζ(fσ(k+1), . . . , fσ(k+l+1))),

and the sum is over all (k, l + 1)-shuffles.

Remark 2.4. By convention, for f ∈ C∞(M) we set Lf = f and Lf ◦Lϑ =

0. Note that with this convention, for ϑ ∈ Xk+1(M) one has

L[ϑ,f ] = Lϑ ◦Lf = (−1)kidfϑ.
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26 2. Poisson Bivectors

Exercise 2.5. Just as for vector fields, while Lϑ ◦Lζ is not a multideriva-
tion, check that the graded commutator (2.4) is (therefore, Definition 2.3 is
correct).

For a biderivation {·, ·} : C∞(M)× C∞(M)→ C∞(M) with associated
bivector field π ∈ X2(M) we find that

(2.5)
1

2
L[π,π](f, g, h) = {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}.

Therefore, we obtain one of the main conclusions of this section:

Corollary 2.6. On any manifold M , (2.3) induces a 1-to-1 correspondence⎧⎨⎩Poisson brackets
{·, ·} on M

⎫⎬⎭ ←̃→
⎧⎨⎩bivector fields π ∈ X2(M)

satisfying [π, π] = 0

⎫⎬⎭ .

Definition 2.7. A bivector field π ∈ X2(M) satisfying [π, π] = 0 is
called a Poisson structure or a Poisson bivector on M . We also
say that the pair (M,π) is a Poisson manifold.

While the previous definition of the Schouten bracket has the advantage
of being explicit, it may not be so enlightening. A more conceptual approach
is the following:

Theorem 2.8. The Schouten bracket is the unique R-bilinear operation

[·, ·] : Xk+1(M)× Xl+1(M)→ Xk+l+1(M), (k, l ≥ −1)
satisfying the following properties:

(i) When k = l = 0 it is the usual Lie bracket of vector fields.

(ii) When k = 0 and l = −1 it is the Lie derivative:

[X, f ] = LXf = X(f).

(iii) Graded skew-symmetry:

[ϑ, ζ] = −(−1)kl[ζ, ϑ],
for ϑ ∈ Xk+1(M) and ζ ∈ Xl+1(M).

(iv) Graded Leibniz identity:

[ϑ, ζ ∧ τ ] = [ϑ, ζ] ∧ τ + (−1)k(l+1)ζ ∧ [ϑ, τ ],

for ϑ ∈ Xk+1(M), ζ ∈ Xl+1(M), and τ ∈ Xm+1(M).

Moreover, the graded Jacobi identity holds:

(−1)km[ϑ, [ζ, τ ]] + (−1)lk[ζ, [τ, ϑ]] + (−1)lm[τ, [ϑ, ζ]] = 0,

for ϑ ∈ Xk+1(M), ζ ∈ Xl+1(M), and τ ∈ Xm+1(M).
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2.1. The point of view of bivectors 27

Proof. We leave it as an exercise to check that the graded commutator (2.4)
satisfies all properties in the proposition (see also Remark 2.4).

For uniqueness, note first that any operation �·, ·� satisfying (i)–(iv) must
be local. This can be proven similarly to Proposition 1.2. Therefore, also
using R-bilinearity, it suffices to calculate �·, ·� on decomposable multivectors
ϑ = X0∧· · ·∧Xk and ζ = Y0∧· · ·∧Yl, for l, k ≥ 0. Using (i)–(iv), we obtain

�X0 ∧ · · · ∧Xk, Y0 ∧ · · · ∧ Yl�(2.6)

=
k∑

i=0

l∑
j=0

(−1)i+j[Xi, Yj] ∧X0 · · · X̂i · · ·Xk ∧ Y0 · · · Ŷj · · ·Yl,

which shows that these properties determine the operation �·, ·�, which there-
fore must coincide with the Schouten bracket. �

Similarly to vector fields, multivector fields can be pushed forward via
diffeomorphisms. This allows one to define the Lie derivative of a k-vector
field ϑ ∈ Xk(M) along a vector field X ∈ X(M) as usual by

LXϑ =
d

dt

∣∣∣
t=0

(φt
X)∗ϑ.

This definition coincides with the usual Lie derivative along vector fields of
functions f ∈ C∞(M) = X0(M) and of vector fields Y ∈ X(M) = X1(M).
One can check directly that LX is a derivation with respect to the wedge
product; i.e., it is R-linear and satisfies the Leibniz identity:

LX(ϑ ∧ ζ) = LXϑ ∧ ζ + ϑ ∧LXζ.

Thus, it has the same properties as the operator [X,−] : Xk(M)→ Xk(M).

Exercise 2.9. Show that, for any X ∈ X(M) and ϑ ∈ Xk(M),

[X,ϑ] = LXϑ.

Using the explicit formula for the Schouten bracket we obtain for any
bivector field π ∈ X2(M)

(2.7) (LXπ)(df, dg) = X({f, g})− {X(f), g} − {f,X(g)}.

In particular, we deduce:

Corollary 2.10. Given a vector field X ∈ X(M) on a Poisson manifold
(M,π) the following statements are equivalent:

(i) X is a Poisson vector field.

(ii) π is invariant under the flow of X or, equivalently, LXπ = 0.

(iii) [X, π] = 0.
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28 2. Poisson Bivectors

2.2. A slight twist: π�

There is yet another, slightly different, but useful way to look at Poisson
structures. Namely, a bivector field π ∈ X2(M) induces a vector bundle map

(2.8) π� : T ∗M → TM, α �→ iαπ.

By this formula, bivector fields π ∈ X2(M) are in 1-to-1 correspondence
with vector bundle maps π� : T ∗M → TM which are skew-symmetric:

(π�)∗ = −π�.

The map induced between sections will be denoted by the same symbol:

π� : Ω1(M)→ X1(M).

We can express the condition [π, π] = 0 in terms of the bundle map π�

using the following operation on the space of 1-forms:

(2.9) [α, β]π := Lπ�α(β)−Lπ�β(α)− d(π(α, β)).

The following result details some of its properties.

Proposition 2.11. Let π ∈ X2(M) be a bivector field with associated bideri-
vation {f, g} = π(df, dg). The bracket (2.9) is the unique bilinear, skew-
symmetric operation on Ω1(M) such that the following hold:

(i) On exact 1-forms, it is given by

[df, dg]π = d{f, g}, ∀ f, g ∈ C∞(M).

(ii) It satisfies the Leibniz identity with respect to π�:

[α, fβ]π = f [α, β]π + Lπ�(α)(f)β, ∀ f ∈ C∞(M), α, β ∈ Ω1(M).

Moreover, the following are equivalent:

(a) [π, π] = 0.

(b) π� :
(
Ω1(M), [·, ·]π

)
→

(
X1(M), [·, ·]

)
preserves the brackets.

(c) [·, ·]π satisfies the Jacobi identity.

Remark 2.12. The bracket [·, ·]π will play a central role. The properties (ii)
and (c) for the triple (T ∗M, [·, ·]π, π�) are precisely the axioms of a geometric
structure called a Lie algebroid . This notion will also play an important role
later in the book.

Proof. It is straightforward to verify using (2.9) that [·, ·]π satisfies (i) and
(ii). On the other hand, any R-bilinear, skew-symmetric operation on 1-
forms which satisfies the Leibniz rule (ii) is determined by its values on
exact forms; thus if it also satisfies (i), then it must coincide with [·, ·]π.
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For the second part note that by the Leibniz identity (ii) the map

Uπ : Ω1(M)× Ω1(M)→ X1(M), Uπ(α, β) := [π�(α), π�(β)]− π�([α, β]π)

is C∞(M)-bilinear. We claim that the following equality holds:

〈γ | Uπ(α, β)〉 =
1

2
[π, π](α, β, γ).

Since both sides are C∞(M)-multilinear, it suffices to check the equality on
exact 1-forms: α = df , β = dg, γ = dh. In this case, by (i) and (2.5), both
sides give

J{·,·}(f, g, h) := {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}.

This shows that (a) is equivalent to (b).

Next, denote the Jacobiator of the bracket [·, ·]π of three 1-forms by

J[·,·]π (α, β, γ) = [α, [β, γ]π]π + [β, [γ, α]π]π + [γ, [α, β]π]π.

Using the Leibniz rule repeatedly, one obtains the following equality:

J[·,·]π (α, β, fγ) = f J[·,·]π (α, β, γ) + LUπ(α,β)(f) γ.

This shows that (c) implies (b). Conversely, if (b) holds, then J[·,·]π is
C∞(M)-multilinear by the above. On the other hand, using (i) and (a) we
find

J[·,·]π(df, dg, dh) = dJ{·,·}(f, g, h) = 0.

We conclude that J[·,·]π = 0. Hence, (c) holds. �

The map π� allows us to write Hamiltonian vector fields as “π-gradients”:

XH = π�(dH), H ∈ C∞(M).

In particular, the Hamiltonian directions (1.6) are described by the image
of π�:

(2.10) Imπ�
x = {XH,x : H ∈ C∞(M)} ⊂ TxM.

Note that Imπ� is a vector subbundle of TM only when π� has constant rank.
In general one should think of it as a singular distribution. The proposition
shows that the Poisson condition [π, π] = 0 implies the involutivity of this
distribution

[π�(α), π�(β)] ∈ Imπ�, ∀α, β ∈ Ω1(M).

We will discuss in Chapter 4 that this singular distribution is integrable and
that its associated “singular foliation” has leaves the orbits of (M,π) (for
regular and singular foliations see Appendix C).
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2.3. Poisson maps and bivector fields

Recall that, given a smooth map Φ : M → N , a vector field X ∈ X(M) is
said to be Φ-related to a vector field Y ∈ X(N) if

YΦ(x) = (dxΦ)Xx, ∀ x ∈M.

In this case Φ maps integral curves of X to integral curves of Y . The vector
field Y is not completely determined by the vector field X unless the map
Φ is surjective. If X and Y are Φ-related and Φ is surjective, we will write
Y = (Φ)∗X and call Y the pushforward of the vector field X.

This generalizes to multivector fields as follows.

Definition 2.13. Let Φ : M → N be a smooth map. A k-vector field
ϑ ∈ Xk(M) is said to be Φ-related to a k-vector field ζ ∈ Xk(N) if

ζΦ(x) = (dxΦ)∗ϑx, ∀ x ∈M,

where (dxΦ)∗ :
∧k TxM →

∧k TΦ(x)N is the map induced by the differential
of Φ. When Φ is surjective ζ is determined by ϑ, so we write ζ = Φ∗ϑ and
we call ζ the pushforward of ϑ by the map Φ.

In terms of multiderivations the relation of being Φ-related becomes:

Lemma 2.14. ϑ ∈ Xk(M) is Φ-related to ζ ∈ Xk(N) if and only if

Lϑ(f1 ◦ Φ, . . . , fk ◦ Φ) = Lζ(f1, . . . , fk) ◦ Φ, ∀ f1, . . . , fk ∈ C∞(N).

The relation of being Φ-related is compatible with the algebraic opera-
tions on multivector fields:

Proposition 2.15. If ϑi ∈ Xki(M) is Φ-related to ζi ∈ Xli(N), i = 1, 2,
then the following hold:

(i) aϑ1 + bϑ2 is Φ-related to aζ1 + bζ2, for a, b ∈ R.

(ii) ϑ1 ∧ ϑ2 is Φ-related to ζ1 ∧ ζ2.

(iii) [ϑ1, ϑ2] is Φ-related to [ζ1, ζ2].

Proof. Items (i) and (ii) follow immediately from the definition and (iii)
follows from the previous lemma. �

We can now give several characterizations for a map to be Poisson:

Proposition 2.16. Let (M,πM ) and (N, πN) be Poisson manifolds. Given
a smooth map Φ : M → N , the following statements are equivalent:

(i) Φ is a Poisson map.

(ii) πM is Φ-related to πN .
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(iii) For every f ∈ C∞(N), the Hamiltonian vector field Xf◦Φ is Φ-
related to the Hamiltonian vector field Xf .

(iv) The following diagram commutes for all x ∈M :

TxM
dxΦ �� TΦ(x)N

T ∗
xM

π�
M

��

T ∗
Φ(x)N

π�
N

��

(dxΦ)∗
��

Proof. Lemma 2.14 implies immediately the equivalence between (i) and
(ii) and between (i) and (iii). On the other hand, (ii) can be written as

((dΦ)∗πM )(α, β) = πN (α, β)

⇐⇒ ((dΦ)∗β)(π�
M((dΦ)∗α)) = β(π�

N(α))

⇐⇒ β(dΦ(π�
M ((dΦ)∗α))) = β(π�

N(α)),

for all α, β ∈ T ∗
Φ(x)N . So (ii) is equivalent to (iv). �

Exercise 2.17. Show that a map Φ : (M,πM )→ (N, πN ) is a Poisson map
if and only if

Φ∗[α, β]πN = [Φ∗α,Φ∗β]πM , ∀α, β ∈ Ω1(N).

2.4. Examples

We consider now many examples of Poisson structures that will be recurrent
in later chapters. This includes revisiting the examples in Chapter 1 from
the point of view of bivectors, which will provide new insights.

2.4.1. Rank 2 Poisson structures. For a 2-dimensional manifold M the
Jacobi identity holds automatically. In the language of bivector fields, we
have X3(M) = 0, so:

• If dimM = 2, any bivector field π ∈ X2(M) is Poisson: [π, π] = 0.

In the same spirit, on a manifold M of arbitrary dimension one can
consider decomposable bivector fields:

π = X ∧ Y,

where X,Y ∈ X(M). One finds that

[π, π] = 2[X,Y ] ∧X ∧ Y.

In particular, if X and Y commute, then π is a Poisson bivector field. In
general, π is a Poisson bivector field if and only if the three vector fields
X, Y , and [X,Y ] are linearly dependent at every point. If X and Y are
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linearly independent everywhere, this condition is equivalent to the distri-
bution spanned by X and Y being involutive (see Section C.1):

[X,Y ] ∈ Span{X,Y }.
This distribution consists of the Hamiltonian directions (2.10):

Span{X,Y } = π�(T ∗M) ⊂ TM.

Therefore, by Proposition 1.8, the orbits of π are the leaves of the foliation

integrating Span〈X,Y 〉.

2.4.2. Symplectic structures. The canonical Poisson bracket (1.12) on
R2s corresponds to the bivector field

πcan =
s∑

i=1

∂

∂pi
∧ ∂

∂qi
.

This bivector should be seen as the dual of the canonical symplectic form
(B.4) in Appendix B. Let us explain precisely what this means.

Just as a bivector π induces a bundle map π�, a 2-form ω ∈ Ω2(M)
determines a vector bundle map

ω� : TM → T ∗M, v �→ ivω.

The nondegeneracy of ω is equivalent to ω� being an isomorphism. In this
case the inverse is a skew-symmetric map and so it takes the form

(2.11) (ω�)−1 = π� : T ∗M → TM,

for some bivector field π ∈ X2(M). Conversely, if π is a nondegenerate
bivector field, i.e., if π� : T ∗M → TM is an isomorphism, then it deter-
mines a nondegenerate 2-form ω. Note that (2.11) can be rewritten as

(2.12) ω(π�(α), π�(β)) = −π(α, β), ∀α, β ∈ T ∗M.

In fact, we have:

Proposition 2.18. The inversion relation (2.11) induces a 1-to-1 corre-
spondence⎧⎨⎩ nondegenerate

bivectors π ∈ X2(M)

⎫⎬⎭ ←̃→
⎧⎨⎩ nondegenerate
2-forms ω ∈ Ω2(M)

⎫⎬⎭ .

Moreover, under this correspondence,

(2.13) [π, π](α, β, γ) = −dω(π�(α), π�(β), π�(γ)), ∀α, β, γ ∈ T ∗M.

In particular, one obtains a 1-to-1 correspondence⎧⎨⎩nondegenerate Poisson
bivectors π ∈ X2(M)

⎫⎬⎭ ←̃→
⎧⎨⎩ symplectic
forms ω ∈ Ω2(M)

⎫⎬⎭ .
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Proof. The first part is clear. It is enough to check (2.13) on exact 1-forms
α = df , β = dg, and γ = dh. Using (2.5) we find that

1

2
[π, π](df, dg, dh) = {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}.

On the other hand, recall the Koszul-type formula for the exterior derivative:

dω(X,Y, Z) = X(ω(Y, Z)) + Y (ω(Z,X)) + Z(ω(X,Y ))

− (ω([X,Y ], Z) + ω([Y, Z], X) + ω([Z,X], Y )) .

If we let X = π�(df), Y = π�(dg), and Z = π�(dh), we find

dω(π�(df), π�(dg), π�(dh)) = −2({f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}),

so the result follows. �

2.4.3. Symplectic foliations. Let {ωt}t∈R be a smooth 1-parameter fam-
ily of symplectic forms on a manifold S. These can be arranged into a
Poisson bracket {·, ·} on M = S × R by setting

{f, g}(x, t) = {f(·, t), g(·, t)}t(x),

where {·, ·}t denotes the Poisson bracket on S induced by ωt.

Exercise 2.19. Find the orbits of the resulting Poisson manifoldM = S×R.

More generally, whenever we have

(i) a partition F of M by submanifolds S ⊂ M which fit “smoothly”
together and

(ii) a smooth family of symplectic forms ωS , one for each submanifold
S ∈ F ,

we can define a Poisson structure using the similar formula

{f, g}|S = {f |S, g|S}S , f, g ∈ C∞(M),

for any S ∈ F . Here, {·, ·}S denotes the Poisson bracket on S induced by
the symplectic form ωS .

More precisely, the smoothness in (i) means that F is a regular foliation
— see Section C.1. As for the smoothness in (ii), note that the symplectic
forms

ωS ∈ Ω2(S) = Γ
( 2∧

T ∗F|S
)

(S ∈ F)

can be put together into a section ωF of
∧2 T ∗F . The smoothness of the

family amounts to the smoothness of ωF . In other words, one deals with a
regular symplectic foliation (F , ωF ) — a notion that is explained in more
detail in Section C.2.
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The bivector field corresponding to {·, ·} is a bivector along TF ,

π ∈ Γ
( 2∧

TF
)
⊂ Γ

( 2∧
TM

)
.

The restriction π|S ∈ Γ(
∧2 TS) to each leaf S becomes precisely the inverse

of the symplectic form ωS as in (2.11). In other words, we have

π(α, β) = −ωF (π
�(α), π�(β)), ∀α, β ∈ T ∗M.

As a simple generalization of the previous exercise, the reader can now
show that the corresponding orbits are precisely the leaves of the original

foliation F .

2.4.4. Completely integrable 1-forms. General Poisson structures can-
not be described with differential forms, as in the symplectic case. However,
in dimension 3 there is still a relationship with 1-forms.

For example, given a Poisson bracket {·, ·} on R3 with structure functions

a = {y, z}, b = {z, x}, c = {x, y},
consider the 1-form

θ = adx+ bdy + c dz.

By a direct computation, the Jacobi identity for {·, ·} is equivalent to θ being
a completely integrable 1-form, meaning that

θ ∧ dθ = 0.

Then one obtains a 1-to-1 correspondence⎧⎨⎩ Poisson
brackets on R3

⎫⎬⎭ ←̃→
⎧⎨⎩completely integrable

1-forms on R3

⎫⎬⎭ .

In terms of bivector fields this correspondence is given by

π = a
∂

∂y
∧ ∂

∂z
+ b

∂

∂z
∧ ∂

∂x
+ c

∂

∂x
∧ ∂

∂y
←→ θ = adx+ bdy + c dz.

For example, any smooth function C ∈ C∞(R3) gives rise to an exact
completely integrable 1-form: θ = dC. The corresponding Poisson bracket
{·, ·}C on R3 is given by the triple product:

(2.14) {f, g}C = (∇f ×∇g) · ∇C =

∣∣∣∣∣∣∣
∂f
∂x

∂f
∂y

∂f
∂z

∂g
∂x

∂g
∂y

∂g
∂z

∂C
∂x

∂C
∂y

∂C
∂z

∣∣∣∣∣∣∣ .
The linear Poisson bracket (1.18) on so(3,R)∗ and the quadratic Poisson
structure (1.22) on R3 are both of this form.

Exercise 2.20. What are the orbits of the Poisson bracket {·, ·}C?
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As explained in Example C.6 of Appendix C, completely integrable 1-
forms that are nowhere zero encode codimension-1 foliations. Thus, if

θx �= 0, ∀ x ∈ R3,

then Ker θ = TF for a 2-dimensional foliation F on R3. One can show that
this case fits into the setting of symplectic foliations as in Subsection 2.4.3
— see Problem 2.5. In particular, the orbits are the leaves of F .

In general, the orbits for the corresponding Poisson bracket are described
in Problem 2.8: they are the zeros of θ and the 2-dimensional leaves lying
in the open set where θ is nonvanishing.

Moving now to a general 3-dimensional orientable manifold M , we use
the language of bivector fields. Any volume form μ ∈ Ω3(M) induces an
isomorphism

μ� :

2∧
TM → T ∗M, X ∧ Y �→ μ(X,Y, ·).

Hence, any 1-form θ ∈ Ω1(M) can be “inverted” with respect to μ to a
bivector field π ∈ X2(M), giving a 1-to-1 correspondence:

X2(M)
μ←→ Ω1(M).

For M = R3 with the standard volume form μ = dx ∧ dy ∧ dz we recover
the previous 1-to-1 correspondence.

We leave it as an exercise to check that if π corresponds to θ, then

−2θ ∧ dθ = (iμ[π, π])μ.

Therefore we deduce:

Proposition 2.21. A volume form on a 3-dimensional manifold M gives
rise to a 1-to-1 correspondence⎧⎨⎩ Poisson

structures on M

⎫⎬⎭ ←̃→
⎧⎨⎩completely integrable

1-forms on M

⎫⎬⎭ .

It follows that the orbits of any orientable 3-dimensional Poisson mani-
fold (M,π) can be determined by choosing a volume form μ, inverting π to
a 1-form θ, and then determining the zeros and the 2-dimensional integral
submanifolds of θ. For more details, see Problem 2.8.

Exercise 2.22. Use this method to find the orbits of the linear Poisson
structure on sl(2,R)∗ (the dual of the Lie algebra of traceless 2 × 2 real
matrices).

Exercise 2.23. Given an orientable 3-dimensional manifold M , let f ∈
C∞(M) be a Morse function. Show that there exists a Poisson structure on

M whose zeros are precisely the critical points of f .
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2.4.5. Constant Poisson structures. Constant Poisson brackets on a
vector space V , as in Example 1.21, correspond simply to bivectors

π ∈
2∧
V

interpreted as constant bivector fields. Here we identify a vector v ∈ V with
the constant vector field x �→ d

dt

∣∣
t=0

(x+ tv). If we fix a basis {ei} of V , then

ei =
∂
∂xi where the (xi) are the corresponding linear coordinates in V . In

the corresponding basis of
∧2 V , π has constant coefficients:

π =
∑
i<j

cij
∂

∂xi
∧ ∂

∂xj
, cij ∈ R.

The corresponding Poisson bracket is precisely (1.14). The orbits of π dis-
cussed in Example 1.21 can now be described in a coordinate-free manner.
Namely, the subspace W ⊂ V spanned by the vectors (1.15) is precisely the
image of π� : V ∗ → V and the orbits are simply the translates of W .

This leads to the the following point of view on constant bivectors, which
also reveals the symplectic nature of the orbits.

Proposition 2.24. For any vector space V one has a 1-to-1 correspondence⎧⎪⎨⎪⎩
blah

bivectors
π ∈

∧2 V
blah

⎫⎪⎬⎪⎭ ←̃→
⎧⎪⎪⎨⎪⎪⎩

pairs (W,ω) formed by
a subspace W ⊂ V together with

a nondegenerate 2-form ω ∈
∧2W ∗

blah

⎫⎪⎪⎬⎪⎪⎭ ,

which associates to the bivector π the pair

W := Imπ�, ω(π�α, π�β) := −π(α, β),
and to the pair (W,ω) there corresponds the bivector

(2.15) π(α, β) := −ω
(
(ω�)−1(α|W ), (ω�)−1(β|W )

)
.

Remark 2.25. The minus signs in the formulas above are introduced so
that when the bivector π ∈

∧2 V is nondegenerate, we have W = V and

π� = (ω�)−1.

Exercise 2.26. Show that a constant Poisson structure is induced by a

symplectic foliation.

2.4.6. Linear Poisson structures. A Poisson structure corresponding to
a linear Poisson bracket will be called a linear Poisson structure. As
discussed in Proposition 1.23, such a Poisson structure corresponds to a Lie
algebra (g, [·, ·]). The corresponding bivector field is denoted by

πg ∈ X2(g∗).
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This linear bivector can be described directly. Namely, the dual of the Lie
bracket [·, ·] :

∧2
g → g is a map g∗ →

∧2
g∗ and can be regarded as a

bivector field on g∗:

πg|ξ := ξ([·, ·]) ∈
2∧
g
∗ �

2∧
Tξg

∗, ξ ∈ g
∗.

Propositions 1.23 and 1.26 can be restated as:

Proposition 2.27. There is a canonical 1-to-1 correspondence⎧⎨⎩linear Poisson structures
on a vector space V = g∗

⎫⎬⎭ ←̃→
⎧⎨⎩ Lie algebra structures [·, ·]
on the dual vector space g = V ∗

⎫⎬⎭ .

Furthermore, the orbits of the linear Poisson structure (g∗, πg) coincide with
the coadjoint orbits.

If {ei} is a basis of g inducing coordinates (xi) on g∗, the linear bivector
field has linear coefficients:

πg =
1

2

∑
i,j,k

cijk x
k ∂

∂xi
∧ ∂

∂xj
,

where the cijk are the structure constants of g for the basis {ei}.
Exercise 2.28. Given two Lie algebras (g, [·, ·]) and (h, [·, ·]), check that a
linear map Ψ : g→ h is a Lie algebra homomorphism if and only if the dual

map is a Poisson map Ψ∗ : (h∗, πh)→ (g∗, πg).

2.4.7. Affine Poisson structures. Similarly to linear Poisson structures,
one defines an affine Poisson structure on a vector space V as one for which
the Poisson bracket of two affine functions is again affine. Fixing linear
coordinates (xi) on V , this condition means that the structure functions
must be affine:

(2.16) πij(x) = λij +
∑
k

cijk x
k.

The Poisson condition [π, π] = 0 amounts to two types of equations:
m∑
l=1

(
cilr c

jk
l + cjlr c

ki
l + cklr c

ij
l

)
= 0 (i, j, k, r = 1, . . . ,m);

m∑
l=1

(
λilcjkl + λjlckil + λklcijl

)
= 0 (i, j, k = 1, . . . ,m).

The first condition means that the cijk are the structure constants of a Lie
bracket on g = V ∗:

[·, ·] : g× g→ g, [ei, ej] :=
∑
k

cijk e
k,
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where {ei} is the basis of g corresponding to the coordinates (xi). The first
condition is then the Jacobi identity for this bracket:

[u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0, ∀ u, v, w ∈ g.

To rewrite the second condition, consider the skew-symmetric bilinear map:

λ : g× g→ R, λ(ei, ej) := λij .

Then the second condition is expressed intrinsically in terms of λ as follows:

λ(u, [v, w]) + λ(v, [w, u]) + λ(w, [u, v]) = 0, ∀ u, v, w ∈ g.

This means that λ is a Lie algebra 2-cocycle on g — a notion recalled in
Section A.1.

In conclusion, one obtains:

Proposition 2.29. There is a 1-to-1 correspondence⎧⎨⎩ affine Poisson
structures on V = g∗

⎫⎬⎭ ←̃→
⎧⎨⎩Lie algebra structures on g

plus a 2-cocycle λ on g

⎫⎬⎭ .

Given g and λ, the corresponding Poisson bivector field will be denoted

πg,λ ∈ X
2(g∗)

and will be called the affine Poisson structure associated to (g, λ). The
orbits are worked out in Problem 2.10.

Exercise 2.30. Give a coordinate-free interpretation of the correspondence
in Proposition 2.29.

The previous discussion does not depend so much on V being a vector
space, but rather on being an affine space. While the difference between
the two is just the choice of origin, one should still keep in mind that the
relevant type of isomorphisms are the affine ones. Using such isomorphisms,
one may be able to transform an affine Poisson structure into a linear one.
For example, on R2 the change of coordinates u = x + 1, v = y transforms
the affine Poisson structure defined by {x, y} = x+1 into the linear Poisson
structure with {u, v} = v. The following result clarifies when this is possible:

Proposition 2.31. For any affine Poisson structure (g∗, πg,λ), the following
are equivalent:

(i) There is an affine Poisson diffeomorphism Ψ : (g∗, πg)→ (g∗, πg,λ).

(ii) There is a Poisson diffeomorphism Φ : (g∗, πg)→ (g∗, πg,λ).

(iii) The Poisson bivector πg,λ vanishes at least at one point.
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(iv) The Lie algebra 2-cocycle λ :
∧2

g→ R is exact:

λ(u, v) = ξ([u, v]),

for some linear map ξ : g→ R.

Proof. Clearly, (i) ⇒ (ii) ⇒ (iii). Fixing a basis as above, by (2.16) the
condition that πg,λ vanishes at the point −ξ ∈ g∗ can be written as

λij =
∑
k

cijk ξ
k, where ξ = (ξ1, . . . , ξm).

This is precisely the condition for the cocycle λ to be exact, so (iii) ⇒
(iv). Finally, for (iv) ⇒ (i), observe that the last formula the translation
Ψ(x) = x+ ξ gives an affine isomorphism between πg,λ and πg. �

Exercise 2.32. Find affine Poisson structures that are symplectic.

Constant Poisson structures can be viewed as the affine Poisson struc-
tures whose underlying Lie algebra is abelian. However, the only constant
Poisson structure that satisfies the conditions of the proposition is the zero
Poisson structure.

For interesting classes of Lie algebras the second Lie algebra cohomology
vanishes; i.e., condition (iv) always holds. This includes the semisimple
Lie algebras — see Theorem A.1 — and also other examples such as the
following:

Exercise 2.33. Prove that for the nonabelian 2-dimensional Lie algebra

g = R2, [e1, e2] = e1,

any 2-cocycle λ is exact.

2.4.8. Families of Poisson structures. Generalizing families of symplec-
tic structures, any smooth family of Poisson bivectors {πt}t∈R on a manifold
M gives a Poisson structure on M × R with bivector field

π̃(x, t) = πt(x) (no ∂
∂t component).

For an interesting example, let g be a Lie algebra endowed with a 2-
cocycle λ. Since t λ is a 2-cocycle for each t ∈ R, we obtain a family of affine
Poisson structures on g∗: {πg,tλ}t∈R. The resulting Poisson structure π̃ on
g∗ × R is given in linear coordinates by

{xi, xj} = t λij +
∑
k

cijk x
k, {t, xi} = 0.

In particular, it is a linear Poisson structure on g∗ × R = (g⊕ R)∗. Hence,
we have recovered a well-known fact: a 2-cocycle λ on g defines a central
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extension Lie algebra g̃λ = g⊕ R of g with Lie bracket:

[(u, r), (v, s)]g̃λ := ([u, v]g, λ(u, v)) .

Of course, one can also check directly that the Jacobi identity for g̃λ is
equivalent to the Jacobi identity for g, together with the 2-cocycle condition
for λ.

Problems

2.1. Find the Schouten bracket [π, π] for the following bivector fields:

(a) π = ∂
∂x1 ∧ ∂

∂x2 + · · ·+ ∂
∂x2n−1 ∧ ∂

∂x2n ∈ X2(R2n).

(b) π = f(θ1) ∂
∂θ1
∧ ∂

∂θ2
+ ∂

∂θ3
∧ ∂

∂θ4
+ · · ·+ ∂

∂θ2n−1 ∧ ∂
∂θ2n

∈ X2(T2n).

(c) π = f(x) ∂
∂y ∧

∂
∂z + g(y) ∂

∂z ∧
∂
∂x + h(z) ∂

∂x ∧
∂
∂y ∈ X2(R3).

2.2. Let (M,π) be a Poisson manifold. If X,Y ∈ X(M) are commuting
Poisson vector fields, show that π + X ∧ Y ∈ X2(M) is a Poisson bivector
field.

2.3. Let (M,π) be a Poisson manifold.

(a) If X ∈ X(M) is a vector field, show that the bivector field on M × R

π̃X := π +X ∧ ∂

∂t
∈ X2(M × R)

is a Poisson bivector if and only if X is a Poisson vector field for (M,π).

(b) Similarly, but one dimension higher, if X,Y ∈ X(M) are commuting
vector fields, show that the bivector field on M × R2

π̃X,Y,λ := π +X ∧ ∂

∂t
+ Y ∧ ∂

∂s
+ λ

∂

∂t
∧ ∂

∂s

is a Poisson bivector for any constant λ ∈ R if and only if X and Y are
Poisson vector fields for (M,π).

(c) Extend (a) and (b) for any finite number of commuting vector fields.

2.4. Let E be the Euler vector field from Problem 1.5, and let d ∈ Z be an
integer. A Poisson bivector π on Rn is said to be homogenous of degree d if

LEπ = d π.

Show the following:

(a) For d = 0, 1, 2 one recovers precisely the notions of constant, linear, and
quadratic Poisson bivectors, respectively.
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(b) If mt : Rn → Rn denotes scalar multiplication by t ∈ R, then π is
homogeneous of degree d if and only if

(mt)∗π = t2−dπ, ∀t > 0.

2.5. Assume that θ is a nowhere vanishing completly integrable 1-form on
R3, so that Ker θ defines a foliation F on R3. Show the following:

(a) There exists a 2-form on R3 such that θ∧ω is the standard volume form
dx ∧ dy ∧ dz.

(b) Restricting ω to TF , the resulting foliated 2-form ωF does not depend
on the choice of ω.

(c) (F , ωF ) is a symplectic foliation.

(d) The Poisson structures associated with θ, as in Subsection 2.4.4, and
with (F , ωF ), as in Subsection 2.4.3, coincide.

(e) If S is a nonorientable surface in R3 (e.g., the Möbius band), then there
is no Poisson bracket on R3 admitting S as an orbit.

2.6. Let μ be a volume form on a 3-dimensional manifold M . Prove the
claim from Subsection 2.4.4: if π ∈ X2(M) is the inverse of θ ∈ Ω1(M)
relative to μ, then

−2θ ∧ dθ = (iμ[π, π])μ.

2.7. Show that if π ∈ X2(M) is a Poisson structure on a 3-dimensional
manifold, then fπ is also a Poisson structure, for any f ∈ C∞(M). What
about in dimension 4?

2.8. Let π be a Poisson structure on an oriented 3-manifold M with volume
form μ and corresponding completely integrable 1-form θ ∈ Ω1(M) (see
Subsection 2.4.4). Denote by U ⊂M the open set where θx �= 0.

(a) Prove that θ(Xf ) = 0 for any Hamiltonian vector field Xf .

(b) Show that the orbits of π consist of points in M\U and leaves of the
foliation integrating the distribution Ker θ|U .

2.9. Show that for any finite-dimensional vector space V , the assignment
π �→ π�, defined as in (2.8), gives a linear 1-to-1 correspondence⎧⎨⎩constant bivectors

π ∈
∧2 V

⎫⎬⎭ ←̃→
⎧⎨⎩ linear maps A : V ∗ → V
that are anti-self-dual; i.e., A∗ = −A

⎫⎬⎭ .

2.10. Let λ :
∧2

g → R be a Lie algebra 2-cocycle as in Subsection 2.4.7.
Using the fact that the orbits of a linear Poisson structure are the coadjoint
orbits, show that the orbits of the affine Poisson manifold (g∗, πg,λ) coincide
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with the orbits of an action

G̃λ × g∗ → g∗,

where G̃λ is a connected Lie group integrating the central extension Lie
algebra g̃λ = g⊕ R.

2.11. An action a : g → X(M) can be interpreted as a bivector field a ∈
X2(M × g∗), where for (x, ξ) ∈ M × g∗ one views ax : g → TxM as an
element

ax,ξ ∈ g∗ ⊗ TxM ∼= Tξg
∗ ⊗ TxM.

For a bivector field π ∈ X2(M), define the bivector field on M × g∗:

Πg,a := π +a+ πg ∈ X2(M × g∗).

Show the following:

(a) Πg,a is Poisson if and only if π is Poisson and a is a Poisson action.

(b) Assuming (a) and that a : g → X(M) integrates to a Poisson action
G×M → M , show that the diagonal action of G on M × g∗, where G
acts via the coadjoint action in the second factor, is Hamiltonian with
moment map the projection μ : M × g∗ → g∗.

2.12. For a Poisson manifold (M,π) define the linear map

dπ : Xk(M)→ Xk+1(M), dπϑ := [π, ϑ].

(a) Show that dπ is a differential: d2π = 0.

(b) What is the meaning of the first Poisson cohomology group

H1
π(M) :=

Ker(dπ : X1(M)→ X2(M))

Im(dπ : X0(M)→ X1(M))
?

2.13. For any 1-form α ∈ Ω1(M), define the interior product with α by

iα : Xk(M)→ Xk−1(M), iαϑ(α1, . . . , αk−1) = ϑ(α, α1, . . . , αk−1),

and the operator Lα : Xk(M)→ Xk(M) by (see the previous exercise)

Lα := dπiα + iαdπ.

Show that Lα is a derivation of the algebra (X•(M),∧) which satisfies

(a) Lαdπ = dπLα,

(b) i[α,β]π = [Lα, iβ] = [iα,Lβ],

(c) L[α,β]π = [Lα,Lβ],

where the bracket in right-hand side of (b) and (c) is the usual commutator:
[A,B] = A ◦B −B ◦A.
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Chapter 3

Local Structure
of Poisson Manifolds

Poisson structures can exhibit a very rich and interesting geometry, even
locally. In this chapter we will discuss some classical aspects of the local
structure of Poisson manifolds. The main result of the chapter, the Wein-
stein Splitting Theorem, states that a Poisson manifold is locally the product
of a symplectic manifold and of a Poisson manifold with a zero. This yields
a very simple local structure for regular Poisson manifolds. It follows that,
to understand a general Poisson manifold locally, it suffices to look around
zeros. At such a point there is a canonical first-order approximation of the
Poisson bivector — the linear Poisson structure corresponding to the isotropy
Lie algebra. The linearization problem asks whether a Poisson structure is
locally isomorphic around a zero to its first-order approximation. In the
end of this chapter we will discuss Conn’s Linearization Theorem, a deep,
difficult, and beautiful result in Poisson geometry.

3.1. The Weinstein Splitting Theorem

Definition 3.1. For a bivector field π ∈ X2(M) the dimension of the

image of π�
x : T ∗

xM → TxM is called the rank of π at x ∈M .

For a Poisson bivector the rank is the dimension of the Hamiltonian
directions (2.10). By skew-symmetry, it is an even integer. Moreover, the
rank cannot drop locally: every x ∈M has a neighborhood U such that

rank πx ≤ rank πy, ∀ y ∈ U.

43
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44 3. Local Structure of Poisson Manifolds

Recall that π is called a nondegenerate bivector field if π� : T ∗M → TM
is a vector bundle isomorphism or, equivalently, if rank πx = dim M , for
all x ∈ M . As discussed in the previous chapter, in this case ω = π−1 is
a symplectic structure. So by Darboux’s Theorem, Theorem B.7, π can be
put locally in the canonical form

π =
s∑

i=1

∂

∂pi
∧ ∂

∂qi
(2s = dimM).

The following important result generalizes Darboux’s Theorem and is
the Poisson geometric analogue of Frobenius’s Theorem:

Theorem 3.2 (Weinstein Splitting Theorem). Let (M,π) be a Poisson man-
ifold, and let x ∈ M . There exist coordinates (U, p1, . . . , ps, q

1, . . . , qs, y1,
. . . , yq) centered at x such that

π|U =
s∑

i=1

∂

∂pi
∧ ∂

∂qi
+

∑
1≤a<b≤q

θab(y)
∂

∂ya
∧ ∂

∂yb
(2s = rank πx),

where the θab(y) are smooth functions of (y1, . . . , yq) such that θab(0) = 0.

Note that, by shrinking U , the chart χ = (p1, . . . , ps, q
1, . . . , qs, y1, . . . , yq)

can be chosen such that χ(U) = V ×W , where V ⊂ R2s and W ⊂ Rq are
open neighborhoods of 0. These Weinstein splitting charts give local
Poisson isomorphisms with a product

(3.1) χ : (U, π|U) ∼−→ (V, πcan)× (W, θ),

where πcan is the canonical Poisson structure on R2s and

θ =
∑
a<b

θab(y)
∂

∂ya
∧ ∂

∂yb
∈ X2(W )

is a Poisson structure that vanishes at the point y = 0. Such charts should
be seen as the Poisson analogue of the

• Darboux charts for symplectic structures,

• charts resulting from the Frobenius Theorem, which we call foliated
charts.

See the discussion concerning Theorems B.7 and C.3. Accordingly, the Wein-
stein Splitting Theorem is the Poisson analogue of the theorems of Darboux
and Frobenius.

In the next chapter we will use the splitting charts to define the smooth
structure on the orbits of a Poisson manifold, in a similar way as one uses
Frobenius’s Theorem to describe the leaves of regular foliations. Namely,
note that, for a splitting chart (3.1), the submanifold

V0 := χ−1(V × {0}) = {y1 = 0, . . . , yq = 0}
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3.1. The Weinstein Splitting Theorem 45

plays the role of the plaque through x ∈M for Im π�. In other words, since
θ(0) = 0, the Hamiltonian directions are given by

Im π�|V0 = Span
{ ∂

∂p1
, . . . ,

∂

∂ps
,

∂

∂q1
, . . . ,

∂

∂qs

}
.

In general, for y �= 0, the submanifold Vy := χ−1(V ×{y}) is not necessarily
a plaque of Im π�, as only one inclusion holds:

Im π�|Vy ⊃ Span
{ ∂

∂p1
, . . . ,

∂

∂ps
,

∂

∂q1
, . . . ,

∂

∂qs

}
.

For the proof of the Weinstein Splitting Theorem, we need the following
standard lemma, which is a consequence of the flow box theorem (the case
k = 1) and the fact that flows of commuting vector fields also commute for
small times.

Lemma 3.3. Let V1, . . . , Vk be vector fields defined on a neighborhood of
x ∈M , which are linearly independent at x and pairwise commute:

[Vi, Vj ] = 0, 1 ≤ i, j ≤ k.

Then there exists a chart centered at x, (U, x1, . . . , xm), such that

(3.2) Vi|U =
∂

∂xi
, 1 ≤ i ≤ k.

Proof of Theorem 3.2. We will prove the statement by induction on the
rank πx. If rank πx = 0, there is nothing to prove. Assume that rank πx > 0
and that the result holds for any Poisson structure with rank smaller than
rank πx.

Since πx �= 0 there exists a function p defined around x such that p(x) =

0 and Xp|x = π�
x(dxp) �= 0. By Lemma 3.3 we can find a coordinate chart

(U, x1, . . . , xm) centered at x in which Xp|U = ∂
∂x1 . Set q := x1. Observe

that the relations

Xp(p) = 0, Xq(q) = 0, Xp(q) = {p, q} = 1, Xq(p) = {q, p} = −1

imply that Xp and Xq are linearly independent. These vector fields com-
mute:

[Xp, Xq] = X{p,q} = X1 = 0.

Lemma 3.3 gives a new chart centered at x, still denoted (U, x1, . . . , xm),
such that

(3.3) Xq|U =
∂

∂x1
, Xp|U =

∂

∂x2
.
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After possibly shrinking U , (U, q, p, x3, . . . , xm) is also a coordinate system
centered at x. This follows because the differentials of these functions are
independent:

dq ∧ dp ∧ dx3 ∧ · · · ∧ dxm =
( ∂q

∂x1
∂p

∂x2
− ∂q

∂x2
∂p

∂x1

)
dx1 ∧ · · · ∧ dxm

= dx1 ∧ · · · ∧ dxm,

where in the last equality we have used the relations

∂p

∂x1
= Xq(p) = −1,

∂p

∂x2
= Xp(p) = 0,

∂q

∂x1
= Xq(q) = 0,

∂q

∂x2
= Xp(q) = 1.

By (3.3), the new coordinates (U, q, p, x3, . . . , xm) satisfy

{p, q} = 1, {p, xi} = 0, {q, xi} = 0 (3 ≤ i ≤ m).

Therefore, π takes the form

π|U =
∂

∂p
∧ ∂

∂q
+

∑
3≤a<b≤m

θab(q, p, x3, . . . , xm)
∂

∂xa
∧ ∂

∂xb
.

Hence, in these coordinates Xp|U = ∂
∂q and Xq|U = − ∂

∂p . On the other

hand, the Jacobi identity gives

∂

∂q
(θab) = Xp(θ

ab) = {p, {xa, xb}} = {{p, xa}, xb}+ {xa, {p, xb}} = 0,

and similarly ∂
∂p(θ

ab) = 0. So, after possibly shrinking U again, we may

assume that the functions θab do not depend on the variables p and q. The
Jacobi identity for the variables x3, . . . , xm shows that

θ =
∑

3≤a<b≤m

θab(x3, . . . , xm)
∂

∂xa
∧ ∂

∂xb

is a Poisson structure defined around 0 in Rm−2. Note that

rank θ0 = rank πx − 2.

So the theorem follows by applying the induction hypothesis to θ. �

3.2. Regular points

Definition 3.4. Let (M,π) be a Poisson manifold. One calls x ∈M
a regular point if the rank of π is constant in a neighborhood of x.
Otherwise, x is called a singular point.

The properties of the rank imply that the set of regular points of a
Poisson manifold is open and dense.
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It is instructive to illustrate the Weinstein Splitting Theorem around a
regular point. Then, in a splitting chart (U, p1, . . . , ps, q

1, . . . , qs, y1, . . . , yq)
the Poisson structure becomes constant,

π|U =
s∑

i=1

∂

∂pi
∧ ∂

∂qi
,

and the Hamiltonian directions are given by

Imπ�|U = Span
{ ∂

∂p1
, . . . ,

∂

∂ps
,

∂

∂q1
, . . . ,

∂

∂qs

}
.

Hence, around a regular point, Imπ� becomes a regular involutive distri-
bution. For the associated regular foliation the Weinstein splitting charts
are a special kind of foliation charts. We see that π is associated with a
symplectic foliation as in Subsection 2.4.3, with leaves given by {y = y0},
with y0 ∈ Rq, and leafwise symplectic forms

ωy0 =
s∑

i=1

dqi ∧ dpi.

In this case, Weinstein’s Splitting Theorem becomes the foliated Darboux
Theorem stated as Theorem C.15. We will treat this class of examples in
full detail and from a global perspective in the next chapter.

3.3. Singular points

As we have seen, Poisson structures admit a simple local form around regular
points. In contrast, they can have a very complicated behavior around
singular points.

Let us look on R2 where any bivector field is Poisson:

(3.4) π = f(x, y)
∂

∂x
∧ ∂

∂y
.

At a singular point (x0, y0), we have f(x0, y0) = 0 and f does not vanish
identically on a neighborhood of (x0, y0). However, because f can be any
smooth function with these properties, the general local classification of such
bivectors is beyond our current understanding — for the known results, see
[12,124] or [105, Section 9.1].

The case of a generic singular point is covered by the following result:

Proposition 3.5. Consider a Poisson structure on R2 that vanishes trans-
versely at the origin:

π = f(x, y)
∂

∂x
∧ ∂

∂y
, f(0) = 0, d0f �= 0.
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There is a chart (U, (u, v)) centered at 0, such that

π|U = u
∂

∂u
∧ ∂

∂v
.

Proof. By assumption, we may apply Lemma 3.3 to the vector field:

V =
∂f

∂y

∂

∂x
− ∂f

∂x

∂

∂y
.

Hence, there is a smooth function g, which vanishes at the origin, such that

LV g = −1 ⇐⇒ ∂f

∂y

∂g

∂x
− ∂f

∂x

∂g

∂y
= −1.

Thus, we can use f and g as new coordinates around the origin:

u = f(x, y), v = g(x, y).

In these new coordinates we find that

{u, v} = {f, g} = f

(
∂f

∂x

∂g

∂y
− ∂f

∂y

∂g

∂x

)
= f = u.

Equivalently, π = u ∂
∂u ∧

∂
∂v . �

In general, as the order of the singularity grows, there are more and
more possible canonical forms for the Poisson structure, which may depend
on several parameters. For example, for a Poisson structure (3.4) with

f(0) = 0, d0f = 0, det (Hess0f) �= 0,

one can show that there is a chart (U, (u, v)) centered at 0, such that

π|U = a(u2 + v2)
∂

∂u
∧ ∂

∂v
or π|U = a(u2 − v2)

∂

∂u
∧ ∂

∂v
,

for some real number a > 0 — see [12] or [124]. We leave it as an exercise
to check that these Poisson structures are not isomorphic for different values
of a.

If one considers instead a bivector field (3.4) that is flat at 0, i.e., one
for which the derivatives of f of any order vanish at 0, then there is no
polynomial canonical form.

In higher dimensions, a general bivector field can have singularities where
the rank is nonzero. However, for Poisson bivector fields, the Weinstein
Splitting Theorem allows one to consider only singularities with zero rank.
The Jacobi identity can be even further exploited to obtain canonical forms
that do not hold for arbitrary bivector fields.

We illustrate this phenomenon by giving the local canonical form for an
important class of examples, generalizing Proposition 3.5.
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Example 3.6 (Log-symplectic Poisson structures). Let M be an even-

dimensional manifold; say dim M = 2n. Then
∧2n TM is a line bundle

and any bivector field π ∈ X2(M) yields a section:

n∧
π ∈ Γ

( 2n∧
TM

)
.

This section vanishes precisely at the points x where rank πx < dim M .

A Poisson manifold (M2n, π) is called log-symplectic if the section∧n π is transverse to the zero section of
∧2n TM . This can be rephrased as

follows. In a local chart (U, x1, . . . , x2n), we have

n∧
π|U = f

∂

∂x1
∧ · · · ∧ ∂

∂x2n
,

for some function f ∈ C∞(U). Then the transversality condition means
that dxf �= 0 at any zero of f . Note that the structure from Proposition 3.5
is of this type.

Transversality implies that the zero set of
∧n π,

Z :=
( n∧

π
)−1

(0),

is a codimension-1 submanifold of M . Since Z is the set where rank π is not
locally constant, we call Z the singular locus of (M,π).

The restriction of π to the complement of Z is nondegenerate, and so
M\Z can be covered by Darboux charts putting π in canonical form. By
applying the Weinstein Splitting Theorem and Proposition 3.5, one obtains
a simple local form for π also around points on the singular locus Z:

Proposition 3.7. Let (M2n, π) be a log-symplectic manifold with singular
locus Z. For any x ∈ Z one can choose local coordinates (U, u, v, pi, q

i),
1 ≤ i ≤ n− 1, centered at x, such that U ∩ Z = {u = 0} and

π|U = u
∂

∂u
∧ ∂

∂v
+

n−1∑
i=1

∂

∂pi
∧ ∂

∂qi
.

Remark 3.8. If we invert π|U , we obtain the “singular” 2-form:

(π|U)−1 =
1

u
dv ∧ du+

n−1∑
i=1

dqi ∧ dpi = dv ∧ d log |u|+
n−1∑
i=1

dqi ∧ dpi.

So we have a symplectic form that blows up with a logarithmic singularity
along Z. This is the reason for the term “log-symplectic”.
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50 3. Local Structure of Poisson Manifolds

Proof of Proposition 3.7. Let (U, p1, . . . , ps, q
1, . . . , qs, y1, . . . , y2k) be

Weinstein splitting coordinates centered at x ∈ Z (where n = s+ k):

π|U = θ + πcan =
∑

1≤a<b≤2k

θab(y)
∂

∂ya
∧ ∂

∂yb
+

s∑
i=1

∂

∂pi
∧ ∂

∂qi
.

Then
k+s∧

π|U =
(k + s)!

k!

k∧
θ ∧ ∂

∂p1
∧ ∂

∂q1
∧ · · · ∧ ∂

∂ps
∧ ∂

∂qs
.

If k > 1, then
∧k θ vanishes at 0 to order greater than 1, contradicting that∧k+s π is transverse to the zero section. Hence, we must have k = 1, and so

π|U = θ12(y1, y2)
∂

∂y1
∧ ∂

∂y2
+

n−1∑
i=1

∂

∂pi
∧ ∂

∂qi
,

with θ12(0, 0) = 0. Transversality of
∧n π implies that d(0,0)θ

12 �= 0, so the
result now follows from Proposition 3.5. �
Exercise 3.9. Show that any compact surface (oriented or not) admits a

log-symplectic structure.

The study of singularities of Poisson structures is an intricate subject and
there are relatively few general results. The related problem of linearizing
Poisson structures will be discussed in Section 3.5.

3.4. The isotropy Lie algebra

Let (M,π) be a Poisson manifold and fix x ∈M . Recall that, by Proposition
2.11, the space of 1-forms Ω1(M) has a Lie bracket [·, ·]π. This bracket
induces a Lie bracket on the subspace

Kerπ�
x ⊂ T ∗

xM.

This is shown in the following:

Lemma 3.10. If α, α′, β′, β ∈ Ω1(M) are any 1-forms such that their values

at x ∈M satisfy α|x = α′|x ∈ Kerπ�
x and β|x = β′|x ∈ Kerπ�

x, then

[α, β]π|x = [α′, β′]π|x.

The proof uses the Leibniz identity for the bracket [·, ·]π (see Proposition
2.11) and is left as an exercise.

Definition 3.11. The isotropy Lie algebra at x of a Poisson man-

ifold (M,π) is the vector space Kerπ�
x equipped with the Lie bracket

induced from [·, ·]π.

Next, we show that the isotropy Lie algebra depends only on the orbit.
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Proposition 3.12. The isotropy Lie algebras at different points on the same
orbit of a Poisson manifold are isomorphic.

Proof. If x and y belong to the same orbit of (M,π), there is a Hamiltonian
diffeomorphism φ that sends x to y. Since φ is a Poisson diffeomorphism,
we have that φ∗π = π and

φ∗[α, β]π = [φ∗α, φ∗β]π, ∀ α, β ∈ Ω1(M).

It follows that (dxφ)
∗ is a Lie algebra isomorphism from Kerπ�

y to Kerπ�
x. �

Exercise 3.13. Let x be a regular point of (M,π). Show that the isotropy
Lie algebra at x is abelian.

Hence, the isotropy Lie algebra is interesting only at singular points. We
consider first one extreme case:

Example 3.14 (Zeros of Poisson structures). Let x be a point in a Poisson
manifold (M,π) where π vanishes. In this case the isotropy Lie algebra has

underlying vector space Kerπ�
x = T ∗

xM . Therefore, the dual space TxM has
a linear Poisson structure — see Subsection 2.4.6. This will be called the
linear approximation to π at the zero x and will be denoted by πlin

x .

Let us give the explicit local form of πlin
x . In a chart (U, x1, . . . , xm)

centered at x, we have

π|U =
∑
i<j

πij ∂

∂xi
∧ ∂

∂xj
, with πij(0) = 0.

The bracket on 1-forms is given by

[dxi, dxj]π = d{xi, xj} = dπij =
∑
k

∂πij

∂xk
dxk.

Therefore, the structure constants for the Lie algebra structure of T ∗
xM in

the basis {dxx1, . . . , dxxm} are given by the first-order partial derivatives of
the bivector:

cijk =
∂πij

∂xk
(0).

The linear Poisson structure πlin
x is then given in the corresponding linear

coordinates on TxM by

πlin
x =

∑
i<j

(∑
k

∂πij

∂xk
(0)xk

) ∂

∂xi
∧ ∂

∂xj
.

Using Taylor’s Theorem, the original Poisson structure takes the form

π|U =
∑
i<j

(∑
k

∂πij

∂xk
(0)xk +Oij(2)

) ∂

∂xi
∧ ∂

∂xj
;

hence πlin
x is indeed the linear approximation of π at x.
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At a point x where the rank is nonzero, the isotropy Lie algebra Kerπ�
x

encodes the first-order approximation of π in the direction transverse to the
orbit S through x. As we will see in the next chapter, S is an immersed

submanifold of M satisfying TxS = Imπ�
x. Consider the normal space to

S at x:

νx(S) := TxM/TxS.

Note that if α ∈ Kerπ�
x, then by skew-symmetry

0 = 〈π�
x(α), β〉 = −〈α, π�

x(β)〉, ∀β ∈ T ∗
xM.

Therefore, Kerπ�
x consists of the covectors that annihilate Imπ�

x:

Kerπ�
x =

{
α ∈ T ∗

xM : α|
Imπ�

x
= 0

}
= (Imπ�

x)
◦.

In other words, the isotropy Lie algebra at x can be identified with the
conormal space to the orbit S at x, i.e., the dual of νx(S):

Kerπ�
x = (Imπ�

x)
◦ = (TxS)

◦ = ν∗x(S).

The corresponding linear Poisson structure on the normal space νx(S) is
called the transverse linear approximation of π at x and is denoted by

π⊥,lin
x . It can be identified with the linear approximation of the transverse

component of π with respect to a Weinstein splitting chart. Namely, write

π|U =

s∑
i=1

∂

∂pi
∧ ∂

∂qi
+

∑
1≤a<b≤q

θab(y)
∂

∂ya
∧ ∂

∂yb
,

with θab(0) = 0. The isotropy Lie algebra is the vector space

Kerπ�
x =

〈
dxy

1, . . . , dxy
q
〉

with Lie bracket given by

[dxy
a, dxy

b] = [dya, dyb]π|x = dx{ya, yb} = d0θ
ab =

∑
c

∂θab

∂yc
(0)dxy

c.

This shows that the isotropy Lie algebra of π at x coincides with the isotropy
Lie algebra of θ =

∑
a<b θ

ab(y) ∂
∂ya ∧

∂
∂yb

at 0. This implies the claim about

the linear approximations:

π⊥,lin
x =

∑
a<b

∑
c

∂θab

∂yc
(0)yc

∂

∂ya
∧ ∂

∂yb
.
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3.5. Linearization of Poisson structures

The Weinstein Splitting Theorem reduces the local study of Poisson mani-
folds to that of Poisson manifolds around a zero.

As we have seen in Example 3.14, at a zero x of π we obtain a linear
Poisson manifold (TxM,πlin

x ). It is natural to try to compare π with πlin
x .

The Linearization Problem. Given a Poisson manifold (M,π)
with a zero x ∈M , is there a local Poisson diffeomorphism

Φ : (M,π)→ (TxM,πlin
x ) with Φ(x) = 0?

If this happens, we say that π is linearizable at x.

Example 3.15. For M = R2 and

π = f
∂

∂x
∧ ∂

∂y
, with f(0) = 0,

the linear approximation to π at the origin is

πlin
0 =

(
∂f

∂x
(0)x+

∂f

∂y
(0) y

)
∂

∂x
∧ ∂

∂y
,

and the isotropy Lie algebra is determined by the relation

[d0x, d0y] = d0f =
∂f

∂x
(0)d0x+

∂f

∂y
(0)d0y.

The isotropy Lie algebra is abelian if and only if d0f = 0. In this case,
πlin
0 = 0, and so π can be linearized at 0 if and only if f vanishes on a

neighborhood of 0. So there are many examples of nonlinearizable Poisson
structures; for instance

π = (x2 + y2)
∂

∂x
∧ ∂

∂y
.

The isotropy algebra is nonabelian if and only if d0f �= 0. In this case,
by Proposition 3.5, there are coordinates (u, v) centered at 0 which linearize
π at 0:

π = u
∂

∂u
∧ ∂

∂v
.

In particular, this also shows the basic fact that all nonabelian Lie algebras

in dimension 2 are isomorphic.

The previous example shows that in dimension 2 any Poisson structure
vanishing at a point, and whose linear approximation does not vanish, can
be linearized. However, this is rather unusual; most Poisson structures can-
not be linearized around zeros, even if their linear approximation does not
vanish.
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Example 3.16. Consider a vector field X ∈ X(R2) which is a cubic pertur-
bation of the infinitesimal rotation vector field:

X = −y ∂

∂x
+ x

∂

∂y
+ (x2 + y2)

(
x
∂

∂x
+ y

∂

∂y

)
.

We obtain a Poisson bivector field on R3 by setting

π = X ∧ ∂

∂z
.

The linear approximation of π at 0 is

πlin
0 =

(
−y ∂

∂x
+ x

∂

∂y

)
∧ ∂

∂z
.

We leave it as an exercise to check the following:

(a) The Poisson structure π has a line of zeros on the z-axis and the
nearby orbits consist of surfaces spiraling around the z-axis.

(b) The linear approximation πlin
0 has orbits the z-axis (zeros) and the

cylinders around the z-axis.

Hence, there can be no local Poisson diffeomorphism defined around 0 map-

ping πlin
0 to π. We conclude that π is not linearizable at 0.

In general, it is quite hard to obtain sufficient criteria for linearization.
The following theorem is one of the most important linearization results in
Poisson geometry:

Theorem 3.17 (Conn [35]). Let (M,π) be a Poisson manifold with a zero

x ∈ M . If the isotropy Lie algebra Kerπ�
x is semisimple and compact, then

π is linearizable around x.

The proof of Conn’s Theorem is beyond the scope of this book. The
assumption on the Lie algebra in the theorem admits several equivalent
characterizations:

- g is semisimple and admits a compact Lie group integrating it;

- the simply connected Lie group integrating g is compact;

- any connected Lie group integrating g is compact;

- the Killing form of g is negative definite.

For example, the Lie algebras so(n,R) (n ≥ 3) and su(n) (n ≥ 2) satisfy
these conditions. For most semisimple Lie algebras that are not compact,
it is known that a version of Conn’s Theorem does not hold [150]. For
example, in Problem 3.9 below you are asked to show that a certain Poisson
structure with the isotropy Lie algebra sl(2,R) at a zero is not linearizable.
Remarkably, for certain semisimple Lie algebras this problem is still open.
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A survey of these results can be found in the monograph by Dufour and
Zung [59]. This book includes also several other deep linearization and
local normal form results by Dufour, Monnier, and Zung, e.g., a Levi-type
decomposition for Poisson structures around zeros.

Problems

3.1. Let π ∈ X2(M) be a bivector field. Show that x �→ rank πx is a lower
semicontinuous function: every x ∈M has a neighborhood U such that

rank πx ≤ rank πy, ∀ y ∈ U.

3.2. Prove Lemma 3.10 using the Leibniz identity for [·, ·]π.

3.3. Let g be a Lie algebra. Show that the isotropy Lie algebra of the
linear Poisson structure (g∗, πg) at ξ ∈ g∗ coincides with the isotropy of the
coadjoint action:

gξ = {v ∈ g : ξ([v, w]) = 0, ∀w ∈ g} .

3.4. Show that the isotropy Lie algebra of a Poisson structure of Lotka-
Volterra type from Example 1.28 at any point is abelian.

3.5. On a 3-dimensional manifold M , consider a volume form μ ∈ Ω3(M)
and a smooth function C ∈ C∞(M). Let π be the Poisson structure corre-
sponding to μ and the exact 1-form θ = dC, as constructed in Subsection
2.4.4.

(a) Show that x ∈M is a critical point of C if and only if x is a zero of π.

(b) Show that x ∈M is a nondegenerate critical point of C (i.e., the Hessian
of C at x is nondegenerate) if and only if the isotropy Lie algebra of π
at x is isomorphic to either so(3,R) or sl(2,R).
Remark: In this case, it can be shown that π is linearizable around x.

3.6. Consider the Poisson structures in R2 given by

π = a(u2 ± v2)
∂

∂u
∧ ∂

∂v
,

where a > 0 is some positive real number.

(a) Show that their isotropy Lie algebras at the origin are abelian.

(b) Show that for different values of a > 0 these Poisson structures are not
isomorphic in any neighborhood of the origin.
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3.7. Consider the Poisson structure of Example 3.16:

π = X ∧ ∂

∂z
, X = −y ∂

∂x
+ x

∂

∂y
+ (x2 + y2)

(
x
∂

∂x
+ y

∂

∂y

)
.

(a) Show that, in polar coordinates, X = ∂
∂θ + r3 ∂

∂r , so r−2 + 2θ is locally
constant along its flow lines.

(b) Show that the z-axis is a line of zeros of π and that the nearby orbits
consist of surfaces spiraling around the z-axis.
Hint: Show that the orbits of π are obtained by translating the orbits
of the vector field X in the direction of the z-axis.

(c) Show that the linear approximation to π at 0 is

πlin
0 =

(
−y ∂

∂x
+ x

∂

∂y

)
∧ ∂

∂z
=

∂

∂θ
∧ ∂

∂z
.

(d) Verify that πlin
0 vanishes along the z-axis and that the other orbits are

cylinders around the z-axis.

(e) Conclude that π is not linearizable at the origin.

3.8. Construct examples of bivector fields π on R4 satisfying:

(a) π is nondegenerate, but does not admit Weinstein splitting coordinates
anywhere;

(b) π has constant rank = 2, but does not admit Weinstein splitting coor-
dinates anywhere;

(c) π ∧ π is transverse to the zero section of
∧4 TR4, and π is not tangent

to the singular locus Z := (π ∧ π)−1(0).

3.9. We use the identification sl(2,R)∗ � R3 from Problem 1.10 and consider
the linear Poisson structure πsl(2,R).

(a) Show that in cylindrical coordinates x = r cos(θ), y = r sin(θ), z = z

πsl(2,R) = 2

(
∂

∂z
+

z

r

∂

∂r

)
∧ ∂

∂θ
.

(b) Let χ : R→ [0,∞) be a smooth function satisfying

χ(t) =

⎧⎨⎩
0, for t ≤ 0,

> 0, for t > 0.

(e.g., take χ(t) = e−1/t, for t > 0). Prove that the function ε : R3 → R,
given in cylindrical coordinates by ε(r, θ, z) = χ(r2 − z2)/r2, is smooth.
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(c) Show that

π := πsl(2,R) + ε(r, θ, z)r
∂

∂r
∧ ∂

∂z
is a Poisson structure which vanishes at 0 and has isotropy Lie algebra
sl(2,R).

(d) Prove that π is not linearizable at 0.
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Notes and References
for Part 1

In the period 1808–1810, five papers were published by the French math-
ematicians Siméon Denis Poisson (1781–1840) and Joseph-Louis Lagrange
(1736–1813), each paper improving on the preceding ones. These works were
concerned with both concrete problems in rational mechanics, such as the
motion of the planets in the solar system, and the general mathematical
formulation of mechanics. While Poisson created his bracket, a special case
of the general bracket introduced in the first chapter, Lagrange created an-
other bracket, called the Lagrange bracket, which can be interpreted as the
components of a symplectic form. An account of the inception of Poisson
and symplectic geometry and how they are interlaced can be found in the
article by Marle [116]. A survey of the mathematical contributions of Pois-
son can be found in the collection [102]. For a historical account of how
Poisson brackets influenced the development of Lie theory see the works of
Hawkins [86,87].

The foundations of modern day Poisson geometry, as presented in these
lectures, is usually credited to Kirillov [98], Lichnerowicz [109], and Wein-
stein [147]. While Kirillov worked with a Lie bracket on the space of func-
tions, Lichnerowicz was the first one to introduce the calculus of multivector
fields and to recognize its relevance to Poisson geometry. He was also the
one who realized the relevance of the Schouten bracket, sometimes called the
Schouten-Nijenhuis bracket, which had been introduced by Schouten [135]
and Nijenhuis [127] in connection with other questions in differential geom-
etry. Lichnerowicz in [109] used the Schouten bracket to define the Poisson
cohomology that we will study in a later chapter.

59
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60 Notes and References for Part 1

The article by Weinstein [147] is arguably the most important of these
earlier works, and its influence has lasted to the present. He established the
Weinstein Splitting Theorem, introduced the isotropy Lie algebra, formu-
lated the linearization problem, obtained formal linearization results, and
proposed several conjectures. The analytic and smooth linearization results
were soon after proved by Conn [35], using analytic methods, and the search
for geometric arguments led to further development of Poisson geometry. In
the same paper, Weinstein also introduced many other basic notions for
Poisson manifolds, such as the notion of symplectic realization, that we will
study in later chapters.

The article [101] by Kosmann-Schwarzbach contains a detailed histor-
ical account of Poisson geometry ranging from the early contributions of
Lagrange, Poisson, Hamilton, and Liouville to the early days of modern
Poisson geometry. The survey article by Weinstein [156] describes the state
of the field at the end of the 1990s.

Our presentation of the basic elements of Poisson geometry is standard
and follows Weinstein’s original paper closely. Chapter 3 even has the same
title as [147], in homage to this work. Perhaps, the only nonstandard term
used in this first part of the text is the designation “LV-type Poisson struc-
ture”, which is often called a “log-canonical Poisson structure”. We have
decided not to use the latter term in order to avoid confusion with the notion
of log-symplectic Poisson structure and because it seems to be historically
accurate — see [57,131].

Our choice of examples of Poisson structures illustrating the theory is
mainly motivated by pedagogical reasons. Some of these classes have a
wide range of applications and connections with other fields, for example,
going beyond symplectic structures, linear Poisson structures in Lie theory
[4, 8], log-symplectic structures in Melrose’s b-geometry [82, 84, 126], or
LV-type Poisson structures in the theory of cluster algebras [69,74]. There
are many other examples of Poisson structures which appear naturally in
various settings. Just to list a few, one finds Poisson structures on various
moduli spaces [6,16], on semiclassical versions of quantum groups [56,100],
on algebraic groups and Bott-Samelson varieties [70,111,112], in derived
algebraic geometry [26, 130], etc. These were left out since each of them
would require a detour to discuss them properly.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



Part 2

Poisson Geometry
Around Leaves
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One of the most important aspect of a Poisson manifold is that it is
built out of symplectic leaves that fill up the manifold in a nice way. We
have seen this before in special cases, where we call these leaves “orbits”
of the Poisson manifold. Now we will see that they are actually immersed
submanifolds carrying a symplectic structure, and locally they can always be
seen as “plaques”, justifying the name symplectic foliation. Globally, they
can be entangled and form a very complicated partition of the manifold.
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Chapter 4

Symplectic Leaves
and the Symplectic
Foliation

4.1. The symplectic foliation

The orbits of a Poisson manifold (M,π), which were introduced in Section
1.2, have a natural smooth structure. The charts are constructed using
Weinstein splitting charts. The orbits became maximal integral submani-
folds of the singular distribution Im π�. They also carry natural symplectic
structures — therefore justifying the terminology symplectic leaves.

Theorem 4.1. An orbit S of a Poisson manifold (M,π) has a unique
smooth structure for which the inclusion is an immersion. The tangent
spaces of S consist of the Hamiltonian directions

TxS = Im π�
x, ∀x ∈ S,

and S has a symplectic structure ωS defined at x ∈ S by

(4.1) ωS(π
�
xα, π

�
xβ) = −πx(α, β), ∀α, β ∈ T ∗

xM.

For the proof we fix an orbit S and denote 2s := rank(π|S). This number
is indeed well-defined, since by Proposition 3.12 we have:

Lemma 4.2. The rank of π is constant along orbits.

Consider a connected Weinstein splitting chart (U, χ) around a point in
S, i.e., a Poisson diffeomorphism

χ : (U, π|U) ∼−→ (V, πcan|V )× (W, θ)

where V ⊂ R2s and W ⊂ Rq are open and θ is a Poisson structure on W .

63
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64 4. Symplectic Leaves and the Symplectic Foliation

Lemma 4.3. For some subset Λ ⊂ {w ∈W : θw = 0}, we have that

S ∩ U = χ−1(V × Λ).

Moreover, if an integral curve of a Hamiltonian vector field lies in S ∩ U ,
then it lies in χ−1(V × {λ}), for a unique λ ∈ Λ.

Proof. For (v, λ) ∈ χ(S∩U), we need to show that (v′, λ) ∈ χ(S∩U) for any
v′ ∈ V . For this we will move from one point to the other by Hamiltonian
diffeomorphisms.

Assume first that the line segment [v, v′] belongs to V . For the standard
symplectic structure on R2s, the constant vector field v′ − v is the Hamil-
tonian vector field of a linear function a ∈ (R2s)∗. Let H be a compactly
supported smooth function on V ×W such that H(u,w) = a(u), for (u,w)
in a neighborhood of [v, v′]× {λ}. Then

φt
XH

(v, λ) = (v + t(v′ − v), λ).

Since χ is a Poisson map, φ1
XH◦χ

sends χ−1(v, λ) to χ−1(v′, λ), so we conclude

that (v′, λ) ∈ χ(S ∩ U).

In general, since V is connected and open, for any v′ ∈ V we can find a
sequence v0 = v, v1, . . . , vk = v′ with [vi, vi+1] ⊂ V . By applying the above
argument to each segment, we obtain that (v′, λ) ∈ χ(S ∩ U), as claimed.

This proves that χ(S∩U) = V×Λ for some Λ ⊂W . Since rank(π|S) = 2s
and rank(πcan|v + θ|w) = 2s+ rank(θ|w), we have that

Λ ⊂ {w ∈W : θw = 0}.

So if (vt, λt) ∈ V ×Λ is an integral curve of a Hamiltonian vector field XH ,
then

d

dt
λt = θ�λt

(d(vt,λt)H) = 0,

and so λt is constant. This proves the second part. �

Let {(Ui, χi)}i∈I be an open cover of S by connected splitting charts
centered at points in S. Write χi(S ∩ Ui) = Vi × Λi and for λ ∈ Λi set

U(i,λ) := χ−1
i (Vi × {λ}) ⊂ S ∩ Ui.

Note that each U(i,λ) is a 2s-dimensional embedded submanifold of M . We
should think of these submanifolds as the plaques for the Weinstein splitting
charts — compare with the discussion following Theorem C.4. The manifold
structure of S is constructed such that the inclusions

U(i,λ) ↪→ S

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



4.1. The symplectic foliation 65

are smooth open embeddings. For this to work, the sets U(i,λ) must have
open intersections:

Lemma 4.4. U(i,λ) ∩ U(j,μ) is open in U(i,λ).

Proof. Let x ∈ U(i,λ) ∩ U(j,μ). The intersection U(i,λ) ∩ Uj is open in U(i,λ),
and therefore it is a union of open connected components. If C is the
component containing x, then, as in the proof of Lemma 4.3, any two points
in C can be connected by Hamiltonian flow lines in C. Since C ⊂ S ∩ Uj ,
Lemma 4.3 implies that C ⊂ U(j,μ). Thus C ⊂ U(i,λ) ∩ U(j,μ). Since x was
arbitrary, we conclude that U(i,λ) ∩ U(j,μ) is open in U(i,λ). �

The existence of a smooth structure for S is now implied by the following
general result:

Lemma 4.5. Let {Ni}i∈I be a collection of embedded submanifolds of M ,
all of the same dimension. Assume that for all i, j ∈ I, Ni ∩Nj is open in
Ni. Then N :=

⋃
i∈I Ni is a smooth manifold, possibly not second countable,

for which the inclusion N ↪→M is an immersion. The differential structure
is uniquely determined by the condition that the maps Ni ↪→ N are smooth
open embeddings.

Proof. Consider the topology on N generated by open subsets of Ni, with
i ∈ I. Then the inclusion N ↪→ M is continuous and, in particular, N is
Hausdorff. The assumption that the intersection Ni ∩Nj is open in Ni, for
all j ∈ I, implies that the inclusion Ni ↪→ N is an open embedding.

Fix a smooth atlas Ai on each Ni, and let

A :=
⋃
i∈I
Ai.

We claim that A is an atlas for N . Clearly, the elements of A are still
charts on N , i.e., homeomorphisms onto their image. Let (Ui, χi) ∈ Ai and
(Uj, χj) ∈ Aj be two charts in A. Since Uj is an embedded submanifold of

M , χj : Uj → Rk has a smooth extension χ̃j : O → Rk to some open set

O ⊃ Uj of M . On χi(Ui∩Uj) we can write χj ◦χ−1
i = χ̃j ◦χ−1

i , which shows
that the transition function is smooth. Hence, A is a smooth atlas on N .

Finally, the condition that the maps Ni ↪→ N be smooth open embed-
dings determines the set C∞(N), which further determines the differential
structure on N . �

That the orbits are second countable is implied by the general result: any
connected immersed submanifold of a second countable manifold is second
countable (see [137, Appendix A]). Here is a direct argument:

Lemma 4.6. The orbit S is second countable.
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Proof. Since M is second countable, there is a countable subset K ⊂ I such
that

⋃
k∈K Uk =

⋃
i∈I Ui. Let

V := {(k, λ) : k ∈ K,λ ∈ Λk}.
Since S =

⋃
(k,λ)∈V U(k,λ), it suffices to check that V is a countable set.

As noted in the proof of Lemma 4.4, each connected component of
U(k,λ) ∩ Ul is contained in a unique U(l,μ); clearly, the number of such con-
nected components is at most countable. Since K is countable, it follows
that for each (k, λ) ∈ V there are at most a countable number of (l, μ) ∈ V
such that U(k,λ) ∩ U(l,μ) �= ∅. We conclude that, for a fixed (k0, λ0) ∈ V, the
set of all finite sequences

(k1, λ1), . . . , (km, λm) ∈ V, s.t. U(ki−1,λi−1) ∩ U(ki,λi) �= ∅ (1 ≤ i ≤ m)

is at most countable.

We claim that every (l, μ) ∈ V is the end point of a sequence, proving
that V is countable. For this, fix points x ∈ U(k0,λ0) and y ∈ U(l,μ), and
consider a Hamiltonian flow line γ from x to y. By compactness of γ([0, 1]),
there are

k1, . . . , km = l ∈ K and t0 = 0 < t1 < · · · < tm+1 = 1

such that γ([ti, ti+1]) ⊂ Uki . By Lemma 4.3, there are unique indexes

λ1 ∈ Λk1 , . . . , λm−1 ∈ Λkm−1 , λm = μ ∈ Λl

such that γ([ti, ti+1]) ⊂ U(ki,λi). Hence, γ(ti) ∈ U(ki−1,λi−1) ∩ U(ki,λi). �

Next, we show that the smooth structure on the orbits is unique, by
showing that the orbits are initial submanifolds — see Definition C.8 and
Theorem C.11.

Lemma 4.7. The orbit S is an initial submanifold. Therefore, S admits a
unique differential structure for which the inclusion is an immersion.

Proof. Let f : P → M be a smooth map such that f(P ) ⊂ S. We need
to show that f is smooth when viewed as a map to S. Since smoothness
is a local property, we may assume that P is connected and that there is a
splitting chart χ : U ∼−→ V ×W such that f(P ) ⊂ S∩U . Denote χ(S∩U) =
V ×Λ. Then prW ◦χ ◦ f(P ) is a path-connected subset of Λ, and since Λ is
at most countable (Lemma 4.6), it follows that prW ◦χ ◦ f(P ) consists of a
single point λ ∈ Λ. Thus f(P ) maps into the plaque Uλ := χ−1(V × {λ}).
Since Uλ is an embedded submanifold of M , it follows that f : P → Uλ is
smooth. Since the inclusion Uλ ↪→ S is smooth, so is f : P → S. �

Proof of Theorem 4.1. Lemmas 4.5, 4.6, and 4.7 show that every orbit
S has a unique smooth structure for which it is an immersed submanifold.
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Next, fix x ∈ S and a splitting chart centered at x

χ : (U, π|U) ∼−→ (V, πcan|V )× (W, θ), χ(x) = (0, 0), θ0 = 0.

This yields a chart (U0, χ0) on S centered at x:

U0 := χ−1(V × {0}), χ0 := prV ◦χ|U0 .

Next, since πcan is nondegenerate and θ0 = 0, we have that

T(0,0)(V × {0}) = Im(πcan,0 + θ0)
�.

Via the Poisson map χ−1, this yields the description of the tangent space:

TxS = TxU0 = Im π�
x.

It is now clear that (4.1) defines a 2-form on S. Since in the chart (U0, χ0)

ωS |U0 = χ∗
0(ωcan),

we see that ωS is indeed a symplectic structure on S. �

Theorem 4.1 implies that the orbits together with their symplectic forms
determine the Poisson structure. Namely, if (S, ωS) is the orbit through a
point x, then the Poisson structure at x is given by

πx = ω−1
S,x ∈

2∧
TxS ⊂

2∧
TxM.

In particular, we deduce:

Corollary 4.8. The symplectic structure on the orbit S of (M,π) is the
unique symplectic structure ωS for which the inclusion

(S, ω−1
S ) ↪→ (M,π)

is a Poisson map.

We conclude that a Poisson structure can be viewed as a partition of the
manifold into disjoint submanifolds endowed with symplectic structures.

Definition 4.9. A symplectic leaf of a Poisson manifold (M,π)
is an orbit S together with the induced symplectic form ωS . The
symplectic foliation of (M,π) is the collection of symplectic leaves:

Fπ = {(S, ωS) : S is a symplectic leaf}.

Remark 4.10. We emphasize that we use the term “symplectic foliation”
in Definition 4.9 as synonymous with “the collection of all orbits/leaves of
(M,π)”. In general, these leaves have different dimension and they do not
form a (regular) symplectic foliation. It is possible to make sense of the
notion of singular foliation and one can indeed associate to the singular
distribution Imπ� a singular foliation — see Section C.3. However, to define
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the notion of singular symplectic foliation one would need to make sense of
the notion of foliated form in the singular setting. Still, one can view (4.1)
as saying that the symplectic forms on the leaves assemble into a global
smooth object: the Poisson structure. In some sense, a singular symplectic
foliation is a Poisson structure!

We shall not make any use of the theory of singular foliations. Still it is
sometimes helpful to keep them in mind. For example, the following useful
alternative characterization of symplectic leaves can be viewed as saying
that they are the maximal integral submanifolds of the singular distribution
Im π�:

Proposition 4.11. Let (M,π) be a Poisson manifold, and let i : N ↪→ M
be a connected immersed submanifold, satisfying

TxN = Im π�
x, ∀x ∈ N.

Then N is an open subset of a single symplectic leaf.

Proof. Since N is connected, it is enough to prove the result locally. There-
fore, assume that N is contained in the domain of a connected Weinstein
splitting chart centered at a point of N :

χ : (U, π|U) ∼−→ (V, πcan|V )× (W, θ).

Since dimN = dimV and rankπ|N = dimN , we have that χ(N) ⊂ V × Z,
where Z is the zero set of θ. Since χ is a Poisson diffeomorphism, we obtain

dχ(TN) = dχ(Im π�|N ) = Im(πcan|V + θ|Z)� = TV × Z.

Hence, d(prW ◦χ)(TN) = 0, and so prW ◦χ is constant on N . This implies
that N ⊂ χ−1(V × {λ}), for some λ ∈ W . Thus, by Lemma 4.3, N is
contained in a single symplectic leaf S. Since S is an initial submanifold,
the inclusion map i : N ↪→ S is smooth. Since i is an immersion between
manifolds of the same dimension, it is a local diffeomorphism. We conclude
that N is an open subset of S. �

Proposition 4.11 immediately implies the criterion used in Chapter 1 to
prove that a given partition is indeed the symplectic foliation of a Poisson
manifold:

Proof of Proposition 1.8. By Proposition 4.11, each element of N ∈ S
is an open subset of a unique symplectic leaf S ∈ Fπ. The elements of S
contained in a fixed leaf S ∈ Fπ form an open cover of S by disjoint subsets.
Since S is connected, there is only one N ∈ S included in S, and so one
must have N = S. �
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Finally, we prove that the symplectic leaves of a Poisson manifold coin-
cide with the orbits of the Hamiltonian group:

Proof of Proposition 1.14. By its definition, note that a symplectic leaf
is contained in an orbit of the action of the Hamiltonian group Ham(M,π):
if x ∼ y are two points in the same leaf, then y = φ(x) where φ is a
composition of Hamiltonian diffeomorphisms.

For the reverse inclusion, observe that if two points x and y belong to
the same orbit of the action of the Hamiltonian group Ham(M,π), then
they are connected by an integral curve γ : [0, 1]→M of a time-dependent
Hamiltonian vector field XHt . Say that some γ(t0) belongs to some leaf S,
for some t0 ∈ [0, 1]. Because the inclusion of the leaf is a Poisson map,
we have that the integral curve through t0 of the restricted Hamiltonian
function Ht|S is also an integral curve of XHt . Hence γ(t) ∈ S, for all
t ∈ (t0 − ε, t0 + ε), for some ε > 0. Since [0, 1] is connected, it follows that
γ(t) stays in the same leaf for all t ∈ [0, 1]. Hence, x, y ∈ S and the result
follows. �

4.2. Regular Poisson structures

Definition 4.12. A Poisson manifold (M,π) is called regular if the
rank of π is constant.

For a regular Poisson manifold (M,π), we have that Imπ� ⊂ TM is a
smooth subbundle; i.e., it is a distribution, which is involutive by Proposition
2.11. Therefore it defines a (regular) foliation Fπ of M with

(4.2) TFπ = Imπ�.

It follows, e.g., from Proposition 4.11, that the leaves of this foliation are the
symplectic leaves of π. The symplectic structures from Theorem 4.1 glue to
a foliated 2-form on Fπ

ωFπ ∈ Ω2(Fπ) = Γ
( 2∧

T ∗Fπ

)
,

given by

(4.3) ωFπ(π
�(α), π�(β)) = −π(α, β).

This is of course related to Subsection 2.4.3 and in fact we have:

Theorem 4.13. Formulas (4.2) and (4.3) establish a 1-to-1 correspondence⎧⎨⎩ regular Poisson
structures π ∈ X2(M)

⎫⎬⎭ ←̃→
⎧⎨⎩symplectic foliations

(F , ωF ) on M

⎫⎬⎭ .

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



70 4. Symplectic Leaves and the Symplectic Foliation

Proof. Given a symplectic foliation (F , ωF ) we have seen in Subsection
2.4.3 how to obtain a Poisson structure π which satisfies (4.2) and (4.3).

For the converse, the above construction gives a foliated form ωFπ and
we are left to check that it is a foliated nondegenerate, closed 2-form, in the
sense of Definition C.14. The nondegeneracy follows immediately from the
fact that TFπ = Imπ�. That it is closed follows because dF is the leafwise
de Rham differential, and the restriction of ωFπ to the leaf S is the symplectic
structure ωS . Alternatively, one can prove it using the explicit formula

dFωFπ(π
�(α), π�(β), π�(γ)) = −[π, π](α, β, γ), ∀ α, β, γ ∈ T ∗M,

which we leave as an exercise (see Problem 4.5). �

In order to obtain a regular Poisson structure on a given manifold M , we
need to construct a foliation together with a leafwise symplectic form. For
instance, in dimension 3, it is known that any compact manifoldM admits a
codimension-1 foliation F . If the foliation is oriented, a Riemannian metric
on M induces a leafwise volume form ω. Since the leaves are 2-dimensional,
ω makes F into a symplectic foliation.

Example 4.14 (Symplectic foliation of Kronecker type). Inspired by the
Kronecker foliation of the 2-torus T2 — see Example C.7 — we consider the
foliation on T3 induced by the nowhere vanishing closed 1-form

θλ = dφ1 + λdφ2 (λ ∈ R)

where (φ1, φ2, φ3) are the angle coordinates. Depending on λ being rational
or irrational, the leaves are either all 2-tori or all cylinders. Choosing any
metric on T3 and the standard volume form, we obtain our main examples

of symplectic foliations of the 3-torus.

Example 4.15 (Reeb foliation). A famous foliation of a folaition on S3 is
obtained by decomposing S3 as a union of two solid tori glued along their
boundaries, and each solid torus is foliated by disks that wind asymptotically
towards the boundary as in Figure 4.1. This is known as theReeb foliation
and it played a crucial role in the development of foliation theory. For a more
detailed description, see [122, Example 1.1(5)]. You should try to construct
an explicit Poisson structure π on S3 whose symplectic foliation is the Reeb

foliation.

Given a foliation F of a manifold M we can try to look for a closed
2-form on M which restricts to a nondegenerate 2-form on the leaves. This
rarely works: for example, if H2(M) = 0 and F has a compact leaf, this is
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Figure 4.1. The Reeb foliation of a solid torus.

not possible, as in the Reeb foliation. In fact, we have the following famous
result:

Theorem 4.16 (Novikov). On a compact 3-manifold with finite fundamen-
tal group every codimension-1 foliation admits a compact leaf.

See, e.g., [122] for a proof. On the other hand, given a symplectic
foliation of M , one can always extend the foliated symplectic form to a
global 2-form on M (see the problems at the end of this chapter). So given
a foliation, a natural question is to look for a 2-form that restricts to a
symplectic form on the leaves.

Example 4.17 (Cosymplectic structures). Let M2n+1 be an odd-dimen-
sional manifold, and let us look for codimension-1 symplectic foliations. As
we have already mentioned, a simple way of obtaining such a foliation F is
to start with a nowhere vanishing closed 1-form θ ∈ Ω2(M). If we now look
for a closed 2-form ω on M which restricts to a nondegenerate 2-form on
the leaves, we discover the condition in the following definition:

Definition 4.18. A cosymplectic structure on an odd-dimension-
al manifold M2n+1 is a pair (θ, ω) ∈ Ω1(M)× Ω2(M) satisfying

dθ = 0, dω = 0, θ ∧ ωn is a volume form.

How can one recognize the regular Poisson structures that arise from
such structures? The key to answering this question is the notion of Reeb
vector field of the pair (θ, ω), which is the unique vector field X ∈ X(M)
satisfying

θ(X) = 1, iXω = 0.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



72 4. Symplectic Leaves and the Symplectic Foliation

This vector field is clearly transverse to the foliation and it turns out to be
a Poisson vector field. In fact, we obtain:

Proposition 4.19. For an odd-dimensional manifold M there is a 1-to-1
correspondence⎧⎨⎩ corank 1 Poisson structures π

with a Poisson vector field X � Fπ

⎫⎬⎭ ←̃→
⎧⎨⎩cosymplectic structures

(θ, ω) on M

⎫⎬⎭ .

Proof. Given a cosymplectic structure (θ, ω), to check that the correspond-
ing Reeb vector field is Poisson, we observe that its defining equations imply

LXθ = LXω = 0.

Hence, the flow of X preserves both θ and ω, and so it preserves the corre-
sponding Poisson bivector π. Conversely, given π together with a Poisson
vector field X transverse to the symplectic foliation Fπ we have

TM = TFπ ⊕ 〈X〉,

so we can define a 1-form θ by

iXθ = 1, θ|TFπ = 0,

and a 2-form ω by

iXω = 0, ω|TFπ = ωFπ .

We leave as a simple exercise the check that (θ, ω) is a cosymplectic structure
and that these two constructions are inverse to each other. �

In general, the existence of foliations on a given manifold is a classical
problem in foliation theory, which is well understood in codimension 1. On
the other hand, the existence of a leafwise symplectic form on a given fo-
liation is a much more subtle problem as it is a parametric version of the
problem of existence of symplectic forms — see [14]. For example, every
odd-dimensional sphere admits a codimension-1 foliation, but only S1, S3,
and S5 are known to admit a regular Poisson structure of codimension 1:
for S1 it is trivial, S3 admits the Reeb foliation, while for S5 it is far from
being trivial — see [121].

In contrast, it is known that if a noncompact connected manifold M ad-
mits a 2s-dimensional foliation with a leafwise nondegenerate 2-form, then
it also admits a regular Poisson structure of rank 2s — see [67]. This gener-
alizes a classical result of Gromov on the existence of symplectic structures
on open manifolds — see [118].
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4.3. More examples of symplectic foliations

Example 4.20 (Log-symplectic structures). Consider a log-symplectic Pois-
son structure (M2n, π), with singular locus Z — recall Example 3.6.

There are two types of symplectic leaves of (M,π). First there are the
open leaves, which are the connected components of

(M\Z, η), η� := (π�|M\Z)
−1.

The second type of leaves are all included in Z, and they can be described
as follows:

Proposition 4.21. The symplectic leaves of π that are included in Z are
given by a cosymplectic structure (θ, ω) on Z; i.e., they are of the form
(S, ω|S), where S is a leaf of the foliation TF = Ker θ.

Proof. The local form of π from Proposition 3.7 implies that

πZ := π|Z ∈ X2(Z)

is a Poisson structure on Z of rank 2n− 2. Proposition 1.8 and the formula
for the symplectic form (4.1) imply that the leaves of πZ together with
their symplectic structure are precisely the symplectic leaves of π that are
included in Z.

In view of Proposition 4.19, to construct the cosymplectic structure
(θ, ω) it suffices to find a Poisson vector field X on Z which is transverse to
the foliation FπZ . Assume first that M is orientable and fix a volume form
μ ∈ Ω2n(M). Define the continuous function

(4.4) λ :=
∣∣∣〈 n∧

π, μ
〉∣∣∣ : M → [0,∞),

which is smooth on M\Z. By definition, Z = λ−1(0). When M is not

orientable, we construct a similar function as follows. Let M̃ be the ori-

ented double cover of M and denote by τ : M̃ → M̃ the nontrivial deck-

transformation. Let π̃ be the τ -invariant lift of π to M̃ and consider a
volume form μ̃ on M̃ that is anti-invariant under τ ; i.e., τ ∗(μ̃) = −μ̃. Then
λ̃ = |〈

∧n π̃, μ̃〉| is τ -invariant, and so it is the lift of a function λ on M .
Locally this function can written as in (4.4).

We claim the following:

(i) There is a unique smooth vector field X̃log λ ∈ X1(M) extending:

Xlogλ ∈ X1(M\Z).

(ii) X̃logλ ∈ X1(M) is tangent to Z.

(iii) The restriction X := X̃logλ|Z ∈ X1(Z) is a Poisson vector field for
πZ which is transverse to the foliation FπZ .
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This can be checked directly in the charts from Proposition 3.7. Namely,
if μ0 is a constant volume form in such coordinates, writing μ = ±egμ0, we
obtain that

X̃log λ =
∂

∂v
+Xg,

which clearly satisfies the above conditions. �

We note that the vector field X̃log λ has appeared secretly in the 2-
dimensional case in the proof of Proposition 3.5. It will appear again in
Example 9.20, as the modular vector field of (M,π). In the terminology of

Chapter 8, (Z, πZ) is a complete Poisson submanifold of (M,π).

Example 4.22 (Linear Poisson structures). Let g be the Lie algebra of a
connected Lie groupG. We have seen in Proposition 1.26 that the symplectic
leaves of the linear Poisson structure (g∗, πg) coincide with the coadjoint
orbits of G. That was based on the fact that, for each ξ ∈ g∗, the coadjoint
orbit Oξ = G · ξ has tangent space at ξ

TξOξ = {ad∗v |ξ : v ∈ g} = Imπ�
g|ξ.

Formula (4.1) shows that the symplectic form on Oξ is given by

ωOξ
(ad∗v |ξ, ad∗w |ξ) := −ξ ([v, w]) , ξ ∈ g∗, v, w ∈ g.

This is known as theKirillov-Kostant-Souriau (KKS) symplectic form
— also recalled in Example B.10.

Figure 4.2 sketches the symplectic foliations of the linear Poisson struc-
tures associated with the following 3-dimensional Lie algebras:

- orthogonal Lie algebra: so(3,R) = {X ∈ gl(3,R) : X +XT = 0},
- special linear Lie algebra: sl(2,R) = {X ∈ gl(2,R) : trX = 0},
- Euclidean Lie algebra: e(2,R) = R�R2, for the action: λ · (x, y) =
λ(−y, x),

- open book Lie algebra: b3 = R � R2, for the action: λ · (x, y) =
λ(x, y).

The details are left as an exercise.

Example 4.23 (Hamiltonian G-spaces). We continue the discussion on
Hamiltonian G-spaces from Section 1.5. So let (M,ω) be a Hamiltonian
G-space with moment map μ : M → g∗, and assume that the action of G is
proper and free. The quotient manifold M/G has a unique Poisson struc-
ture π for which the projection p : M →M/G is a Poisson map. As we saw
in Section 1.5, the symplectic leaves are the connected components of the
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Figure 4.2. Symplectic foliations of 3-dimensional linear Poisson structures.

reduced spaces:

M�OG = μ−1(O)/G ⊂M/G.

where O ⊂ g∗ is any coadjoint orbit.

We now complete this discussion by identifying the symplectic forms on
the leaves:

Proposition 4.24. The symplectic leaves of M/G are the connected com-
ponents of the reduced symplectic spaces (M�OG,ωO).

Let us start by recalling the definition of the reduced symplectic form
— see Section B.2. It is the unique symplectic form ωO which for any ξ ∈ O
satisfies

M

p∗ξωO = i∗ξω where μ−1(ξ)
� �

iξ ����������

pξ ����
���

�

M�OG

We fix a connected component

S ⊂M�OG,

and we denote its pre-image in M by

Ŝ := p−1(S) ⊂ μ−1(O).
We need to check that

(4.5) p∗ξωS = i∗ξω on Ŝξ := Ŝ ∩ μ−1(ξ).

Fix x ∈ Ŝ, y = p(x) ∈ S, and ξ = μ(x) ∈ O. Our plan is to compute the
symplectic form ωS at y using the defining formula from Theorem 4.1 and
check that it satisfies this equality.
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The Poisson bivector π on the quotient space M/G is uniquely deter-
mined by the property that the projection p : M →M/G is a Poisson map.
By Proposition 2.16, this is equivalent to the commutativity of the following
diagram:

TxM
dp �� Ty(M/G)

T ∗
xM

∼(ω�)−1

��

T ∗
y (M/G)

π�

��

(dp)∗
��

Therefore, if for α ∈ T ∗
y (M/G) we let Xα ∈ TxM be defined by

p∗α = iXα(ω),

the condition that p is a Poisson map implies that

π�α = dp(Xα).

We now return to our aim of proving identity (4.5) by applying formula
(4.1). Note that this formula can be written as

ωS(π
�α, V ) = α(V ),

for all V ∈ TyS, α ∈ T ∗
y (M/G). It follows that for any Y ∈ TxŜ, we have

ωS(π
�α, dp(Y )) = α(dp(Y )) (V = dp(Y )).

Using the definition of Xα and that dp(Xα) = π�α, we can write this last
identity as

ωS(dp(Xα), dp(Y )) = ω(Xα, Y ).

Note that this holds for all α ∈ T ∗
y (M/G) and Y ∈ TxŜ. In order to prove

identity (4.5), we are left with showing that any X ∈ TxŜξ is of type Xα for
some α or, equivalently, that iX(ω) vanishes on the kernel of dp. This follows
from the fact that the fibers of the moment map are symplectic orthogonal

to the orbits of the action — see Lemma 1.34.

4.4. The coupling construction

In this section we will introduce a version of the coupling construction, which
produces Poisson structures with a given symplectic leaf (S, ω) and a given
isotropy Lie algebra g. It generalizes the linear Poisson structures on g∗ —
which is recovered when S is a point — and can be seen as providing “linear
models” for Poisson structures around arbitrary symplectic leaves.

Let us consider first the case of a regular Poisson structure (M,π). Then
the “linear model” around a leaf we are looking for should give, in particular,
a linear model for the underlying foliation Fπ around the leaf. Such linear
models are well known in foliation theory. They can be constructed as
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follows: starting with a connected manifold L (the leaf), one considers its
universal covering space

p : L̃→ L.

This is a principal bundle with structure group the fundamental group π1(L).
Given a representation h : π1(L)→ GL(V ) one forms the associated bundle

M lin := L̃×π1(L) V.

On M lin one has the foliation F lin whose leaves are the submanifolds

Lv :=
{
[(x, v)] : x ∈ L̃

}
(v ∈ V ).

Note that L � L0 appears as the central leaf of this foliation. Also F lin is
a very special foliation: each leaf Lv is an embedded submanifold and the
projection Lv → L, (x, v) �→ v, is a covering space. We call (M lin,F lin) a
linear foliation.

Given a foliation (M,F) with an embedded leaf L the nearby leaves
may fail to be embedded and/or be coverings of L (see, e.g., the Kornecker
foliation). So, in general, we cannot expect (M lin,F lin) to give a linear
model for F around L. Still, we have the following well-known result:

Theorem 4.25 (Reeb). Let (M,F) be a foliation with a leaf L whose uni-
versal covering space is compact. Then L has a neighborhood consisting of
a union of leaves, isomorphic to a linear foliation.

See, e.g., [122] for a proof. Note that the assumption in the theorem is
equivalent to L being compact with finite fundamental group.

Moving to symplectic foliations, it is not hard to include a symplectic
form in this construction: starting with a symplectic manifold (S, ωS) we
consider the pullback symplectic form on the universal covering space

p : S̃ → S, ω̃S := p∗ωS .

Then this gives a closed form

ω̃ := pr∗
S̃
ω̃S ∈ Ω2(S̃ × V ),

which is invariant under the action of π1(S), so it descends to closed 2-form
ω on the quotient

M lin := S̃ ×π1(S) V.

The restriction of ω to the leaves of F lin gives a foliated symplectic form
ωF . The resulting Poisson structure is too simpleminded to serve as a linear
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model around a general symplectic leaf. Namely,

- it can only work around regular symplectic leaves, and

- even around a regular leaf, it only allows for families with constant
symplectic structures, or more generally which admit a closed ex-
tension.

In order to solve these issues, we will now replace (i) the vector space V
by the dual of a Lie algebra g∗, equipped with its linear Poisson structure,
and (ii) the universal covering space by a principal G-bundle. We will also
need to choose a principal bundle connection — this was hidden before
in the fact that the universal covering space has a canonical flat principal
connection. So the input data for our linear model is

(i) a symplectic manifold (S, ωS),

(ii) a (right) principal G-bundle over S:

P

p

��

G
��

S

(iii) an auxiliary choice of principal bundle connection, i.e., aG-invariant
1-form θ ∈ Ω1(P, g) satisfying

ia(v)θ = v, ∀ v ∈ g.

The local model Poisson manifold will be defined on an open subset of the
associated bundle:

P ×G g∗ := (P × g∗)/G

(the quotient modulo the diagonal action of G). Moreover, it will be an
open neighborhood of S viewed as the submanifold

S � (P × {0})/G ↪→ P ×G g∗.

We will obtain the Poisson structure using the general construction of Hamil-
tonian G-spaces.

First, we look for a symplectic form on P × g∗ making this space into a
Hamiltonian space with moment map the second projection

μ : P × g∗ → g∗, μ(x, ξ) = ξ.

To achieve this, we use the auxiliary connection θ ∈ Ω1(P, g) and we pair it
with μ to promote it to a 1-form on P × g∗:

(4.6) θ̃ = 〈μ, θ〉 ∈ Ω1(P × g∗).

This allows us to define a closed 2-form on P × g∗:

(4.7) Ω := p∗ωS − dθ̃ ∈ Ω2(P × g∗).
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Exercise 4.26. Show the following:

(i) Ω is G-invariant.

(ii) Ω is nondegenerate at any point (x, 0).

(iii) The second projection μ : P × g∗ → g∗ satisfies the moment map
condition with respect to Ω.

It follows from (i) and (ii) that the set on which Ω is nondegenerate,

O ⊂ P × g∗,

is an open G-invariant set containing P × {0}. In this way, we have con-
structed a Hamiltonian G-space μ : (O,Ω)→ g∗.

Definition 4.27. The linear model associated with a principal G-
bundle P over a symplectic manifold (S, ωS) with respect to a prin-
cipal connection θ is

(4.8) M θ(P, ωS) := O/G ⊂ (P × g∗)/G

endowed with the quotient Poisson structure, denoted πθ.

Remark 4.28. The linear model from the definition is the Poisson geometric
version of the classical coupling construction from symplectic geometry.
There is a more general construction, which includes both cases, where one
replaces the coadjoint action of G on the linear Poisson manifold (g∗, πg)
by an arbitrary Hamiltonian G-space (F, πF , μF ). This construction fits
naturally in the setting of Dirac geometry discussed in Chapter 7 — see also
Problem 4.12.

The following proposition lists some of the properties of this linear
model:

Proposition 4.29. For a linear model (Mθ(P, ωS), π
θ), the following hold:

(i) The natural map P × {0}/G � S identifies the central symplectic
leaf of M θ(P, ωS) with (S, ωS).

(ii) The isotropy Lie algebra at any point of this central leaf S is iso-
morphic to g.

Moreover, two linear models Mθ1(P, ωS) and M θ2(P, ωS) associated with
different principal bundle connections are Poisson diffeomorphic around the
central leaf.

The first item is straightforward to check. The second item follows from
general properties of Hamiltonian quotients described in Problem 4.10. The
independence on the choice of the connection 1-form θ will be dealt with
later in Section 7.5.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



80 4. Symplectic Leaves and the Symplectic Foliation

We now have the following Poisson analogue of Reeb’s Theorem:

Theorem 4.30 (Crainic and Mărcut,). Let (M,π) a Poisson manifold with
a symplectic leaf (S, ωS) whose Poisson homotopy cover is compact and
has vanishing second de Rham cohomology. Then S has a neighborhood
consisting of a union of symplectic leaves, isomorphic to a linear model
(Mθ(P, ωS), π

θ).

We will not prove this result here — see [49] — and the notion of Poisson
homotopy cover will be discussed in Part 4 of the book. For now we observe
that when the leaf reduces to a point S = {x0} the assumption on the
Poisson homotopy cover amounts to the condition that the isotropy Lie

algebra Kerπ�
x0 is semisimple and compact. Hence, for a zero of π the

theorem recovers Conn’s Linearization Theorem from Section 3.5.

Example 4.31 (Abelian case). It is instructive to detail the coupling con-
struction (4.8) in the case where G is abelian. Assume first that G = S1.
Hence the starting data is a principal S1-bundle over a symplectic manifold,

P

p

��

S1
��

(S, ωS)

together with the auxiliary choice of a connection 1-form θ. Since g = R,
the induced infinitesimal S1-action on P is encoded by a vector field

V = a(1) : P � x �→ d

dt

∣∣∣
t=0

x · e2πit,

and the connection 1-form θ ∈ Ω1(P ) is an ordinary 1-form satisfying θ(V ) =
1. It then follows that dθ is basic; i.e., it can be written (uniquely) as

−dθ = p∗κθ, with kθ ∈ Ω2(S).

The 2-form κθ is known as the curvature of θ. It is a closed 2-form and
its cohomology class, called the Chern class of the principal bundle P , is
independent of θ and is an invariant of the principal bundle.

The coupling construction becomes very explicit. First, one has

Ω = p∗(ωS)− d(t θ) = p∗(ωS + t κθ)− dt ∧ θ ∈ Ω2(P × R),

where t stands for the real variable. Since the action of S1 on its Lie algebra
R is trivial, the linear model becomes

M θ(P, ωS) ⊂ (P × R)/S1 = S × R,

with symplectic leaves S × {t} endowed with the symplectic form

ωt = ωS + t κθ.
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In other words one obtains the trivial (product) foliation with the linear
family of symplectic forms with variation the curvature of the connection.

Exercise 4.32. In general, Mθ(P, ωS) is not the entire S × R, but just an
open set containing S × {0}. Why? Show that if S is compact, Mθ(P, ωS)
can be taken to be a product S × (−ε, ε).

Note that any other connection θ′ is of the form θ′ = θ + p∗η, and the
resulting families are related by

ω′
t = ωt − d(t η).

The Moser Lemma from symplectic geometry — recalled in Theorem B.8
— can now be applied on each leaf to show that the corresponding linear
models are isomorphic. Later we will study a Poisson version of Moser’s
Lemma, which will imply the independence on the connection in general.

A similar description holds for the n-torus Tn = (S1)n: then θ has n-
components, one obtains n curvature-form components

k1, . . . , kn ∈ Ω2(S),

and one ends up with the linear model

S × Rn, ωt1,...,tn = ωS + t1 κ1 + · · ·+ tn κn.

Problems

When asked to find the “symplectic foliation”, find the orbits together with
the symplectic structure!

4.1. Find the sympectic foliation of the following linear Poisson manifolds
(make also pictures!):

(a)
(
R2, πaff(1,R) = x ∂

∂x ∧
∂
∂y

)
,

(b)
(
R3, πaff(1,R)×R = x ∂

∂x ∧
∂
∂y

)
,

(c)
(
R3, πheis = z ∂

∂x ∧
∂
∂y

)
.

4.2. Show that the linear Poisson structure

πe(2,R) =

(
x
∂

∂y
− y

∂

∂x

)
∧ ∂

∂z

corresponds to the Euclidean Lie algebra

e(2,R) = R�R2, where R acts by λ · (x, y) = (−λy, λx).
Find its symplectic foliation.
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4.3. Show that the linear Poisson structure

πb3 =

(
x
∂

∂x
+ y

∂

∂y

)
∧ ∂

∂z
,

corresponds to the “open book Lie algebra”

b3 = R� R2, where R acts by λ · (x, y) = (λx, λy).

Find its symplectic foliation.

4.4. Find the symplectic foliation of the Poisson structure on R3 associated
with the standard volume form μ = dx∧dy∧dz and the completely integrable
1-form θ = dC, where C(x, y, z) = x2 + y2 + sin2(z).

4.5. Let π ∈ X2(M) be a bivector field of constant rank. Assume that Imπ�

is an involutive distribution with corresponding foliation F ; i.e., Imπ� =
TF . Show that the formula

ωF (π
�(α), π�(β)) := −π(α, β), α, β ∈ T ∗

xM,

defines a foliated 2-form ωF ∈ Ω2(F), which satisfies

[π, π](α, β, γ) = −dFωF (π
�(α), π�(β), π�(γ)), α, β, γ ∈ T ∗

xM.

(Hint: Proof of Proposition 2.18.)

4.6. Let π be a regular Poisson structure on M with symplectic foliation
Fπ and foliated symplectic form ωFπ .

(a) Show that there exists a 2-form ω ∈ Ω2(M) extending the foliated sym-
plectic form ωFπ , i.e., such that for every symplectic leaf i : S ↪→M one
has

i∗ω = ωFπ |S .
(b) Give an example that shows that, in general, the extension ω may not

be taken to be a closed form.
(Hint: Consider a regular Poisson structure with a compact leaf on a
manifold with H2(M) = {0}.)

(c) Show that so(3,R)∗\{0} with the restriction of the linear Poisson struc-
ture πso(3,R) is also an example for (b).

4.7. Let (M,π) be a Poisson manifold. Assume that there exists a 2-form
ω ∈ Ω2(M) extending the symplectic forms on the leaves, i.e., such that for
every symplectic leaf i : (S, ωS) ↪→ (M,π) one has

i∗ω = ωS .
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Show the following:

(a) The image of the vector bundle map

T ∗M → T ∗M, ξ �→ ξ − ω� ◦ π�(ξ)

is the family of isotropy Lie algebras of (M,π).

(b) (M,π) is a regular Poisson manifold.

4.8. Let (M2n+1, π) be a regular Poisson manifold with rank π = 2n. Let
X be a Poisson vector field transverse to the symplectic foliation Fπ. Show
that one then obtains the following:

(a) a closed 1-form θ satisfying

iXθ = 1, θ|TFπ = 0,

(b) a closed 2-form ω satisfying

iXω = 0, ω|TFπ = ωFπ ,

(c) a volume form
μ := θ ∧ ωn.

(Hint: Recall Koszul’s formula for the de Rham differential.)

4.9. Let (S,Ω) be a symplectic manifold, and assume that there exists a
symplectic vector field X ∈ X(S,Ω) which is transverse to a codimension-1
embedded submanifold i : M ↪→ S.

(a) Show that θ := i∗(iXΩ) ∈ Ω1(M) and ω := i∗Ω ∈ Ω2(M) defines a
cosymplectic structure on M .

(b) Conversely, show that if (θ, ω) is a cosymplectic structure, then it can
be obtained from a symplectic manifold as in (a).

4.10. Let (M,ω) be a free and proper Hamiltonian G-space with moment
map μ : M → g∗. Consider M/G with the quotient Poisson structure. Fix
x ∈M and denote the projection by p : M →M/G. Show that the isotropy
Lie algebra at p(x) ∈ M/G is isomorphic to the isotropy Lie algebra gξ of
the coadjoint action at ξ := μ(x),

gξ := {v ∈ g : ad∗v(ξ) = 0}.
4.11. Apply the coupling construction from Section 4.4 to the following
data:

- the symplectic manifold S2 endowed with the standard area form ωS2 ,

- the Hopf fibration, i.e., the principal S1-bundle

p : S3 → S2, p(z0, z1) =
(
|z0|2 − |z1|2, 2i z0z1

)
,

where S1 acts on S3 via

(z0, z1) · eiϕ = (z0e
iϕ, z1e

iϕ),
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- the principal S1-connection form

θ = −y dx+ xdy − t dz + z dt ∈ Ω1(S3),

where z0 = x+ iy and z1 = z + it.

More precisely:

(a) Check that these define a principal S1-bundle with connection.

(b) Compute the resulting Poisson manifold Mθ(S3, ωS2).

(c) Consider the linear Poisson structure on R3 corresponding to so(3,R),
as in Exercise 1.27. Compare a neighborhood of the leaf S2 ⊂ R3 with
Mθ(S3, ωS2).

4.12. Consider the following data:

- a symplectic manifold (S, ωS),

- a principal G-bundle p : P → S,

- a G-Hamiltonian (Poisson) space (F, πF , μF ),

- a principal bundle connection θ ∈ Ω1(P, g).

Let x0 ∈ F be a zero of the Poisson structure πF . Construct a Poisson struc-
ture in a neighborhood of S � (P × {x0})/G in P ×G F , which generalizes
the linear model from Definition 4.27.

4.13. Show that two points x, y in a Poisson manifold (M,π) belong to the
same leaf if and only if there exists a smooth path a : [0, 1] → T ∗M with
base path denoted γ : [0, 1]→M such that

γ(0) = x, γ(1) = y, and π�(a(t)) =
dγ

dt
(t), ∀ t ∈ [0, 1].

These types of paths will play a crucial role in later chapters.
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Chapter 5

Poisson Transversals

In a Poisson manifold, besides the symplectic geometry along the leaves,
interesting geometric phenomena also occur in directions transverse to the
leaves. We have already seen a glimpse of this in the notion of the isotropy
Lie algebra. In this chapter we initiate the study of the transverse geometry
of the leaves, which we will frequently encounter in the rest of the book.

5.1. Slices and Poisson transversals

Definition 5.1. Let (M,π) be a Poisson manifold, x ∈M , and let S
be the symplectic leaf through x. A slice of (M,π) to S at x is any
embedded submanifold X ⊂M containing x and satisfying

(5.1) TxM = TxS ⊕ TxX.

Condition (5.1) is equivalent to

(5.2) TxM = π�(T ∗
xM)⊕ TxX.

This equality may fail at points of X arbitrarily close to x simply because
leaves near S may have strictly larger dimension. However, continuity of π�

and (5.2) imply that for any point y ∈ X sufficiently close to x one still has
that X is transverse to the leaf S′ through y:

TyM = TyS
′ + TyX.

Hence, a neighborhood of x in X will intersect any nearby leaf S′ in a
submanifold. The intersection may have positive dimension if the dimension
of S′ is larger than that of S.

85

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



86 5. Poisson Transversals

Our next aim is to discuss the Poisson geometry of slices and how two
different slices to the same symplectic leaf are related. For this, the following
notion will play a fundamental role:

Definition 5.2. Let (M,π) be a Poisson manifold. A Poisson
transversal of (M,π) is any embedded submanifold X ⊂ M with
the property that

(5.3) TyM = TyX + (TyX)⊥π , ∀ y ∈ X,

where the π-orthogonal ⊥π is defined by

(5.4) (TyX)⊥π := π�
y((TyX)◦).

Poisson transversals also appear in the literature under the name of
“cosymplectic submanifolds” — see Exercise 5.7 for a possible explanation
of this terminology.

In this definition, the “π-orthogonal” is a generalization of the notion
of symplectic orthogonal. Recall that if W ⊂ V is a vector subspace of a
symplectic vector space (V, ω), then its symplectic orthogonal W⊥ω is

W⊥ω := {v ∈ V : ω(v, w) = 0, ∀w ∈W} = (ω�)−1(W ◦),

where W ◦ ⊂ V ∗ denotes the annihilator of W .

In the case of a Poisson structure one checks that the π-orthogonal (5.4)
can also be described as

(5.5) (TyX)⊥π = (TyX ∩ TyS)
⊥ωS ⊂ TyS,

where (S, ωS) is the symplectic leaf through y. In particular,

(5.6) ((TyX)⊥π)⊥π = TyS ∩ TyX.

Hence, the operation ⊥π is not an involution unless S is open.

On the other hand, from the definition of (TyX)⊥π , it follows that

dim(TyX)⊥π ≤ dim(TyX)◦ = dimM − dimX.

Thus, the Poisson transversal condition (5.3) is equivalent to its direct sum
version:

(5.7) TyM = TyX ⊕ (TyX)⊥π .

Note that open subsets provide simple examples of Poisson transversals.
Here is a more interesting class of examples:

Exercise 5.3. For a symplectic manifold (M,ω), prove that Poisson trans-
versals are the same thing as symplectic submanifolds.
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Exercise 5.4. For a regular Poisson manifold (M,π) of corank q, show that
any Poisson transversal of dimension q is the same as a submanifold that
intersects the leaves transversally.

Note that condition (5.3) is an open condition: if it is satisfied at y,
then it is satisfied in a neighborhood of y in X. This is the reason why small
enough slices provide examples of Poisson transversals:

Lemma 5.5. If X is a slice of S at x, then a small enough open neighborhood
U ⊂ X of x is a Poisson transversal.

Proof. If X is a slice of S at x, then TxX ∩TxS = {0} and so, by (5.5), the
π-orthogonal at x is

(TxX)⊥π = (TxX ∩ TxS)
⊥ωS = TxS.

Using again that X is a slice at x, we obtain that

TxM = TxX ⊕ TxS = TxX ⊕ (TxX)⊥π .

Since this last condition is open, we are done. �

An important property of Poisson transversals is that they naturally
inherit a Poisson structure. A first result in this direction is the following:

Proposition 5.6. Given a Poisson manifold (M,π), an embedded submani-
fold X ⊂M is a Poisson transversal if and only if X intersects each symplec-
tic leaf (S, ωS) transversally in a symplectic submanifold of S. In particular,
each (X ∩ S, ωS |X∩S) is a smooth symplectic manifold.

Proof. The condition in the proposition means that, for every symplectic
leaf (S, ωS), we have the following:

(i) TyM = TyX + TyS, ∀ y ∈ S ∩X.

(ii) ωS |TyX∩TyS is nondegenerate for all y ∈ S ∩X.

Note that (ii) is equivalent to TyS ∩ TyX intersecting its symplectic
orthogonal inside (TyS, ωS) in {0} or, using (5.5), to

(TyX)⊥π ∩ TyS ∩ TyX = {0}.
This combined with (TyX)⊥π ⊂ TyS shows that (ii) is equivalent to

(ii′) (TyX)⊥π ∩ TyX = {0}.
It is now clear that if the Poisson transversality condition (5.7) holds,

then (i) and (ii′) hold. Conversely, (i) gives

dim(TyX)⊥π = dimS − dim(TyX ∩ TyS)
(i)
= dim(TyM)− dim(TyX),

which together with (ii′) yield (5.7). So X is a Poisson transversal. �
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Exercise 5.7. Show thatX is a Poisson transversal if and only if the pairing
induced by π on the conormal bundle

σX : (TX)◦ × (TX)◦ → R, (α, β) �→ π(α, β)

is nondegenerate. In particular, Poisson transversals have even codimension.

Exercise 5.8. Consider the 3-dimensional Poisson structures from Exam-
ples 4.14, 4.15, and 4.22. Find Poisson transversals in these Poisson man-
ifolds. Which ones admit closed/compact Poisson transversals? What di-
mensions can these have?

As promised, we now show that Poisson transversals inherit Poisson
structures:

Proposition 5.9. Any Poisson transversal X in a Poisson manifold (M,π)
carries a Poisson structure πX , uniquely determined by the condition that
its symplectic leaves are the connected components of the intersections

(X ∩ S, ωS |X∩S), S ∈ Fπ.

Corollary 5.10. If X is a slice of S at x, then a small enough open neigh-
borhood U ⊂ X of x has an induced Poisson structure.

Note that any Weinstein splitting chart (3.1) at x gives rise to a slice
X = χ−1({0}×W ) with induced Poisson structure πX corresponding to the
Poisson structure θ on W . In particular, the Poisson structure on the slice
vanishes around x if and only if x is a regular point.

Proof of Proposition 5.9. The Poisson transversal condition

TyM = TyX ⊕ (TyX)⊥π

gives a dual decomposition:

T ∗
yM = ((TyX)⊥π)◦ ⊕ (TyX)◦.

The map π�
y : T ∗

yM → TyM preserves this decomposition:

π�(((TyX)⊥π)◦) ⊂ (TyX), π�((TyX)◦) = (TyX)⊥π .

Indeed, the second equality is just the definition of ⊥π, while the first inclu-
sion is the statement

((TyX)⊥π)⊥π ⊂ TyX,

which follows from (5.6).

The dual decomposition also gives an isomorphism T ∗
yX � ((TyX)⊥π)◦,

so we obtain a bivector field πX ∈ X2(X) whose associated bundle map is
the composition

(5.8) π�
X : T ∗X

� �� ((TX)⊥π)◦
π�

�� TX.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



5.1. Slices and Poisson transversals 89

More explicitly,

πX(ξ, η) := π(ξ̃, η̃),

where ξ̃ ∈ T ∗
yM denotes the unique extension of ξ ∈ T ∗

yX vanishing on

(TyX)⊥π .

By Proposition 2.24, for each y ∈ X, the bivector πX |y is encoded in
a symplectic vector space (Wy, ωy) with Wy ⊂ TyX. Note that from the
definition of πX ,

Wy = Im(π�
X |y) = ((TyX)⊥π)⊥π = TyX ∩ TyS.

Moreover, from formula (2.15) it follows also that

ωy = ωS |Ty(X∩S).

In view of Proposition 1.8, the only thing we are left to prove is that πX
is a Poisson bivector. For this, we observe that on the open dense set where

πX is regular the previous argument shows that (i) Im π�
X is an integrable

distribution TF with leaves S∩X and (ii) the induced nondegenerate 2-form
ωF on this distribution,

ωF (π
�
X(α), π�

X(β)) = −πX(α, β),

restricts to each leaf as the symplectic form ωS |S∩X . In particular, ωF is
closed. By Theorem 4.13, [πX , πX ] = 0 on this open set; hence [πX , πX ] = 0
on all of X. �

From the proof of the proposition, we obtain the following algebraic
expression for the induced Poisson structure.

Corollary 5.11. The induced Poisson structure πX on a Poisson transver-
sal X in (M,π) is determined by

π�
X : T ∗X → TX, π�

X(α) = π�(α̃)

where α̃ ∈ T ∗
xM is the extension of α that vanishes on (TxX)⊥π .

Exercise 5.12. Let X be a Poisson transversal of (M,π). Consider the
decomposition induced by (5.7):

(5.9)
2∧
TXM =

2∧
TX ⊕ (TX ⊗ (TX)⊥π) ⊕

2∧
(TX)⊥π .

Show that with respect to this decomposition

π|X = πX + σX ∈
2∧
TX ⊕

2∧
(TX)⊥π ,

where πX is the induced Poisson structure on X and σX is the form from Ex-
ercise 5.7, properly interpreted (use the identification (TX)⊥π � ((TX)◦)∗).
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The next exercise gives a direct description of the Poisson bracket in-
duced on a Poisson transversal.

Exercise 5.13. Let (M,π) be a Poisson manifold, let

F = (c1, . . . , ck) : M → Rk

be a smooth map with a regular value at 0, and assume that

X = {x ∈M : c1(x) = 0, . . . , ck(x) = 0} = F−1(0)

is a Poisson transversal in (M,π). Show that the k × k-matrix of Poisson
brackets cij(x) := {ci, cj}(x) is invertible for every x ∈ X and that the
Poisson bracket {·, ·}X on X corresponding to πX is given by the Dirac
bracket

{f, g}X =
(
{f̃ , g̃} −

∑
i,j

{f̃ , ci}cij{cj , g̃}
)∣∣∣

X
,

where f̃ , g̃ ∈ C∞(M) are any extensions of f, g ∈ C∞(X) to M and the cij

denote the entries of the inverse of the matrix (cij).

Notice that, in general, the inclusion (X, πX) ↪→ (M,π) of a Poisson
transversal is not a Poisson map — in other words, a Poisson transversal is
not a Poisson submanifold in the sense of Chapter 8. The following exercise
and example illustrate this difference.

Exercise 5.14. Show that if (S, ω) is a symplectic manifold, then for a Pois-
son transversal i : X ↪→ S the induced Poisson structure on X corresponds
to the symplectic structure i∗ω — see Exercise 5.3.

Example 5.15. Given a Poisson manifold (M,π), two commuting Poisson
vector field X,Y ∈ X(M,π), and a real number λ ∈ R, one obtains a Poisson
structure (see Problem 2.3) on M × R2 by setting

πλ := π +X ∧ ∂

∂t
+ Y ∧ ∂

∂s
+ λ

∂

∂t
∧ ∂

∂s
.

One finds that for any x0 ∈ R2, the submanifold

M �M × {x0} ⊂M × R2

is a Poisson transversal in (M × R2, πλ), provided λ �= 0. The induced
Poisson structure on M is

π − 1

λ
X ∧ Y ∈ X2(M).

The following proposition is a first indication that a Poisson transversal
captures the transverse Poisson geometry to the leaves.

Proposition 5.16. Let X be a Poisson transversal in a Poisson manifold
(M,π). Then, at any x ∈ X, the isotropy Lie algebras of (X, πX) and (M,π)
are isomorphic.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



5.2. The transverse Poisson structure to a leaf 91

Proof. This follows because a slice Y in (X, πX) at x will also be a slice in
(M,π) and the isotropy Lie algebra encodes the linearization of the Poisson
structure on the slice at x. �

Also related to the transverse geometry, one has the leaf space of the
Poisson manifold (M,π). It is defined as the set of leaves M/Fπ endowed
with the quotient topology. In general this is a very wild space. Still, given
a Poisson transversal X, Proposition 5.9 shows that one has an induced map

X/FπX →M/Fπ,

which can be used to probe the leaf space. Indeed, X/FπX can be much
simpler and the map has the following properties:

Proposition 5.17. The map X/FπX →M/Fπ is continuous and open. In
particular, if X intersects each leaf at most once, then X/FπX is homeo-
morphic to an open subspace of M/Fπ.

The proof is left to the reader and follows from the following version of
the Weinstein Splitting Theorem around Poisson transversals.

Exercise 5.18. LetX be a Poisson transversal in a Poisson manifold (M,π)
of codimension 2s. Show that for any point x ∈ X, there is a Poisson
diffeomorphism

χ : (U, π) ∼−→ (V, πcan)× (W,πX),

where U ⊂M is a neighborhood of x, V ⊂ R2s is an open set endowed with
the canonical Poisson structure πcan, and W ⊂ X is a neighborhood of x.

5.2. The transverse Poisson structure to a leaf

We saw in the previous section that any small enough slice to a symplectic
leaf is a Poisson transversal, and so it inherits a Poisson structure. We now
establish that any two germs of slices to the same symplectic leaf are Pois-
son diffeomorphic. Therefore, we obtain an important transverse Poisson
invariant associated to the symplectic leaf.

Theorem 5.19. Let (M,π) be a Poisson manifold, let S be a symplectic leaf,
and assume that X0 and X1 are slices to S at x0 and x1, respectively. Then
there exist open neighborhoods xi ∈ Vi ⊂ Xi, i ∈ {0, 1}, which are Poisson
transversals and which are isomorphic via a Poisson diffeomorphism

ψ : (V0, πV0)
∼−→ (V1, πV1) with ψ(x0) = x1.

We will present two different approaches to prove this theorem.
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Proof. We will show that there exists a Hamiltonian diffeomorphism (recall
Definition 1.11) φ : M → M , such that φ(x0) = x1, and V1 := φ(V0) ⊂ X1,
for some small neighborhood V0 ⊂ X0 of x0, which is a Poisson transversal.
Then φ restricts to a Poisson diffeomorphism between the induced Poisson
structure:

φ|V0 : (V0, πV0)
∼−→ (V1, πV1).

First, since x0 and x1 belong to the same leaf, we find a Hamiltonian dif-
feomorphism φ with φ(x0) = x1. Thus, by replacing X0 by the slice φ(X0)
through x1, we may assume that x0 = x1 = x.

Next, fix a splitting chart (O ⊂ R2s, πcan) × (W,πW ) centered at x.
Clearly, it is enough to prove the theorem assuming that X0 := {0} ×W
is one of the slices at x = (0, 0). The other slice X1 ⊂ M , because it is
transverse to O × {0} at x, it is given around x as the graph of a smooth
function

F : W → R2s, with F (0) = 0.

In other words, after shrinking W , we can assume that

X1 = {(F (w), w) : w ∈W} ⊂ R2s ×W.

Note that X0 and X1 can be joined by the smooth family of slices at x =
(0, 0):

Xt := {(tF (w), w) : w ∈W}, t ∈ [0, 1].

In order to conclude the proof, we construct a smooth family of functions
Ht ∈ C∞(M), t ∈ [0, 1], whose Hamiltonian flow φt

XH
:= Φt,0

XH
satisfies

(5.10) φt
XH

(x) = x and φt
XH

(V0) ⊂ Xt, ∀ t ∈ [0, 1],

where V0 ⊂ X0 is a small neighborhood of x. The second condition will hold
if we require that the vector field XHt +

∂
∂t on M × [0, 1] is tangent to the

submanifold
X̃ := {(u, t) : u ∈ Xt} ⊂M × [0, 1].

It is easy to see that this condition is equivalent to

(5.11) F (w)−XHt |it(w) ∈ Tit(w)Xt, ∀ (w, t) ∈W × [0, 1],

where it(w) = (tF (w), w) is the parameterization of Xt and F (w) ∈ R2s is
viewed as a constant vector.

As in Lemma 5.5, after shrinking W we may assume that the slice Xt

is in fact a Poisson transversal for all t ∈ [0, 1]. Then, we have a unique
decomposition:

F (w) = Tt(w) +Nt(w) ∈ Tit(w)Xt ⊕ (Tit(w)Xt)
⊥π .

Since π� : (Tit(w)Xt)
◦ ∼−→ (Tit(w)Xt)

⊥π is an isomorphism, we can write
uniquely

Nt(w) = π�(βt(w)), βt(w) ∈ (Tit(w)Xt)
◦.
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Under the splitting T ∗
it(w)(R

2s × W ) = T ∗
tF (w)R

2s × T ∗
wW elements in

(Tit(w)Xt)
◦ can be written as α − (tF )∗(α), with α ∈ T ∗

tF (w)R
2s ∼= R2s.

Thus, we can write

βt(w) = (αt(w),−(tF )∗(αt(w))), αt(w) ∈ R2s.

Choose a smooth family of functions Ht ∈ C∞
c (M) such that, around x, it

satisfies

Ht(u,w) := 〈αt(w), u− tF (w)〉, (u,w) ∈ R2s ×W.

It is easy to see that (dHt)it(w) = βt(w), and so XHt |it(w) = Nt(w); thus
(5.11) holds. Finally, since it(0) = (0, 0), it follows that Nt(0) = 0; thus
XHt vanishes at x, and so we also obtain the first condition from (5.10):
φt
XH

(x) = x. �

The second proof of Theorem 5.19 will be based on a Moser-type theorem
in Poisson geometry. To state this result, we introduce the following natural
equivalence relation for Poisson structures on a manifold.

Definition 5.20. Two Poisson structures π0 and π1 on a manifold
M are said to be gauge equivalent if they have the same leaves and
there is a closed 2-form B ∈ Ω2(M) such that for each leaf S the
symplectic forms ω0

S and ω1
S of π0 and π1 are related by

ω1
S − ω0

S = B|S .
We also say that π1 is the B-gauge transform of π0 and write
π1 = eBπ0.

Since a Poisson structure is uniquely determined by its symplectic fo-
liation, π1 is completely determined by π0 and B. The notation eBπ0 will
become clear in Section 7.1.

As in the first proof of Theorem 5.19, using Hamiltonian flows, we may
assume that both slices pass through the same point. Then the following
result shows that the induced Poisson structures are gauge equivalent:

Lemma 5.21. Let (M,π) be a Poisson manifold, let S be a symplectic leaf,
and assume that X0 and X1 are slices to S at x. Then, up to a Poisson
diffeomorphism, the germs of X0 and X1 at x are gauge equivalent through
an exact form B = dα: there exist neighborhoods Vi ⊂ Xi of x and a
diffeomorphism φ : V0

∼−→ V1 fixing x and such that φ∗πV0 = eBπV1 .

Proof. Consider a splitting chart (R2s, πcan) × (W,πW ) centered at x.
Clearly, it suffices to prove the result when one of the slices is X0 = {0}×W
and the other slice is given as the graph of a smooth function F : W → R2s:

X1 = {(F (w), w) : w ∈W} ⊂ R2s ×W, F (0) = 0.
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We use the diffeomorphisms φ1 : X1
∼−→W induced by the second projection.

Then it is clear that (φ0)∗(πX0) = πW , and we leave it as an exercise to check
that

(φ1)∗πX1 = eBπW , with B = F ∗ωcan. �

The proof of Theorem 5.19 is now reduced to a statement about gauge
equivalent Poisson structures through an exact 2-form. This is precisely
the context in which the usual Moser argument from symplectic geometry
(Theorem B.8) applies. We give here one Poisson version of Moser’s Lemma
and we will see other Poisson versions later.

Theorem 5.22 (Moser’s Lemma). Let M be a compact manifold, let
{πt}t∈[0,1] be a smooth path of Poisson structures on M , and assume that

πt = eBtπ0.

If Bt is trivial in cohomology,

Bt = dαt,

for a smooth family of 1-forms αt, then (M,π0) and (M,π1) are Poisson
diffeomorphic.

The proof is entirely identical to that of the usual Moser Lemma for
symplectic structures, so it is left as an exercise. The second proof of The-
orem 5.19 can now be completed by applying the obvious local version of
Theorem 5.22 — for the classical versions in symplectic geometry, see [29].

Definition 5.23. Let (M,π) be a Poisson manifold, and let S be a
symplectic leaf. The Poisson isomorphism class of any germ of a slice
X to S is called the transverse Poisson structure to S.

Example 5.24 (Transverse Poisson structure to a coadjoint orbit). Let
(g, [·, ·]) be a Lie algebra and consider the linear Poisson structure πg on g∗.
Note that a proper linear subspace is never a Poisson transversal since the
defining condition (5.3) can never hold at the origin 0 ∈ g∗.

If we fix ξ ∈ g∗, we can obtain a slice at ξ as follows. Denote by gξ the
isotropy Lie algebra at ξ for the coadjoint action:

gξ := {v ∈ g : ad∗v(ξ) = 0}.

Notice that the tangent space to the symplectic leaf through ξ, i.e., the
coadjoint orbit Oξ — see Example 4.22 — coincides with the annihilator of
gξ:

TξOξ = {ad∗v(ξ) : v ∈ g} = (gξ)
◦.
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Therefore, if c ⊂ g is any linear subspace complementary to gξ,

g = gξ ⊕ c,

then the affine space ξ + c◦ ⊂ g∗ is a slice at ξ.

In particular, an open neighborhood X of ξ in the affine space ξ + c◦ is
a Poisson transversal in (g∗, πg), whose germ at ξ represents the transverse
Poisson structure to the orbit Oξ. Examples show that the induced Poisson
structure πX need not be linear or even linearizable at ξ. However, we claim
the following:

(i) If the complement c satisfies [gξ, c] ⊂ c, then πX is an affine Poisson
structure equivalent to a linear one.

(ii) If the complement c is a Lie subalgebra, [c, c] ⊂ c, then πX is at
most quadratic, nonhomogenous, and it may fail to be linearizable.

For (i) we leave it as an exercise to check that the map

φ : X → g∗ξ , η �→ (η − ξ)|gξ ,

is a Poisson diffeomorphism between (X, πX) and an open neighborhood
around 0 in the linear Poisson manifold (g∗ξ , πgξ). On the other hand, (ii)
follows from an explicit computation using the Dirac bracket from Exercise
5.13 — see [128].

Exercise 5.25. Let g be the Lie algebra of a compact Lie group G. Show
that for every ξ ∈ g∗ there exists a linear subspace c ⊂ g such that

g = gξ ⊕ c and [gξ, c] ⊂ c.

In particular, the transverse Poisson structure to any coadjoint orbit of a
compact Lie algebra is linearizable.
Hint: g has an inner product (·, ·) such that

([u, v], w) + (v, [u,w]) = 0, ∀ u, v, w ∈ g.

5.3. Poisson maps and Poisson transversals

The relevance of Poisson transversals in Poisson geometry derives in part
from the fact that they behave functorially under pullbacks by Poisson maps.

Proposition 5.26. Let φ : (M,π) → (N, θ) be a Poisson map, and let
Y ⊂ N be a Poisson transversal. Then:

(i) φ is transverse to Y .

(ii) X := φ−1(Y ) is a Poisson transversal in M .

(iii) The restriction φ : (X, πX)→ (Y, θY ) is a Poisson map.
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Proof. Let x ∈ X and denote y := φ(x) ∈ Y . Since φ is a Poisson map,
Proposition 2.16 gives

(5.12) θ�(α) = dxφ
(
π�(φ∗(α))

)
, ∀α ∈ T ∗

yN.

This, together with the assumption that Y is a Poisson transversal, shows
that φ is transverse to Y :

TyN = TyY + θ�(T ∗
yN) = TyY + dxφ(TxM).

As a consequence, X is an embedded submanifold of M and

TxX = (dxφ)
−1(TyY ) and (TxX)◦ = φ∗((TyY )◦).

To show that X is a Poisson transversal, we verify (5.3). Let V ∈ TxM ,
and decompose dxφ(V ) = U + θ�(α), with U ∈ TyY and α ∈ (TyY )◦. Then
φ∗(α) ∈ (TxX)◦, and by (5.12), W := V − π�(φ∗(α)) is mapped by dxφ to
U . Hence W ∈ TxX and

V = W + π�(φ∗(α)) ∈ TxX + π�((TxX)◦).

This shows that (5.3) holds, so X is a Poisson transversal.

For α ∈ T ∗
y Y we denote by α̃ its unique extension to T ∗

yN that vanishes

on (TyY )⊥θ , and we use similar notations for elements in T ∗
xX. Since

dxφ((TxX)⊥π) = dxφ(π
�((TxX)◦)) = dxφ(π

�(φ∗((TyY )◦)))

= θ�((TyY )◦) = (TyY )⊥θ ,

it follows that φ∗(α̃) = φ̃∗(α), for α ∈ T ∗
y Y . Using this and the description

of the Poisson structure on a Poisson transversal (5.8), we find that for any
α ∈ T ∗

y Y

dxφ
(
π�
X(φ∗(α))

)
= dxφ

(
π�(φ̃∗(α))

)
= dxφ

(
π�(φ∗(α̃))

)
= θ�(α̃) = θ�Y (α).

This shows that φ restricts to a Poisson map. �

Example 5.27. As another application of Proposition 5.26, one can obtain
affine Poisson transversals inside a linear Poisson manifold. For this, let
(g, [·, ·]) be a Lie algebra, and let h ⊂ g be a Lie subalgebra. Assume that
(h∗, πh) has an open coadjoint orbit, and let ξ0 ∈ h∗ be a point in such an
orbit. Then {ξ0} is a Poisson transversal in h∗. By applying the proposition
to the restriction map g∗ → h∗, we obtain that the affine subspace

X := {ξ ∈ g∗ : ξ|h = ξ0}

is a Poisson transversal in (g∗, πg).

For example, if g contains a nonabelian Lie subalgebra of dimension 2,

h = Span{u, v}, [u, v] = u,
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then g∗ contains a Poisson transversal of codimension 2,

X := {ξ ∈ g∗ : ξ(u) = 1, ξ(v) = 0}.

A more interesting example can be obtain as follows. Let g = sl(k+1,R),
and let h be the subalgebra consisting of matrices of the form

A =

⎛⎜⎜⎝
a0 a1 . . . ak
0 0 . . . ak+1

. . . . . . . . . . . .
0 0 0 a2k

⎞⎟⎟⎠ , a0 = −a2k.

Then one can easily show that the element ξ0 ∈ h∗ defined by

ξ0(A) := ak

belongs to an open coadjoint orbit of h∗. The corresponding affine Poisson
transversal has codimension 2k and is a particular case of a Slodowy slice.
These are special types of Poisson transversals in duals of complex semi-
simple Lie algebra and play an important role in representation theory [73].

Exercise 5.28. For k = 2, calculate the induced Poisson structure on the

Poisson tranversal.

Example 5.29. Recall that the moment map μ : (S, ω)→ g∗ of any Hamil-
tonian G-space is a Poisson map. Hence, for any Poisson transversal X ⊂ g∗

the moment map μ is transverse to X and μ−1(X) is a Poisson transversal
in (S, ω), i.e., a symplectic submanifold. In particular, if X is a slice to a
coadjoint orbit, then μ−1(X) is a symplectic submanifold.

For example, one can take the Poisson transversals (Slodowy slices) dis-
cussed in the previous example to obtain symplectic submanifolds in any

SL(k + 1,R)-Hamiltonian space.

Problems

5.1. Let X be any submanifold of a Poisson manifold (M,π). Prove that

(TxX)⊥π = (TxX ∩ TxS)
⊥ωS , ∀x ∈ X,

where (S, ωS) is the symplectic leaf containing x.

5.2. Let (M,π) be a Poisson manifold, and letX ⊂M be a Poisson transver-
sal with induced Poisson structure πX . If f ∈ C∞(M) is a Casimir function
for (M,π), prove that f |X is a Casimir function for (X, πX).

5.3. Give a proof of Theorem 5.22 by mimicking the argument of the usual
Moser Lemma from symplectic geometry leafwise.
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5.4. Let (M,π) be a Poisson manifold, and let B ∈ Ω2(M) be a closed
2-form.

(a) Show that the bundle map I + B� ◦ π� : T ∗M → T ∗M is an isomor-
phism if and only if for every leaf (S, ωS) ∈ Fπ the 2-form ωS + B|S is
nondegenerate.

(b) If I+B�◦π� : T ∗M → T ∗M is an isomorphism, show that π has a gauge
transform πB = eBπ by B, given by

π�
B = π� ◦ (I +B� ◦ π�)−1.

5.5. Consider the product of two Poisson manifolds (S, ω)×(W,πW ), where
(S, ω) is a symplectic manifold and πW ∈ X2(W ) is a Poisson structure that
vanishes at some point w0. Show the following:

(a) For any smooth function F : W → S, the submanifold

X = {(F (w), w) : w ∈ U} ⊂ S ×W

is a Poisson transversal for some small neighborhood U ⊂W of w0.

(b) The projection

φ : X → U, (F (w), w) �→ w,

yields a Poisson diffeomorphism up to a gauge transformation; i.e.,

φ∗πX = eBπW , with B = F ∗ω.

5.6. Prove the following converse to Proposition 5.26: Let φ : (M,π) →
(N, θ) be a Poisson map, and let Y ⊂ N be a submanifold such that φ is
transverse to Y . If X := φ−1(Y ) is a Poisson transversal, then there is an
open set U containing φ(X) such that Y ∩ U is a Poisson transversal in
(N, θ).

5.7. Let (g, [·, ·]) be a Lie algebra, and let ξ ∈ g. Consider an affine slice
ξ + c◦ through ξ, i.e., c ⊂ g is a linear subspace such that g = gξ ⊕ c, and
let X ⊂ ξ + c◦ be a neighborhood of ξ which is a Poisson transversal. If c
satisfies the condition

[gξ, c] ⊂ c,

show that the translation is a Poisson map

φ : (X, πX)→ (g∗ξ , πgξ), η �→ (η − ξ)|gξ .

5.8. Let X be a Poisson transversal of (M,π).

(a) Show that X is co-orientable, i.e., that the line bundle
∧top ν(X) has a

nowhere vanishing section.
(Hint: The normal bundle ν(X) is canonically identified with (TX)⊥π .)

(b) Show that if M is orientable, then X is also orientable.
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5.9. Consider a smooth family {Xt}t∈[0,1] of closed embedded Poisson trans-
versals in (M,π). Moreover, assume that there exists a smooth family of
proper embeddings

i : X0 × [0, 1]→M, (x, t) �→ it(x),

such that Xt = it(X0). Consider also the submanifold

X̃ := {(x, t) : x ∈ Xt} ⊂M × [0, 1].

For each (x, t) ∈ X̃, since Xt is a Poisson transversal, we can write

d

dt
it(x0) = u(x, t) + π�(α(x, t)),

where x = it(x0), for unique u(x, t) ∈ TxXt and α(x, t) ∈ (TxXt)
◦.

(a) Prove that there exists a smooth function H ∈ C∞(M× [0, 1]) such that

H|
X̃

= 0 and dH|
X̃

= α.

(b) Prove that the flow of the time-dependent Hamiltonian vector field XHt ,

defined as a map Φt,s
XH

: M t,s →M , where M t,s ⊂M is an open subset,

satisfies Φt,s
XH

(Xs ∩M t,s) ⊂ Xt.

(c) Deduce the following result: if {Xt}t∈[0,1] is a smooth family of compact
Poisson transversals in a Poisson manifold (M,π), then there exists a
Hamiltonian diffeomorphism Φ ∈ Ham(M,π) such that Φ(X0) = X1.

(Hint: Look at the proof of Theorem 5.19.)
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Chapter 6

Symplectic
Realizations

We have seen in previous chapters that Poisson structures can exhibit com-
plex behavior: the symplectic foliation can be complicated, leaves wrapping
around each other or having different dimensions, singular leaves can have
nonabelian isotropy, the symplectic form can vary from leaf to leaf, etc. One
possible way around these difficulties is to exhibit the Poisson manifold as
some kind of “quotient” of a symplectic manifold. In this chapter, we start
discussing such symplectic realizations of Poisson manifolds.

6.1. Definition

Definition 6.1. A symplectic realization of a Poisson manifold
(M,π), denoted

μ : (S, ω)→ (M,π),

consists of

• a symplectic manifold (S, ω),
• a surjective submersion μ : S →M which is a Poisson map.

Of course, μ is a Poisson map from S endowed with the nondegenerate
Poisson structure πω obtained by inverting ω. As in Proposition 2.16, this
can be expressed as the equation

(6.1) π� = (dμ) ◦ π�
ω ◦ (dμ)∗ (π�

ω = (ω�)−1)

101
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102 6. Symplectic Realizations

or equivalently as the commutativity of the diagram

TpS

ω�

��

dμ �� TxM

T ∗
pS

π�
ω

		

T ∗
xM

π�

��

(dμ)∗
��

for all p ∈ S, where x := μ(p).

We will show later that any Poisson manifold admits a symplectic real-
ization. Note that given a symplectic realization μ : (S, ω) → (M,π) one
can produce more examples of symplectic realizations of the same Poisson
manifold by taking products with other symplectic manifolds (S′, ω′): the
projection

(S × S′, ω ⊕ ω′)→ (M,π), (p, p′) �→ μ(p),

is still a Poisson map, and hence it is also a symplectic realization. This
shows that symplectic realizations are far from unique.

Symplectic realizations can be restricted to Poisson transversals:

Proposition 6.2. If μ : (S, ω)→ (M,π) is a symplectic realization then for
any Poisson transversal X of M , SX := μ−1(X) is a symplectic submanifold
and μ restricts to a symplectic realization μ : (SX , ω|SX

)→ (X, πX).

Proof. The proposition is an immediate consequence of the following:

- Poisson transversals of symplectic manifolds are the same as sym-
plectic submanifolds (see Exercise 5.3),

- Poisson transversals behave functorially with respect to Poisson
maps (see Proposition 5.26). �

The actual search for explicit realizations is very interesting and by no
means trivial, even in the simplest cases. This will be illustrated in the next
section with several examples. For now, we observe that S cannot be “too
small”:

Lemma 6.3. If (S, ω) is a symplectic realization of (M,π), then

dim(S) ≥ 2 dim(M)− rankπx, ∀ x ∈M.

In particular, if π vanishes at some point, then dim(S) ≥ 2 dim(M).

Proof. Let p ∈ S, and let x = μ(p). By the Poisson condition (6.1), we

have that π�
ω ◦ (dpμ)∗ maps Kerπ�

x to Ker dpμ. Since this map is injective,
we obtain the inequality from the statement

dim(M)− rank πx = dim(Kerπ�
x) ≤ dim(Ker dpμ) = dim(S)− dim(M). �
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Remark 6.4 (Lie’s function groups). Poisson structures already appeared
in Sophus Lie’s work, in the nineteenth century. Lie was interested in un-
derstanding (pseudo)groups of contact transformations. He worked on the
phase space R2n and reasoned infinitesimally. For him, the analogue of the
group-like property — closed under composition — was then expressed as
an infinitesimal property that made use of the canonical Poisson bracket
on R2n. This led Lie to the discovery of his function groups. By these
he meant a collection {φ1, . . . , φr} of functionally independent smooth func-
tions, depending on (q, p) ∈ R2n, with the property that the canonical Pois-
son brackets {φi, φj}can are of type

(6.2) {φi, φj}can = wij(φ1, . . . , φr),

for some smooth functions wij depending on r variables. More generally,
one says that a function φ = φ(q, p) belongs to the function group generated
by the collection {φ1, . . . , φr} and writes φ ∈ F(φ1, . . . , φr) if it is of type
f(φ1, . . . , φr). In other words, a function group is a subspace

F ⊂ C∞(R2n)

with the property that it is closed under the canonical Poisson bracket,

φ, ψ ∈ F =⇒ {φ, ψ}can ∈ F ,

and such that F is functionally generated by r functionally independent
functions φ1, . . . , φr. An immediate remark is that the functions wij must
be the coefficients of a Poisson bracket on Rr. Packing things together, a
function group induces a Poisson bracket {·, ·}w on Rr and we deal with a
submersion

μ = (φ1, . . . , φr) : R
2n → Rr

that is a Poisson map. Lie also considered the converse problem of recon-
structing the function group F ⊂ C∞(R2n) out of w, and this is precisely
the problem of building a symplectic realization. Therefore, in its local ver-
sion but in full generality, the problem of existence of symplectic realizations
goes all the way back to the work of Lie.

6.2. Examples

In view of the submersion theorem, the problem of finding a symplectic
realization takes the following form locally. Given a Poisson structure π in
local variables (x1, . . . , xm) with brackets,

{xi, xj} = πij(x),

one needs to define new brackets,

{xi, ua} = θia(x, u), {ua, ub} = ϕab(x, u),
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which are smooth functions in (x, u) = (x1, . . . , xm, u1, . . . , un), such that

Π =
∑
i<j

πij(x)
∂

∂xi
∧ ∂

∂xj
+

∑
i,a

θia(x, u)
∂

∂xi
∧ ∂

∂ua
+

∑
a<b

ϕab(x, u)
∂

∂ua
∧ ∂

∂ub

is nondegenerate and a Poisson structure. We will give several examples
which will reveal the rich geometry behind this problem.

Example 6.5 (Zero Poisson structures). One of the simplest examples is
M = R2 with the trivial (zero) Poisson structure

{x, y} = 0.

A simple way to obtain a symplectic realization is by adding two variables
(u, v) and by taking the nondegenerate Poisson structure defined by

{x, u} = 1, {y, v} = 1, {u, v} = 0.

We are led to discover the canonical symplectic structure ωcan on R4 as a
symplectic realization together with μ(x, y, u, v) = (x, y).

We can slightly modify this example to obtain a symplectic realization
with compact fibers. Namely, we form the quotient of the fibers by Z2,

μ : (R2 × T2, ω)→ (R2, 0),

where μ(x, y, φx, φy) = (x, y) and ω = dφx ∧ dx+ dφy ∧ dy.

More generally, if we consider the zero Poisson structure on an arbitrary
manifold M , a symplectic realization is given by the cotangent bundle T ∗M
endowed with the canonical symplectic structure and the bundle projection:

(6.3) μ : (T ∗M,ωcan)→ (M, 0).

Exercise 6.6. Show that (6.3) is indeed a Poisson map.

A more interesting story reveals itself when one looks for proper sym-
plectic realizations. As in the case of R2, we modify the above example by
taking a quotient of T ∗M which makes the fibers of μ compact. For this,
we consider a lattice on M :

Λ ⊂ T ∗M.

By this we mean that Λ =
⋃

x∈M Λx with the following:

- For each x ∈ M , a discrete subgroup Λx of T ∗
xM of rank m =

dimM . In particular Λx � Zm. Such a subgroup of a vector space
V is called a lattice in the vector space V .

- The family {Λx}x∈M varies smoothly, in the sense that every x ∈M
has a neighborhood U on which there exist 1-forms α1, . . . αm ∈
Ω1(U) such that, for all y ∈ U , α1|y, . . . αm|y forms a Z-basis of the
abelian group Λy.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



6.2. Examples 105

Given such a lattice one can form the quotient

TΛ := T ∗M/Λ,

which will be a fiber bundle over M with fibers the tori T ∗
xM/Λx.

Exercise 6.7. Prove the following:

(a) A lattice Λ ⊂ T ∗M induces a flat connection ∇Λ on the vector bun-
dle T ∗M such that its local flat sections are R-linear combinations
of local sections in Λ.

(b) The 2-sphere S2 does not admit a lattice.
(Hint: S2 is simply connected.)

For a lattice Λ on M , the induced projection μΛ : TΛ → M is a proper
map. For ωcan to descend to a 2-form on the bundle TΛ, one needs another
condition on Λ:

Proposition 6.8. Consider a lattice Λ ⊂ T ∗M , and let p : T ∗M → TΛ be
the projection. There exists a 2-form

ωΛ ∈ Ω2(TΛ)
such that p∗ωΛ = ωcan if and only if any local section of Λ is a closed 1-form.

Proof. Note that both conditions are local. Therefore, we may restrict to
connected open subsets U ⊂ M on which there exist linearly independent
1-forms α1, . . . , αm that form a basis for Λx for any x ∈ U . Then the action

Zm × T ∗U → T ∗U, (k1, . . . , km) · α = α+ k1α
1 + · · ·+ kmαm,

is free and proper and TΛ|U = T ∗U/Zm.

We have that ωcan descends to TΛ|U , i.e., there exists ωΛ ∈ Ω2(TΛ|U )
such that p∗ωΛ = ωcan, if and only if ωcan is Zm-invariant. Note that

(k1, . . . , km)∗ωcan = ωcan +

m∑
i=1

ki(α
i)∗ωcan = ωcan −

m∑
i=1

kidα
i.

Thus ωcan is Zm-invariant if and only if the 1-forms
∑m

i=1 kiα
i are closed, for

(k1, . . . , km) ∈ Zm. Since these are all section of Λ|U , the claim follows. �

A lattice Λ ⊂ T ∗M has the property that all its local sections are closed
if and only if Λ is locally spanned by closed 1-forms. Such a lattice is called
an integrable lattice. Here are other characterizations of such lattices:

Exercise 6.9. Let Λ ⊂ T ∗M be a lattice. Denote by ∇Λ the connection on
TM dual to the connection on T ∗M from Exercise 6.7. Also denote by Λ∨

the dual lattice on TM :

Λ∨
x := {X ∈ TxM : α(X) ∈ Z, ∀α ∈ Λx}.
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Show that the following are equivalent:

(a) Λ is an integrable lattice.

(b) The Lie bracket of any two local sections of Λ∨ is zero.

(c) ∇Λ is torsion-free.

(d) Λ is a Lagrangian submanifold of (T ∗M,ωcan).

We will see in Section 12.7 that integrable lattices codify integral affine

structures on a manifold.

Example 6.10 (Constant Poisson structures). Consider the constant Pois-
son structure on R3 with structure functions

{x, y} = 1, {y, z} = 1, {z, x} = 1.

We look for 4-dimensional, constant symplectic realizations. We introduce a
new variable u and extend the previous Poisson brackets by constant ones:

{x, u} = a, {y, u} = b, {z, u} = c.

We only need to ensure nondegeneracy, which holds as long as a+ b+ c �= 0.

More generally, consider a constant Poisson structure on a vector space
V , given by a bivector

πV ∈
2∧
V,

interpreted as a constant bivector field on V as in Subsection 2.4.5. Of
course, we may assume that V = Rn, but it is instructive to have a coordinate-
free discussion. As in the 3-dimensional case, we look for a constant sym-
plectic realization

μ : (Ṽ , ωṼ )→ (V, πV ),

i.e., Ṽ is a vector space endowed with a nondegenerate 2-form ω
Ṽ
∈

∧2 Ṽ ∗,

whose inverse is a constant bivector π
Ṽ
∈

∧2 Ṽ . In the case of the zero
bivector πV = 0, the previous discussion shows that we can take

T ∗V := V ⊕ V ∗, with ωcan ((v, α), (w, β)) = β(v)− α(w),

and μ the projection onto the first factor.

For the general case, we can use Proposition 2.24: πV is encoded by the

subspace W := π�
V (V

∗) and a nondegenerate 2-form ωW ∈
∧2W ∗ given by

ωW (π�
V α, π

�
V β) = −πV (α, β).

Hence, if we choose a complement C to W in V , we have

(V, πV ) = (W,ω−1
W )× (C, 0),

and one obtains the desired symplectic realization as a product:

(Ṽ , ω
Ṽ
) := (W,ωW )× (T ∗C, ωcan).
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Hence, Ṽ = V ⊕C∗, with μ the projection onto the first factor. For instance,
in the example we started with, W is the hyperplane of R3 given by the
equation x+ y + z = 0 and the choice of the constants a, b, c there encoded
the choice of a complement C.

Notice that if we don’t insist on constructing a symplectic realization of
minimal dimension, we can find a natural symplectic realization of double
dimension. Namely, we now consider the symplectic manifold S = V ⊕ V ∗

with symplectic form

ω((u, ξ), (v, η)) = 〈u, η〉 − 〈v, ξ〉+ πV (ξ, η),

where (u, ξ), (v, η) ∈ V ⊕ V ∗ and the Poisson map μ is the projection to V .

Exercise 6.11. Show that one can choose canonical coordinates so that
this symplectic realization becomes

μ :
(
R2n,

n∑
i=1

dpi ∧ dqi
)
→ (Rn, πV ), μi(q, p) = qi − 1

2

n∑
j=1

πij
V pj .

Example 6.12 (LV-type Poisson structures). Let us now turn to the qua-
dratic Poisson structures of LV-type of Example 1.28. We start by looking
in dimension 2 and consider the quadratic Poisson structure on R2:

{x, y} = xy.

Again, a symplectic realization can be found by adding two new variables:

{u, v} = uv, {x, u} = 1, {y, v} = 1, {x, v} = −xv, {y, u} = yu.

This defines a nondegenerate Poisson structure on R4 for which the projec-
tion μ(x, y, u, v) = (x, y) is Poisson and with corresponding symplectic form
given by

(6.4) ω = d(xu) ∧ d(yv)− dx ∧ du− dy ∧ dv.

Exercise 6.13. Show that this Poisson bracket admits the following sym-
metries:

(a) A Poisson automorphism of order 4:

(x, y, u, v) �→ (−u,−v, x, y).

(b) An anti-Poisson involution:

(x, y, u, v) �→ (−v,−u,−y,−x).

(c) An anti-Poisson involution:

(x, y, u, v) �→ (xeyv, ye−xu,−ue−yv,−vexu).

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



108 6. Symplectic Realizations

Exercise 6.14. Check that the map μ : R4 → R2 given by

(x, y, u, v) �→ (xeyv, ye−xu)

is a symplectic realization of {x, y} = −xy, where R4 is equipped with the
symplectic structure (6.4).

Note that, for each a ∈ R, the Poisson structure

{x, y} = a xy

admits a symplectic realization μ : R4 → R2, (x, y, u, v) �→ (x, y), with

(6.5) {u, v} = auv, {x, v} = −a xv, {y, u} = a yu, {y, v} = {x, u} = ε,

for each nonzero value of the parameter ε — at ε = 0 we obtain a nonsym-
plectic Poisson structure. The corresponding symplectic form is

ω =
1

ε2
(
ad(xu) ∧ d(yv)− εdx ∧ du− εdy ∧ dv

)
.

Moving now to arbitrary dimension, consider a general LV-type Poisson
structure on Rn, determined by the skew-symmetric matrix A = (aij):

{xi, xj} = aijxixj.

On the open set Rn
>0 we can obtain a symplectic realization of any such

quadratic Poisson structure by first making the change of coordinates xi =

ex̃
i
, which transforms the bracket into the constant Poisson bracket

{x̃i, x̃j} = aij ,

and then use the theory for constant Poisson structures. For instance, we
can obtain a symplectic realization of double dimension, as in Exercise 6.11
— in which case we recover the formulas of Exercise 1.31. We can also
obtain a symplectic realization of minimal dimension μ : R2k → Rn

>0, where
2k = 2n− rankA.

If we want a symplectic realization on the whole of Rn, the minimal di-
mension is 2n. One can find such a realization by duplicating the number of
variables. The projection R2n → Rn, (x, u) �→ x, is a symplectic realization
if we equip R2n with the nondegenerate Poisson bracket

{xi, xj} = aijxixj , {ui, uj} = aijuiuj ,(6.6)

{xi, uj} = −aijxiuj (i �= j), {xi, ui} = 1.

We will see later that this symplectic realization has a deep geometric
relationship with the original Poisson structure.

Exercise 6.15. Check that the bracket (6.6) satisfies the Jacobi identity

and is nondegenerate. Find the corresponding symplectic form.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



6.2. Examples 109

Example 6.16 (Quadratic Poisson structures on R2). We can also use the
discussion in the previous example to treat quadratic — not necessarily of
LV-type — Poisson structures on R2. For example, consider the Poisson
structure

{x, y} = x2 + y2.

The Poisson geometry of this structure is quite different from the one in the
previous example — think about its singular locus! However, one can take
advantage of its algebraic nature using the basic identity

x2 + y2 = (x+ iy)(x− iy).

This suggests considering the symplectic realization (6.5) and rebaptizing
the coordinates to z1, z2, ξ1, ξ2, so that (6.5) becomes

{z1, z2} = a z1z2, {z1, ξ1} = ε, {z2, ξ1} = a z2ξ1,

{ξ1, ξ2} = a ξ1ξ2, {z1, ξ2} = −a z1ξ2, {z2, ξ1} = ε.

The constants a and ε are still to be chosen. We would like to add to x
and y new variables u and v to build a symplectic realization. So we now
proceed formally and assume that all the variables involved (x, u, z1, ξ1, . . . )
are complex. This allows us to postulate the following relations between
them, which we view as a simple complex change of coordinates:

z1 = x+ iy, z2 = x− iy, ξ1 = u+ iv, ξ2 = u− iv.

If we compute the Poisson brackets involving x, y, u, v using the previous
relations, we see that we should set a = −2i. We obtain

{x, y} = x2 + y2, {x, u} = ε

2
+ (xv − yu), {y, u} = (yv + xu),

(6.7)

{u, v} = u2 + v2, {x, v} = −(yv + xu), {y, v} = −ε

2
+ (xv − yu).

One can check directly that, indeed, this defines a symplectic realization of
the original Poisson structure.

Such a trick will not work for a general Poisson structure on R2:

{x, y} = πxy.

If we look for a symplectic realization with projection μ : R4 → R2 and
Poisson bracket,

{x, y} = πxy, {x, u} = πxu, {y, u} = πyu,

{u, v} = πuv, {x, v} = πxv, {y, v} = πyv,

we need π ∧ π �= 0. For this, we make the ansatz

(6.8) πuvπxy + πxvπyu − πxuπyv = c,
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with c ∈ R a nonzero constant. The corresponding 2-form will be given by

ω =
1

c
(−πuvdx ∧ dy − πxydu ∧ dv + πyvdx ∧ du

−πyudx ∧ dv − πxvdy ∧ du+ πxudy ∧ dv) .

This is a relatively simple formula, e.g., polynomial, if π is polynomial. Also,
the Poisson condition amounts to dω = 0; i.e.,

∂πuv
∂u

+
∂πyv
∂y

+
∂πxv
∂x

= 0,
∂πyx
∂x

+
∂πyv
∂v

+
∂πyu
∂u

= 0,

∂πvu
∂v

+
∂πyu
∂y

+
∂πxu
∂x

= 0,
∂πxy
∂y

+
∂πxv
∂v

+
∂πxu
∂u

= 0.

Hence, starting with a quadratic — or, more generally, polynomial —
function πxy, one can look for polynomial functions πxu, πxv, πyu, πyv, and
πuv satisfying the algebraic equation (6.8) and then replace them in this
linear system of PDEs. The nature of equation (6.8) is such that it already
gives an indication of the unknown functions.

For example, for the realization of πxy = x2 + y2 that we have seen
above, (6.8) becomes

(x2 + y2)πuv + πxvπyu − πxuπyv = 1,

and we have found the solutions πuv = u2 + v2, πyu = yv + xu = −πxv,
πxu = −1 + xv − yu, and πyv = 1 + xv − yu.

Here are a couple of other examples:

• {x, y} = x2 − y2 for which we find the symplectic realization

{x, y} = x2 − y2, {x, u} = 1− (xv − yu), {y, u} = xu− yv,

{u, v} = u2 − v2, {x, v} = −xu+ yv, {y, v} = 1 + (xv − yu),

with the corresponding symplectic form

ω =(u2 − v2)dx ∧ dy + (x2 − y2)du ∧ dv − (1 + xv − yu)dx ∧ du

+ (xu− yv)dx ∧ dv + (−xu+ yv)dy ∧ du− (1− xv + yu)dy ∧ dv.

• {x, y} = x2 for which we find the symplectic realization

{x, y} = x2, {x, u} = 1 + xv, {y, u} = xu+ yv,

{u, v} = v2, {x, v} = 0, {y, v} = −1 + xv,

with the corresponding symplectic form

ω =− v2dx ∧ dy − x2du ∧ dv + (−1 + xv)dx ∧ du

− (xu+ yv)dx ∧ dv + (1 + xv)dy ∧ dv.
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6.3. Symplectic realizations of linear Poisson structures

You may have noticed that we left out the case of linear Poisson structures
in the list of examples in the previous section. On the one hand, finding
symplectic realizations of linear Poisson structures will give us fundamental
geometric insight that will eventually lead us to the solution of the general
problem of building symplectic realizations. On the other hand, unlike other
cases, in the linear case we do have a complete solution to this problem. For
both of these reasons, we devote this entire section to this case.

In order to get some intuition, let us consider first the linear Poisson
structure on R2 associated with the nonabelian, 2-dimensional Lie algebra
g = aff(1,R):

{x, y} = x.

Since the Poisson structure vanishes at the origin, the smallest possible
dimension of a symplectic realization is 4. So we consider the map

(6.9) μ : R4 → R2, (x, y, u, v) �→ (x, y),

and look for a nondegenerate Poisson bracket on R4 for which μ is a Poisson
map. To find a solution, we make a simple ansatz : the only nonzero struc-
ture functions are {x, y} = x (a must), {y, v} = 1 (as above), and {x, u} = φ
(a function to be determined). Then one finds that the Jacobi identity is
satisfied if φ = e−v and so one obtains the following Poisson bracket on R4:

{x, y} = x, {x, u} = e−v, {y, v} = 1, {x, v} = {y, u} = {u, v} = 0.

A straightforward computation shows that the underlying bivector is non-
degenerate and the corresponding symplectic form is

(6.10) ω = ev (du ∧ dx+ xdu ∧ dv) + dv ∧ dy.

Observe that the symplectic form on R4 = R2 × R2 can be written as

(6.11) ω = −d (xθ1 + yθ2) ,

where θ1 = evdu, θ2 = dv. These form a coframe on R2 and satisfy

(6.12) dθ1 = −θ1 ∧ θ2, dθ2 = 0.

Exercise 6.17. Let {θ1, θ2} be a coframe on a 2-manifold N that satisfies
the structure equations (6.12). Show that μ : R2 × N → R2 with the
form (6.11) defines a symplectic realization of the linear Poisson structure
{x, y} = x.

Exercise 6.18. Let G be a Lie group with Lie algebra g = aff(1,R). Let
{e1, e2} be a basis of g such that

[e1, e2] = e1.
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Identify e1 and e2 with left-invariant vector fields on G and denote by θ1
and θ2 the dual left-invariant 1-forms

θi(e
j) = δji .

Show that the coframe {θ1, θ2} on G satisfies the structure equations (6.12).

Let us consider another concrete example of a linear Poisson structure,
before dealing with the general case. Namely, consider the linear Poisson
structure on R3 associated with the Lie algebra su(2) � so(3,R):

{x1, x2} = x3, {x2, x3} = x1, {x3, x1} = x2.

Analogous to the previous 2-dimensional example, assume that we can find a
3-dimensional manifold N with a coframe {θ1, θ2, θ3} satisfying the structure
equations:

(6.13) dθ1 = −θ2 ∧ θ3, dθ2 = −θ3 ∧ θ1, dθ3 = −θ1 ∧ θ2.

Then we have the symplectic manifold

S := N × R3, ω := −d
(
x1θ1 + x2θ2 + x3θ3

)
∈ Ω2(S)

and the projection μ : S → R3 is easily seen to be a symplectic realization
of the linear Poisson bracket above. The next exercise shows that one can
take N = S3, so obtaining a proper symplectic realization μ : S3×R3 → R3.

Exercise 6.19. Let N = S3 ⊂ R4 be the 3-sphere u2 + v2 + s2 + t2 = 1.
Consider the following 1-forms on S3:

θ1 := −vdu+ udv + tds− sdt,

θ2 := −sdu− tdv + uds+ vdt,

θ3 := −tdu+ sdv − vds+ udt.

Check that this is a coframe satisfying the structure equations (6.13). More-
over, show that under the identification SU(2) � S3 this coframe is formed
by left-invariant 1-forms.

The previous two examples show that in the search for a symplectic
realization of (g∗, πg) one is inevitably led to the problem of integrating the
Lie algebra g to a Lie group G. We have already mentioned that Sophus
Lie’s search for a function group associated to a Poisson structure on Rn is
tantamount to the problem of finding a symplectic realization (see Remark
6.4). Lie was especially interested in the linear case, but because at his time
the abstract concept of Lie group was not available, even that was hard to do
explicitly, as it amounts to integrating a Lie algebra. In modern language,
one needs to find a G-Hamiltonian space

μ : (M,ω)→ g∗
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for which the moment map μ is a submersion or, equivalently, for which
the infinitesimal action is free — see the correspondence in Example 1.35.
One can further narrow down the search by looking for Hamiltonian spaces
which are cotangent lifts in the sense of Example B.17,

μ : (T ∗N,ωcan)→ g
∗.

Since we would like the G-action on N to be free and proper, the most
natural choice is N = G with the left action by right translations (see
Example B.21):

A : G×G→ G, (g, h) �→ hg−1.

In this case one finds the symplectic realization

(6.14) μ : (T ∗G,ωcan)→ (g∗, πg), μ(α) := L∗
gα, α ∈ T ∗

gG.

Let us try to be more explicit, by avoiding the use of Lie groups, and
experience some of the difficulties that Lie faced. Using left translations, we
obtain the identification

(6.15) l : T ∗G ∼−→ G× g∗, T ∗
gG � α �→ (g, L∗

gα),

under which the lifted cotangent action becomes

Ã : G× (G× g
∗)→ G× g

∗, (g, (h, α)) �→ (hg−1,Ad∗g α)

and the moment map, i.e., the symplectic realization, becomes the projection

(6.16) prg∗ : (G× g∗, l∗ωcan)→ g∗.

This agrees with what we saw above, where we tried to enlarge our Poisson
spaces (the space g∗) by adding extra variables (the G-term). In order to
explain the formula we found for the symplectic form, we recall the left-
invariant Maurer-Cartan form on the Lie group — see Section A.1:

θG ∈ Ω1(G, g), θG(v) = dLg−1(v), v ∈ TgG.

Then we can regard θG as a 1-form on G× g∗ as follows:

θ̃G|(g,ξ) := 〈ξ, θG|g ◦ dprG〉 ∈ T ∗
(g,ξ)(G× g∗).

We have the following:

Lemma 6.20. The 1-form θ̃G ∈ Ω1(G×g∗) is related to the Liouville 1-form
θL ∈ Ω1(T ∗G) by

(6.17) l∗(θL) = θ̃G.

Proof. Let α ∈ T ∗
gG. From the definitions, we have that

l∗(θ̃G)|α = 〈L∗
g(α), θG|g ◦ dprG ◦dl〉

= 〈L∗
g(α), dLg−1 ◦ dp〉 = α ◦ dp = θL|α,

where p : T ∗G→ G denotes the projection. �
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To write this more explicitly, let {e1, . . . , en} be a basis of g. Then

θ̃G =
n∑

k=1

xk θk ∈ Ω1(G× g∗),

where the θk are the components of the Maurer-Cartan form θG =
∑

k θk ⊗
ek and the xk are the linear coordinates on g∗ relative to the fixed basis
— strictly speaking, the pullbacks along the projections G × g∗ → G and
G × g∗ → g∗, respectively. Therefore, using the Maurer-Cartan equation
(see (A.4)),

dθG +
1

2
[θG, θG] = 0,

we obtain the following explicit formula for the symplectic realization of the
linear Poisson structure:

l∗(ωcan) = l∗(−dθL) = −
∑
k

dxk ∧ θk +
1

2

∑
ijk

xk c
k
ij θi ∧ θj .

Actually, the previous discussion relies only on the Maurer-Cartan form
or, more precisely, on the Maurer-Cartan equation. This type of form and
equations can be found in other parts of geometry under the following more
general version:

Definition 6.21. A Maurer-Cartan form on a manifold N with
values in a Lie algebra g is any 1-form θ ∈ Ω1(N, g) satisfying:

(6.18) dθ +
1

2
[θ, θ] = 0.

We call θ a strict Maurer-Cartan form if it is a pointwise isomor-
phism.

Note that in (6.18) we are using the convention that the Lie bracket of
θ, η ∈ Ω1(N, g) is the g-valued 2-form [θ, η] ∈ Ω2(N, g) defined by

[θ, η](X,Y ) = [θ(X), η(Y )]− [θ(Y ), η(X)], X, Y ∈ X(N).

The condition that θ is strict means that θx : TxN → g is a linear
isomorphism at each x ∈ N . In a basis {ek} of g, we can write

(6.19) θ = θ1 ⊗ e1 + · · ·+ θn ⊗ en, with θi ∈ Ω1(N),

and then (6.18) amounts to the explicit set of equations (A.4).

Exercise 6.22. Consider an n-dimensional Lie algebra g with basis {ek}
and an n-dimensional manifold N . For θ =

∑
k θk ⊗ ek ∈ Ω1(N, g) let

θ̃ =
n∑

k=1

xk θk ∈ Ω1(N × g∗),
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where the (xk) are the coordinates on g∗ induced by the fixed basis. Show
that

prg∗ : (N × g∗,−dθ̃)→ (g∗, πg)

is a symplectic realization if and only if θ is a strict Maurer-Cartan element.

To eliminate completely the reference to the Lie group, one observes
that there is an explicit well-known formula — see, e.g., [61] or [138] —
for the pullback of the Maurer-Cartan form θG via the exponential map
exp : g→ G; namely,

(exp∗θG) (v) =

∫ 1

0
e−t advdt.

In this formula, the right-hand side is a linear map Lin(g, g). Using the
canonical identification Tvg � g, we interpret it as a linear map Tvg → g.
This leads to a formula for the pullback of l∗(θL) under the map (exp×Id) :
g× g∗ → G× g∗; namely,

(6.20) Θ = (exp×Id)∗l∗(θL), Θ(v,ξ)(w, η) =

∫ 1

0
ξ(e−t advw)dt.

Hence, we obtain a symplectic realization if we restrict prg∗ : g× g∗ → g∗ to
an open neighborhood of {0} × g∗ where the exponential map is injective.
This was precisely the type of solutions found by Sophus Lie.

Exercise 6.23. Show that the resulting symplectic form ω = −dΘ on g×g∗
can be written in the form

(6.21) ω = −
∫ 1

0

(
φ−t

)∗
ωcan dt

where

φt(v, ξ) = (v, e−t ad∗vξ) = (v, φt
Xfv

(ξ))

is the Hamiltonian isotopy associated with f−v : g∗ → R, ξ �→ −ξ(v), and
ωcan is the canonical symplectic form on T ∗g∗ = g× g∗:

ωcan((v1, ξ1), (v2, ξ2)) = 〈ξ1, v2〉 − 〈ξ2, v1〉,

for (vi, ξi) ∈ g⊕ g∗ � T(v,ξ)(g× g∗).

Remark 6.24. The Maurer-Cartan form θG ∈ Ω1(G, g) of a Lie group is
not only the basic example but also the universal one: any Maurer-Cartan
form θ ∈ Ω1(N, g) arises, at least locally, as the pullback of θG via a smooth
map from N to G. Moreover, when θ is strict and one fixes an “origin”
e ∈ N , then one can show that a neighborhood of e inherits a local Lie
group structure with Lie algebra g.
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Example 6.25 (Affine Poisson structures). A slight twist of the previous
discussion on linear Poisson structures allows us to treat affine Poisson struc-
tures. Recall from Subsection 2.4.7 that each such structure is associated to
a Lie algebra g together with a 2-cocycle λ. Their symplectic realizations
are related to the notion of weak G-Hamiltonian space: such a space,
like an ordinary Hamiltonian space, has a moment map

μ : (S, ω)→ g∗

but one gives up on the condition that μ is G-equivariant — and similarly
for the notion of weak g-Hamiltonian space.

At the infinitesimal level, the failure of G-equivariance for a weak Hamil-
tonian space means that the expressions

La(u)μv − μ[u,v] ∈ C∞(S) (u, v ∈ g)

may be nonzero. However, the moment map condition implies the following:

- The differential of these functions is zero.

- These expressions are antisymmetric in u and v.

Therefore, assuming that S is connected, we obtain a bilinear map

(6.22) λ : g× g→ R, λ(u, v) := La(u)μv − μ[u,v].

We leave it as an exercise to show the following:

(a) λ is a 2-cocycle.

(b) μ becomes a Poisson map when g∗ is endowed with the affine Pois-
son structure πg,λ associated to λ.

(c) Conversely, given a 2-cocycle λ on the Lie algebra g and a Poisson
map μ : (S, ω)→ (g∗, πg,λ), one has an induced infinitesimal action
of g on S turning it into a weak g-Hamiltonian space.

Returning to the question of finding symplectic realizations for the affine
Poisson structure associated to (g, λ), one is faced with the problem of find-
ing weak Hamiltonian G-spaces for which the induced 2-cocycle on g is
precisely λ and μ : (S, ω) → g∗ is a submersion. For that we can consider
the central extension g̃λ = g⊕R associated with λ — as in Subsection 2.4.8
— for which we already know how to construct a symplectic realization:

μ̃ : (S̃, ω̃)→ g̃∗λ.

It is straightforward to check that the inclusion

(g∗, πg,λ) ↪→ (g̃∗λ, πg̃λ), ξ �→ (ξ, 1),

is a Poisson embedding. So the question is how to “restrict” the known sym-
plectic realization of (g̃∗λ, πg̃λ) to obtain a symplectic realization of (g∗, πg,λ).
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We will see later in Proposition 8.22 a general procedure for restricting sym-
plectic realizations to submanifolds. Here we describe the outcome in this
concrete situation.

Let H ⊂ G̃λ be the connected Lie subgroup integrating the Lie ideal

(6.23) R ↪→ g̃λ, a �→ (0, a).

Assume that H is closed; one can show that this holds if G̃λ is simply
connected. We leave it as an exercise to check the following statements:

(a) The action of

H × G̃λ → G̃λ, (h, g) �→ gh−1,

lifts to a Hamiltonian action of H on T ∗G̃λ with moment map

μH : T ∗G̃λ → R the composition of the moment map μ̃ with the
projection g̃∗λ → R dual to the inclusion (6.23).

(b) Since H ⊂ G̃λ is closed, the symplectic quotient

S := μ−1
H (1)/H

exists, and the restriction μ̃ : μ−1
H (1)→ g∗ × 1 � g∗ is H-invariant,

so it yields a map

μ : S → g
∗.

(c) μ : (S, ωred)→ (g∗, πg,λ) is a surjective, Poisson submersion.

In other words, we have obtained the desired symplectic realization as a
symplectic quotient:

μ : (T ∗G̃λ�1H,ωred)→ (g∗, πg,λ).

Exercise 6.26. Using the method just described, construct symplectic re-
alizations for the following affine Poisson structures:

(a) π = (1 + x) ∂
∂x ∧

∂
∂y on R2.

(b) π = z ∂
∂x ∧

∂
∂y + x ∂

∂y ∧
∂
∂z + ∂

∂z ∧
∂
∂x on R3.

6.4. Libermann’s Theorem and dual pairs

In our effort to understand symplectic realizations, we change the point of
view slightly. Instead of searching for the symplectic manifold (S, ω) and
a map μ into a given Poisson manifold (M,π), we consider the following
question:

• Given a surjective submersion μ : (S, ω) → M defined on a sym-
plectic manifold, does there exist a Poisson structure π on M so
that μ becomes a symplectic realization?
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The answer to this question depends on the distribution that is symplectic
orthogonal to the fibers of μ.

Theorem 6.27 (Libermann). Consider a surjective submersion with con-
nected fibers defined on a symplectic manifold:

μ : (S, ω)→M.

Then M admits a Poisson structure π such that μ : (S, ω) → (M,π) is a
symplectic realization if and only if the ω-orthogonal to the fibers of μ

(Ker dμ)⊥ω ⊂ TS

is an involutive distribution. Moreover, in this case π is unique.

Proof. Formula (6.1) shows that π is unique if it exists. Alternatively, note
that μ induces an inclusion

μ∗ : C∞(M) ↪→ C∞(S),

and this being a Poisson map uniquely determines π, provided it exists. This
also shows that the existence of π is equivalent to

C∞
bas(S) := μ∗C∞(S)

being closed under the Poisson bracket corresponding to ω:

(6.24) f, g ∈ C∞
bas(S) =⇒ {f, g} ∈ C∞

bas(S).

Since μ has connected fibers, the image of μ∗ can be described as

C∞
bas(S) = {f ∈ C∞(S) : df(V ) = 0 ∀ V ∈ Γ(Ker dμ)}.

Using that df(V ) = ω(Xf , V ), we obtain the following characterization:

f ∈ C∞
bas(S) ⇐⇒ Xf ∈ Γ(Ker dμ⊥ω).

Hence, the existence of π, i.e., condition (6.24), is equivalent to

(6.25) Xf , Xg ∈ Γ(Ker dμ⊥ω) =⇒ X{f,g} = [Xf , Xg] ∈ Γ(Ker dμ⊥ω).

Clearly, involutivity of Ker dμ⊥ω implies this condition. Conversely,
we show that (6.25) implies that [X,Y ] ∈ Γ(Ker dμ⊥ω) for all X,Y ∈
Γ(Ker dμ⊥ω). For this, we note that, as for any distribution, the map

Γ(Ker dμ⊥ω)× Γ(Ker dμ⊥ω)→ Γ(TS/Ker dμ⊥ω),

(X,Y ) �→ [X,Y ] mod Ker dμ⊥ω

is C∞(S)-bilinear, and hence it defines a tensor

Ker dμ⊥ω ×Ker dμ⊥ω → TS/Ker dμ⊥ω .

The involutivity of Ker dμ⊥ω is then equivalent to the vanishing of this
tensor. Therefore, it suffices to show that, for any p ∈ S and any v ∈
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Ker dpμ
⊥ω , there exists a smooth function f ∈ C∞

bas(S) such that v = Xf |p.
Note that we have isomorphisms

(Ker dpμ)
⊥ω

ω�
�� (Ker dpμ)

◦ T ∗
μ(p)M

μ∗
�� .

Under these isomorphisms, a vector v ∈ (Ker dpμ)
⊥ω corresponds to a co-

vector dμ(p)g ∈ T ∗
μ(p)M , for some g ∈ C∞(M). The function f = μ∗(g) ∈

C∞
bas(S) has the desired properties. �

Exercise 6.28. In Libermann’s Theorem, if one drops the assumption that
the fibers of μ are connected, show that the direct implication still holds;
i.e., if μ is a symplectic realization, then (Ker dμ)⊥ω is involutive. Construct
a counterexample for the converse of this statement.

Remark 6.29. Given a symplectic realization μ : (S, ω) → (M,π), the
proof of Libermann’s Theorem shows that

dpμ
(
(Ker dpμ)

⊥ω
)
= Imπ�

μ(p).

This means that the distribution generating the symplectic orthogonal foli-
ation on S is mapped to the one generating the symplectic foliations. We
will see in Chapter 12 that, for any leaf L of the symplectic orthogonal fo-
liation, μ restricts to a submersion onto an open subset U of a symplectic
leaf: μ : L→ U . In particular, μ sends leaves into leaves — see Proposition
12.6.

In Libermann’s Theorem there are two foliations: one corresponding
to Ker dμ and one corresponding to the symplectic orthogonal (Ker dμ)⊥ω .
Since (

(Ker dμ)⊥ω
)⊥ω = Ker dμ,

one may wonder how symmetric the roles of these foliations are. The first
foliation is given as the fibers of the submersion μ — such a foliation is
called simple. In the case when the second foliation is also simple — which
always holds locally — so that

(Ker dμ)⊥ω = Ker dμ′,

where μ′ : S → M ′ is a submersion with connected fibers, Libermann’s
Theorem shows that M ′ also has an induced Poisson structure π′.

Definition 6.30. A dual pair is a pair of symplectic realizations
with symplectic orthogonal fibers:

(S, ω)
μ



���
��� μ′

����
���

��

(M,π) (M ′,−π′)
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The choice of the minus sign in the diagram in this definition is in part
justified by the proposition below.

Exercise 6.31. Show that one has a dual pair

(R4, ω)
μ



���
��� μ′

����
���

��

(R2, π) (R2,−π)

where (see Example 6.12)

- ω is the symplectic form (6.4),

- π is the Poisson structure {x, y} = xy,

- μ(x, y, u, v) = (x, y) and μ′(x, y, u, v) = (xeyv, ye−xu).

Note: μ′ is the composition of μ with the Poisson anti-involution from Exer-
cise 6.13 (c). This will be clarified later when we study symplectic groupoids.

The relationship between (M,π) and (M ′, π′) in a dual pair is rather
subtle, but very interesting. The following proposition illustrates that the
transverse geometries to the symplectic foliation of two such Poisson struc-
tures are very closely related.

Proposition 6.32. Let (M,π) (S, ω)
μ�� μ′

�� (M ′,−π′) be a dual pair.

(i) For any p ∈ S, the isotropy Lie algebras Kerπμ(p) and Kerπ′
μ′(p)

are isomorphic.

(ii) For any p ∈ S, the transverse Poisson structures of (M,π) at μ(p)
and of (M ′, π′) at μ′(p) are isomorphic.

(iii) If the fibers of both μ and μ′ are connected, then here is a homeo-
morphism between the leaf spaces M/Fπ �M ′/Fπ′.

Proof. Item (i) follows from item (ii).

To prove item (ii), fix some p0 ∈ S. To compare the transverse Poisson
structures of the two Poisson manifolds at μ(p0) and μ′(p0), we choose a
submanifold Y ⊂ S such that

- Tp0Y is complementary to Ker dp0μ+Ker dp0μ
′,

- Y is isotropic; i.e., ω|Y = 0.

For this, we choose first an isotropic complement V ⊂ Tp0S to the coisotropic
space Ker dp0μ + Ker dp0μ

′, and a Darboux chart around p0, identifying a
neighborhood of p0 in (S, ω) with a neighborhood of 0 in (Tp0S, ω|Tp0S

). Let
Y be the submanifold corresponding to V .
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After shrinking Y we may assume that

(6.26) TpY +Ker dpμ+Ker dpμ
′ = TpS, ∀ p ∈ Y,

and that the two submersions restrict to diffeomorphisms

X Y
μ

∼
�� μ′

∼
�� X ′

with X and X ′ small enough slices in our Poisson manifolds. The two
transverse Poisson structures πX and −πX′ are then lifted up, via these
diffeomorphisms, to two Poisson structures πY and −π′

Y on Y . We claim
that π′

Y = πY .

The claim follows by a linear algebra computation based on Corollary
5.11. For this we prove the following description of πY at any p ∈ Y :

π�
Y (β) = w − v (β ∈ T ∗

p Y )

where v ∈ Ker dpμ, w ∈ Ker dpμ
′ are unique elements such that

w − v ∈ TpY and (iwω)|TpY = β.

To see existence of such v and w we proceed as follows. Take α ∈ T ∗
μ(p)X

such that (μ|Y )∗(α) = β, and let α̃ ∈ T ∗
μ(p)M be the extension of α vanishing

on (Tμ(p)X)⊥π . Let w be such that iwω = μ∗α̃. Then w ∈ (Ker dpμ)
⊥ω =

Ker dpμ
′. Now, v := w − π�

Y (β) ∈ Ker dpμ because

dpμ(π
�
Y (β)) = π�

X(α) = π�(α̃) = dpμ(w),

where in the last equation we used that μ is a Poisson map.

If v′ and w′ are a second such pair, then the difference

v − v′ = w − w′ ∈ Ker dpμ ∩Ker dpμ
′ ∩ (TpY )⊥ω ,

where we also used that

iw−w′ω|TpY = (β − β)|TpY = 0.

Taking symplectic orthogonals and using (6.26), we see that the intersection
of the three spaces is trivial. So v = v′ and w = w′.

We have a similar description for the second leg:

(−π′
Y )

�(β) = v′ − w′ (β ∈ T ∗
p Y )

where v′ ∈ Ker dpμ, w
′ ∈ Ker dpμ

′ satisfy v′ −w′ ∈ TpY and (iv′ω)|TpY = β.
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Writing
w′ = v′ + (π′

Y )
�(β)

and using that Y is isotropic, we readily obtain

(iw′ω)|TpY = (iv′ω)|TpY + (i(π′
Y )�(β)ω)|TpY = β.

The description of π�
Y (β) above implies that v = v′ and w = w′, and so

π�
Y (β) = w − v = w′ − v′ = (π′

Y )
�(β),

proving the desired statement.

The correspondence in part (iii) is given by

M/Fπ �M ′/Fπ′ , L↔ L′ ⇐⇒ μ−1(L) = (μ′)−1(L′).

That this is well-defined follows from Remark 6.29. We leave it to the reader
to check that this is a homeomorphism. �
Remark 6.33. In the proof of item (ii), we have chosen Y to be an isotropic
submanifold. If this is not satisfied, then a similar argument shows that the
Poisson structures on Y are related by a gauge transformation πY = eBπ′

Y ,
where B = ω|Y .
Example 6.34. Let μ : (S, ω)→ g∗ be a G-Hamiltonian space. Recall from
Lemma 1.34 that the orbits of the action and the fibers of μ are symplectic
orthogonal. Hence, if the action is proper and free — so μ is a submersion
— we obtain a dual pair

(S, ω)
μ

�����
���

� p



��
���

��

(μ(S), πg) (S/G, πS/G)

We have already encounter versions of properties (i) and (iii) in Proposition
1.33 and Problem 4.10.

For a specific example we apply the previous discussion to Example 1.32
obtaining

(C2\{0}, ω)
μ

��			
			

			 p

��














(R, 0) ((C2\{0})/S1, π)

where the moment map μ : C2\{0} → R is the S1-invariant function

μ(z, w) = − i

2
(zw̄ − z̄w).

Writing z = x+ iy and w = u+ iv this function is the determinant

μ(x, y, u, v) =

∣∣∣∣ x y
u v

∣∣∣∣ ;
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hence the fibers of μ are connected. Since S1 is connected, we conclude that
the quotient Poisson structure π on (C2\{0})/S1 has leaf space homeomor-
phic to R.

The S1-invariant functions on C2\{0} defined in Example 1.32

σ1 =
1

2

(
|z|2 + |w|2

)
, σ2 =

1

2

(
|z|2 − |w|2

)
, σ3 = zw̄ + z̄w

are related to the moment map by the algebraic relation

4μ2 = σ2
1 − σ2

2 − σ2
3.

As we saw, they also define a Poisson map

σ : (C2\{0})/S1 → R3 � sl(2,R)∗.

One then obtains an open set U ⊂ (C2\{0})/S1 on which σ restricts to a
Poisson embedding

σ : U → sl(2,R)∗.

The existence of this isomorphism is not accidental and can be further ex-
plained using dual pairs as follows.

Let G andH be two Lie groups with commuting, proper, and free Hamil-
tonian actions on (S, ω), such that the orbits are symplectic orthogonal. For
simplicity we assume that G, H, and the fibers of the moment maps are
connected. Then we obtain a dual pair

(S, ω)
p

�����
��� p′



��
���

��

(S/G, π) (S/H,−π′)

It follows from the assumptions that the two legs should also describe the
moment maps of the actions; i.e., we obtain a commutative diagram

(S, ω)

μH

�����
���

���
���

���
���

���

p

��


















μG

�����
����

����
����

����
����

�

p′

���
��

��
��

��
��

�

(μH(S), πh) (S/G, π)�
�� (S/H,−π′) �

�� (μG(S),−πg)

Therefore, in this situation the quotient Poisson structures become linear.

Returning to the example above of the S1-action on C2\{0}, there is
indeed a Hamiltonian action of the group SL(2,R), commuting with the
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S1-action. Namely, the standard action coming from the inclusion SL(2,R)
⊂ GL(2,C) has as moment map precisely μ′ = (σ1, σ2, σ3) : C2\{0} →
sl(2,R)∗ � R3. The action is free and proper on S = {μ > 0} ⊂ C2\{0} and
the entire discussion can be represented by the following diagram:

SL(2,R) �� (S, ω)

μ

�������
����

����
����

����
����

��

μ′
������

����
����

����
����

�
�� S1

R sl(2,R)∗ � R3

μ(S) = (0,∞), μ′(S) = {σ2
1 > σ2

2 + σ2
3}.

6.5. Local existence

In this section we discuss Weinstein’s original construction [147] of local
symplectic realizations. In Chapter 12 we will also give a global version of
this construction, which will provide further insight into the local formulas
obtained in this section.

Let π be a Poisson structure on Rn with coordinates x = (x1, . . . , xn).
In order to build a symplectic realization we add new coordinates p =
(p1, . . . , pn) which we interpret as dual coordinates on N := (Rn)∗. As
for linear Poisson structures — see Section 6.3 — we look for a symplectic
form of the type ω = −dΘ where Θ is a 1-form on R2n = Rn × N which
does not contain dxi’s

Θ =
n∑

i=1

f i(x, p)dpi ∈ Γ(Rn ×N, pr∗NT ∗N)

and which makes the projection μ : Rn × N → Rn a Poisson map. In
order to find such a 1-form, we again use as inspiration the linear case and
rewrite this last condition as the Maurer-Cartan equation for the infinite-
dimensional Lie algebra

g := C∞(Rn).

Then we can view Θ ∈ Ω1(N, g), and the Maurer-Cartan equation for Θ

dNΘ+
1

2
{Θ,Θ} = 0

is equivalent to the system of partial differential equations

(6.27) {f i, f j}(x, p) = ∂f i

∂pj
(x, p)− ∂f j

∂pi
(x, p) (1 ≤ i, j ≤ n).

Here we use the notation dN to stress that we use the exterior derivative for
forms on N . This is needed since Θ denotes both for the 1-form on N and
the 1-form on Rn ×N .
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Exercise 6.35. With the notation from before, prove the following:

(a) The 2-form ω = −dΘ is nondegenerate precisely on the open set U

where the partial Jacobian matrix
( ∂f i

∂xj

)
i,j

is invertible.

(b) The projection μ : (Rn ×N,−dΘ)→ (Rn, π) restricts to a Poisson
map on U if and only if Θ satisfies the Maurer-Cartan equation
(6.27) on U .

The main problem now is that g = C∞(Rn) is an infinite-dimensional
Lie algebra and there is no obvious Lie group integrating it. However, as
we mentioned at the end of Section 6.3, in the finite-dimensional case the
pullback of the Maurer-Cartan form via the exponential can be described
completely in terms of the Lie algebra (6.20). In order to obtain a differential
form on N , we embed N = (Rn)∗ ↪→ g = C∞(Rn) in the obvious way:

p �→ fp := 〈·, p〉 ∈ C∞(Rn),

where 〈·, ·〉 : Rn × (Rn)∗ → R is the canonical pairing. Hence,

(6.28) adfp = LXfp
: C∞(Rn)→ C∞(Rn), with Xfp =

∑
i,j

pi π
ij ∂

∂xj
.

Interpreting e−t adfp as the adjoint action — see Example A.5 for the expla-
nation of the sign — formula (6.20) suggests that the 1-form we are looking
for is Θ ∈ Ω1(N, g) ⊂ Ω1(Rn ×N) given by

Θ(x,p)(u, ξ) =

∫ 1

0
〈x, e−t adfp ξ〉dt(6.29)

=

∫ 1

0
〈et ad

∗
fpx, ξ〉dt =

∫ 1

0
〈φ−t

Xfp
(x), ξ〉dt,

where φt
Xfp

= e
−t ad∗fp is the flow of Xfp .

If we differentiate this last expression for Θ, as we did for the linear case
in Exercise 6.23, we obtain an explicit candidate for a symplectic realization.
In order to simplify the result further, we pullback −dΘ along (x, p) �→
(x,−p), and we obtain the formula in the following result:

Theorem 6.36 (Existence of local symplectic realizations). The 2-form

ω =

∫ 1

0

(
φt
)∗

ωcan dt ∈ Ω2(R2n), with φt(x, p) = (φt
Xfp

(x), p),

is symplectic on an open set containing Rn × {0} and together with the
restriction of the projection

μ : (R2n, ω)→ (Rn, π), (x, p) �→ x,

yields a symplectic realization of (Rn, π).
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Proof. First of all, note that since φt fixes the points (x, 0) we can start by
choosing a small enough neighborhood of Rn × {0} where the isotopy φt is
defined up to time 1, so the formula for ω makes sense. We will work inside
this neighborhood.

The formula for ω can be written more explicitly:

ω(x,p)((u, ξ), (v, η)) =

∫ 1

0
ωcan

(
(dφt)(x,p)(u, ξ), (dφ

t)(x,p)(v, η)
)
dt

=

∫ 1

0

(
〈(dψt)(x,p)(u, ξ), η〉 − 〈(dψt)(x,p)(v, η), ξ〉

)
dt,

where ψt : R2n → Rn, ψt(x, p) = φt
Xfp

(x) is the second component of φt.

Let us first look at the points with p = 0. We claim that

(6.30) (dψt)(x,0) : R
2n → Rn, (u, ξ) �→ u+ tπ�

x(ξ).

The fact that (u, 0) is sent to u is clear since φt(x, 0) = x. For the image of
(0, ξ) we look at the partial derivatives of ψt with respect to the coordinates
pi at (x, 0). Using formula (6.28) for Xfp we find

d

dt

∂

∂pi

∣∣∣
p=0

ψt(x, p) =
∂

∂pi

∣∣∣
p=0

d

dt
ψt(x, p) =

∂

∂pi

∣∣∣
p=0

Xfp(ψ
t(x, p))

=
∑
j

πij(x)
∂

∂xj
.

Since this is independent of t we conclude that

∂

∂pi

∣∣∣
p=0

ψt(x, p) = tπ�
x(dx

i),

so (6.30) holds. It follows that

ω(x,0)((u, ξ), (v, η)) = 〈u, η〉 − 〈v, ξ〉+ πx(ξ, η),

showing that ω(x,0) is nondegenerate for all x.

Using this, one checks right away that at points (x, 0) the differential of
the second projection μ : R2n → Rn fits into a commutative diagram

T ∗
(0,x)R

2n
(ω�

(x,0)
)−1

�� T(0,x)R
2n

dμ

��
T ∗
xR

n

π�
x

��

(dμ)∗
��

TxRn

All that remains is to check the involutivity condition in Libermann’s
Theorem on a neighborhood of Rn×{0} for the projection μ : (R2n, ω)→ Rn.
This is because the previous diagram forces the Poisson structure induced
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on the base to coincide with π. Involutivity will follow from the equality of
bundles

(6.31) (Ker dμ)⊥ω = Ker dψ1,

which we will prove to hold in a neighborhood of Rn × {0}. For (6.31) to
hold at a point (x, p) where ω is nondegenerate, it suffices to show that

(6.32) ω(x,p)((0, ξ0), (u0, η0)) = 0, whenever (dψ1)(x,p)(u0, η0) = 0.

Let γ(t) = ψt(x, p) be the integral curve of Xfp starting at x and consider
the path of endomorphisms of TRn covering γ:

Lt : Tγ(t)R
n → Tγ(t)R

n,

∂

∂xk
�→

[
∂

∂xk
, Xfp

]
γ(t)

=
∑
i,j

pi
∂πij

∂xk
(γ(t))

∂

∂xj
.

Using the local version of the Poisson condition (1.4), one can show that Lt

satisfies the equation

(6.33)
d

dt
π�
γ(t)(ξ) = Lt ◦ π�

γ(t)(ξ) + π�
γ(t) ◦ L

∗
t (ξ), ∀ ξ ∈ (Rn)∗.

Then (6.32) follows immediately from the following lemma:

Lemma 6.37. We have

ω(x,p)((0, ξ0), (u0, η0)) = 〈u1, ξ̃1〉,

where

(i) u1 is the end point of the path

t �→ ut := (dψt)(x,p)(u0, η0) ∈ Tγ(t)R
n,

(ii) ξ̃1 is the end point of the solution t �→ ξ̃t ∈ T ∗
γ(t)R

n of the initial

value problem

(6.34)
d

dt
ξ̃t = −L∗

t ξ̃t + ξ0, ξ̃0 = 0.

In order to prove this lemma, we start by observing the following:

(a) The path t �→ ut satisfies the ODE d
dtut = Ltut + π�

γ(t)(η0).

(b) π�
γ(t) maps the path t �→ ξ̃t to the path t �→ vt := (dψt)(x,p)(0, ξ0).
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Item (a) follows from an easy direct computation, similar to the proof of
(6.30). For (b), first apply (a) to the path t �→ vt, obtaining

d

dt
vt = Ltvt + π�

γ(t)(ξ0).

Since v0 = 0 = π�
γ(0)

(ξ̃0), to prove (b) it suffices to check that this ODE is

also satisfied by t �→ π�
γ(t)(ξ̃t). We leave it to the reader to check that this

is a consequence of the defining equation (6.34) for t �→ ξ̃t and (6.33).

We can now prove the lemma. Note that the definition of ω gives

ω(x,p)((0, ξ0), (u0, η0)) =

∫ 1

0
(〈vt, η0〉 − 〈ut, ξ0〉) dt.

On the other hand, using the ODEs that ut and ξ̃t satisfy, we find

d

dt
〈ut, ξ̃t〉 = 〈Ltut + π�

γ(t)(η0), ξ̃t〉+ 〈ut,−L
∗
t ξ̃t + ξ0〉

= 〈π�
γ(t)(η0), ξ̃t〉+ 〈ut, ξ0〉

= −〈π�
γ(t)(ξ̃t), η0〉+ 〈ut, ξ0〉

= 〈vt, η0〉 − 〈ut, ξ0〉,

where we used the antisymmetry of π and item (b) above. Therefore

ω(x,p)((0, ξ0), (u0, η0)) =

∫ 1

0

d

dt
〈ut, ξ̃t〉dt = 〈u1, ξ̃1〉.

This shows that the lemma holds, and it completes the proof of the local
existence of symplectic realizations. �

For a general Poison manifold (M,π), the theorem gives a symplectic
realization of dimension 2 dimM of any domain of a chart for M . However,
these depend on choices of local coordinates, and it is nontrivial to show
that these local constructions can be glued to obtain a global symplectic
realization of (M,π) — see [37]. We will discuss later in Chapter 11 an
appropriate notion of connection in Poisson geometry which will allow us to
give a global version of Theorem 6.36, proving the existence of symplectic re-
alizations for any Poisson manifold. In Chapter 12, our quest to understand
the existence of proper — more generally, complete — symplectic realiza-
tions will lead us to discover some nonobvious, important, global properties
of Poisson manifolds.
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Problems

6.1. Let (V, πV ) be a constant Poisson structure of corank s. Show that if

X1, . . . , Xs ∈ V are linearly independent vectors transverse to π�
V (V

∗), then
the first projection

μ : V ⊕ Rs → V

is a symplectic realization of (V, πV ), where V ⊕ Rs is equipped with the
constant bivector

πV⊕Rs := πV +

s∑
i=1

Xi ∧
∂

∂xi
.

6.2. Consider R4 equipped with the canonical symplectic structure ωcan.
Find an explicit map μ : R4 → R2 which gives a symplectic realization of
the linear Poisson structure defined by

{x, y} = x.

6.3. Let μ : (S, ω) → (M,π) be a symplectic realization. Show that if the
fibers of μ are isotropic, then the rank of π must be constant.

6.4. Let (S, ω) be a symplectic manifold, and let μ : S →M be a surjective
submersion. Show that μ is a symplectic realization of the zero Poisson
structure on M if and only if the fibers of μ are coisotropic submanifolds of
(S, ω). Conclude that fibration over M with Lagrangian fibers is the same
as a symplectic realization of the zero Poisson structure on M of smallest
possible dimension.

6.5. Let (M,π) be the Poisson structure associated to the cosymplectic
structure (θ, ω). Consider

Ω := pr∗M (ω) + dϕ ∧ pr∗M (θ) ∈ Ω2(M × S1).

Show that

prM : (M × S1,Ω)→ (M,π)

is a symplectic realization.

6.6. Formulate and prove a version of the previous exercise for regular Pois-
son manifolds of codimension larger than 1.
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6.7. Find a map μ′ : R4 → R2 giving a dual pair

(R4, ω)
μ

�����
��
��
�� μ′

����
���

���
��

(R2, π) (R2,−π)

where the left leg is the symplectic realization (6.7).

6.8. Let G be a Lie group with Lie algebra g. Show that the symplectic
realization (6.14) of (g∗, πg) fits into the dual pair

(T ∗G,ωcan)
μ

�����
���

���
�

μ′



��
���

���
���

(g∗, πg) (g∗,−πg)

where μ′(α) := R∗
gα, for α ∈ T ∗

gG.

6.9. Let (S, ω) be a symplectic manifold, let (M,π) and (M ′, π′) be two
Poisson manifolds, and let μ : S → M and μ′ : S → M ′ be two surjective
submersions. Show that the following are equivalent:

(a) (M,π) (S, ω)
μ�� μ′

�� (M ′,−π′) is a dual pair.

(b) (μ, μ′) : (S, ω) → (M,π) × (M ′,−π′) is a Poisson map and dimM +
dimM ′ = dimS.

6.10. Calculate the symplectic realization of an arbitrary constant Poisson
structure on Rn which results from Theorem 6.36.

6.11. Deduce Theorem 5.19 using Proposition 6.32 and Theorem 6.36.

6.12. Let G be a Lie group with a free and proper action on a symplectic
manifold (S, ω) of dimension dimS = 2dimG. Let π be the Poisson struc-
ture on M := S/G for which the projection p : S → M is a symplectic
realization.

(a) Let y ∈ M be a zero of π. Show that L := p−1(y) is a Lagrangian
submanifold of M .

(b) Show that there is linear isomorphism map φ : T ∗
yM

∼−→ g that satisfies

(dxp)
∗(ξ) = iax(φ(ξ))ω, ∀x ∈ L,

where a : g→ X(S) denotes the infinitesimal action (in particular, show
that the above is independent of x).

(c) Show that the map φ is a Lie algebra isomorphism, where T ∗
yM is viewed

as the isotropy Lie algebra at y.
(Hint: Use Exercise 2.17.)
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(d) Construct a connected Poisson manifold which at two zeros has noniso-
morphic isotropy Lie algebras. Conclude that this Poisson manifold is
not the quotient of a symplectic manifold of twice its dimension by a
free and proper symplectic action.
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Chapter 7

Dirac Geometry

In Poisson geometry one sometimes has to deal with geometric structures
that cross its boundaries. We have already seen some instances of this
phenomenon.

For example, given a Hamiltonian G-space (M,ω, μ), assuming that the
G-action on μ−1(0) is free and proper, the symplectic quotient M �G =
μ−1(0)/G has a reduced symplectic form ω0 satisfying (Theorem B.19)

p∗0ω0 = ω|μ−1(0).

In this reduction procedure the submanifold (μ−1(0), ω|μ−1(0)) appears nat-
urally, although it is not a symplectic submanifold. For a Hamiltonian
G-space (M,π, μ), where π is a Poisson structure, the situation is even more
dramatic, since it is not even clear what kind of geometric structure one has
on μ−1(0) although the quotient μ−1(0)/G still carries a Poisson structure.
The issue is that passing to submanifolds in general takes us out of the
Poisson category.

We have also noticed before that there are some issues with morphisms
in the Poisson category. For example, we have observed that a symplectic
immersion (N,ωN ) ↪→ (M,ωM ) is never a Poisson map if dimN < dimM ,
although both domain and target are Poisson manifolds. More generally, the
inclusion of a Poisson transversal (N, πN ) in a Poisson manifold (M,πM ) is
not a Poisson map.

All these issues can be overcome by enlarging the Poisson category to
allow for manifolds with presymplectic foliations, i.e., foliations with leafwise
closed 2-forms which may degenerate. Such structures are called Dirac and
will be studied in this chapter.

133
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7.1. Constant Dirac structures

We know already that it is much more efficient to define a Poisson manifold
via bivector fields rather than as a (singular) foliation with a leafwise sym-
plectic form. Similarly, defining a Dirac manifold as a (singular) foliation
with a leafwise closed 2-form is very cumbersome and there is a much more
efficient procedure to deal with them, as we will see now. The price to pay
is a bit of abstraction.

The main underlying idea behind Dirac geometry is to replace the tan-
gent bundle TM of a manifold by the so-called generalized tangent bundle

TM := TM ⊕ T ∗M,

together with its relevant structure. In this section we discuss the linear al-
gebra underlying this construction, which will be applied later to the tangent
space of M at each point.

Fix a real vector space V of dimension m, and consider

V := V ⊕ V ∗ = {v + α : v ∈ V, α ∈ V ∗}.
The vector space V has a natural bilinear symmetric 2-form (·, ·)V given by

(7.1) (v + α,w + β)V := α(w) + β(v).

The objects of interest will be the following subspaces of (V, (·, ·)V).

Definition 7.1. A Dirac structure on the m-dimensional vector
space V is anm-dimensional subspace L ⊂ V on which (·, ·)V vanishes:

(s1, s2)V = 0, ∀ s1, s2 ∈ L.

We denote by D(V ) the collection of all such subspaces.

Example 7.2 (Subspaces). Any linear subspace F ⊂ V together with its
annihilator F ◦ ⊂ V ∗ give rise to a Dirac structure

LF := F ⊕ F ◦ ⊂ V.

Our main reason for introducing Dirac structures is that they provide a
common framework for 2-forms and bivectors. The following two examples
illustrate this.

Example 7.3 (2-forms). A 2-form ω ∈
∧2 V ∗ can be interpreted as a skew-

symmetric linear map ω� : V → V ∗. Then its graph

Lω := {v + ivω : v ∈ V } ⊂ V

is a Dirac structure. This gives a way to view 2-forms as Dirac structures

2∧
V ∗ � ω �→ Lω ∈ D(V ).
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Lemma 7.4. A Dirac structure L ∈ D(V ) is of type Lω for some ω ∈
∧2 V ∗

(necessarily unique) if and only if L is transverse to V ∗.

In fact, letting prV : V→ V denote the projection onto the first factor,
for L ∈ D(V ) one has

L is transverse to V ∗ ⇐⇒ V = L⊕ V ∗

⇐⇒ L ∩ V ∗ = {0}
⇐⇒ prV (L) = V ⇐⇒ prV |L : L

∼→ V.

Hence, composing the inverse of prV |L : L
∼→ V with the projection in the

second factor prV ∗ |L : L
∼→ V ∗, we obtain a skew-symmetric linear map

ω� : V → V ∗ and we have L = Lω.

Example 7.5 (Bivectors). In analogy with the previous example, a bivector

π ∈
∧2 V can be interpreted as a linear map π� : V ∗ → V . Then its graph

Lπ := {π�α+ α : α ∈ V ∗} ⊂ V

is a Dirac structure. This gives a way to view bivectors as Dirac structures

2∧
V � π �→ Lπ ∈ D(V ).

Lemma 7.6. A Dirac structure L ∈ D(V ) is of type Lπ for some π ∈
∧2 V

(necessarily unique) if and only if L is transverse to V .

Again, for dimensional reasons, if L ∈ D(V ), one has

L is transverse to V ⇐⇒ V = L⊕ V

⇐⇒ L ∩ V = {0}
⇐⇒ prV ∗(L) = V ∗ ⇐⇒ prV ∗ |L : L

∼→ V ∗.

It follows that the composition π� := prV ◦(prV ∗ |L)−1 : V ∗ → V is a skew-

symmetric linear map and that we have L = Lπ.

In general, to a Dirac structure L ∈ D(V ) one can associate two inter-
esting subspaces of V , namely:

- The range of L, defined as prV (L) ⊂ V . The range equals V if
and only if L is associated to a 2-form, as in Example 7.3.

- The kernel of L, defined as L∩V ⊂ V . By Lemma 7.6, the kernel
is trivial if and only if L is associated to a bivector.
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Exercise 7.7. Show that the range and the kernel of a Dirac structure
L ∈ D(V ) fit into the short exact sequences

0 �� (prV (L))
◦ �� L

prV �� prV (L) �� 0

0 �� L ∩ V �� L
prV ∗ �� (L ∩ V )◦ �� 0

As in the case of bivectors — see Proposition 2.24 — there is another
important piece of a Dirac structure:

Proposition 7.8. For any Dirac structure L ∈ D(V ) one has an induced

2-form on its range, ΩL ∈
∧2 prV (L)

∗, defined as follows:

(7.2) ΩL(v1, v2) := α1(v2) = −α2(v1),

where for vi ∈ prV (L) one chooses αi ∈ V ∗ so that vi + αi ∈ L.

Moreover, this gives a 1-to-1 correspondence{
Dirac structures

L ∈ D(V )

}
←̃→

⎧⎨⎩ pairs (F,Ω) consisting of
− a subspace F ⊂ V ,

− a form Ω ∈
∧2 F ∗

⎫⎬⎭ ,

where L can be recovered from the pair (F,Ω) by

L(F,Ω) := {v + α ∈ V : v ∈ F, α|F = ivΩ}.

Exercise 7.9. Prove Proposition 7.8.

Another important property of Dirac structures is that they can be
pulled back as well as pushed forward under linear maps. More precisely,
given a linear map A : V1 → V2, the pullback operation on Dirac structures
A! : D(V2)→ D(V1) is defined by

(7.3) A!(L2) := {v1 +A∗(α2) : A(v1) + α2 ∈ L2},
and the pushforward operation A! : D(V1)→ D(V2) is defined by

(7.4) A!(L1) := {A(v1) + α2 : v1 +A∗(α2) ∈ L1}.

Remark 7.10. We use the symbol ! to distinguish pullbacks/pushforwards
of Dirac structure from ordinary pullbacks/pushforwards.

Exercise 7.11. Show that these operations take Dirac structures to Dirac
structures.

Finally, one additional important property of Dirac structures concerns
the presence of hidden symmetries, called gauge transformations: each B ∈∧2 V ∗ induces an isometry of (V, (·, ·)V):

eB := exp

(
0 0

B� 0

)
=

(
1 0

B� 1

)
: V→ V, v + α �→ v + α+ ivB.
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In particular, for any Dirac structure L ∈ D(V ), one obtains a new Dirac
structure

eBL =
{
v + α+ ivB : v + α ∈ L

}
.

Definition 7.12. The Dirac structure eBL ∈ D(V ) it called the

gauge transform of L with respect to the 2-form B ∈
∧2 V ∗.

Under the correspondence given by Proposition 7.8, if L = L(F,ΩL),
then its gauge transform eBL keeps the same vector space F and adds B|F
to ΩL:

eBL(F,Ω) = L(F,Ω+B|F ).
It follows that Dirac structures admit the following decomposition:

Exercise 7.13. Show that any Dirac structure L ∈ D(V ) is of the form
(recall Example 7.2)

L = eΩLF ,

for a linear subspace F ⊂ V and a 2-form Ω ∈
∧2 V ∗.

7.2. Dirac structures

Given a manifold M , we can apply the discussion from the previous section
to its tangent spaces.

First of all, we obtain the generalized tangent bundle of M :

TM := TM ⊕ T ∗M.

We will write a section of TM as X +α, where X ∈ X(M) and α ∈ Ω1(M).

Next, formula (7.1) defines a fiberwise symmetric bilinear 2-form (·, ·)
on TM , which when applied to global sections yields smooth functions.

Finally, when passing to manifolds there is an additional structure,
namely a type of “generalized Lie bracket”,

[·, ·] : Γ(TM)× Γ(TM)→ Γ(TM)

called the Dorfman bracket. This extends the usual Lie bracket of vector
fields and is defined on sections X + α, Y + β ∈ Γ(TM) by

[X + α, Y + β] := [X,Y ] + LXβ −LY α+ diY α.

Proposition 7.14. The Dorfman bracket satisfies the following properties
for all s1, s2, s3 ∈ Γ(TM) and all f ∈ C∞(M):

(i) The Leibniz-type identity:

[s1, fs2] = LprTM (s1)(f)s2 + f [s1, s2].
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(ii) It is skew-symmetric up to an exact 1-form:

[s1, s2] + [s2, s1] = d(s1, s2).

(iii) The Jacobi-type identity:

[s1, [s2, s3]] = [[s1, s2], s3] + [s2, [s1, s3]].

(iv) It preserves the metric (·, ·):
LprTM (s1)(s2, s3) = ([s1, s2], s3) + (s2, [s1, s3]).

The Dorfman bracket is not a Lie bracket because it is not skew-
symmetric, and so (Γ(TM), [·, ·]) is not a Lie algebra. For this reason, the
Jacobi identity holds only in the form (iii). The relations above are precisely
the axioms of a geometric structure called a Courant algebroid — but this
falls outside the scope of this book.

Exercise 7.15. Prove the identities in Proposition 7.14.

An almost Dirac structure on M is a subbundle L ⊂ TM such that
Lx is a Dirac structure on the vector space TxM for each x ∈M .

Definition 7.16. A Dirac structure onM is an almost Dirac struc-
ture L ⊂ TM that is closed under the Dorfman bracket:

[s1, s2] ∈ Γ(L), ∀ s1, s2 ∈ Γ(L).

A pair (M,L) is called a Dirac manifold.

Remark 7.17. If L is a Dirac structure on M , then (s1, s2) = 0 for all
s1, s2 ∈ Γ(L). Therefore, by Proposition 7.14, the Dorfman bracket restricts
to a skew-symmetric bracket on Γ(L) yielding the Lie algebra (Γ(L), [·, ·]).

Example 7.18 (Tangent bundle). The tangent bundle L = TM is a Dirac
structure. The restriction of the Dorfman bracket to Γ(L) = X(M) is the

usual Lie bracket of vector fields.

Example 7.19 (Cotangent bundle). The cotangent bundle L = T ∗M is also
a Dirac structure. The restriction of the Dorfman bracket to Γ(L) = Ω1(M)

is the zero bracket on 1-forms.

Besides these two extreme examples, more interesting and relevant ex-
amples are provided by the global versions of Examples 7.2, 7.3, and 7.5
(subspaces, 2-forms, and bivectors).

Example 7.20 (Foliations). Following Example 7.2, any distribution D ⊂
TM gives rise to an almost Dirac structure

LD := D ⊕D◦ ⊂ TM.
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Notice that LD is a Dirac structure on M if and only if D is involutive.
By Frobenius’s Theorem, Theorem C.3, this is equivalent to D = TF , for a
foliation F on M . Thus foliations are examples of Dirac structures.

Example 7.21 (Closed 2-forms). Following Example 7.3, any differential
2-form ω ∈ Ω2(M) gives rise to an almost Dirac structure

Lω = {v + ivω : v ∈ TM}.
We claim that Lω is a Dirac structure if and only if ω is a closed 2-form.
First note that the Dorfman bracket can also be written as

[X + α, Y + β] = [X,Y ] + LXβ − iY dα.

Therefore, for all X,Y ∈ X(M) we have that

[X + iXω, Y + iY ω] = [X,Y ] + LX iY ω − iY diXω

= [X,Y ] + (LX iY − iY LX)ω + iY iXdω

= [X,Y ] + i[X,Y ]ω + iY iXdω,

where we have used the relations

LY = d iY + iY d and LX iY − iY LX = i[X,Y ].

We conclude that Γ(Lω) is closed under the Dorfman bracket if and only if,
for all X,Y ∈ X(M), iY iXdω = 0. This is equivalent to dω = 0, as claimed.

Thus, every closed 2-form can be regarded as a Dirac structure on M .
As in the linear case, Dirac structures of this type can be recognized as those
which are transverse to T ∗M . Using the isomorphism Lω � TM induced
by prTM , one sees that the Lie algebra induced by the Dorfman bracket on

Γ(Lω) is isomorphic to (X(M), [·, ·]).

Example 7.22 (Bivectors). As in Example 7.5, any bivector field π ∈
X2(M) gives rise to an almost Dirac structure

Lπ = {π�α+ α : α ∈ T ∗M}.
Similar to the previous example, Lπ is a Dirac structure if and only if π is a
Poisson bivector. Actually, the computation necessary to check this reveals
the existence of the bracket [·, ·]π on 1-forms (see (2.9))

[π�α+ α, π�β + β] = [π�α, π�β] + Lπ�αβ −Lπ�βα+ d(α, π�β)

= [π�α, π�β] + [α, β]π,

and this belongs to Γ(Lπ) if and only if π�[α, β]π = [π�α, π�β]. By item (b) in
Proposition 2.11, this condition is equivalent to π being a Poisson structure.
Thus, Poisson bivectors are particular examples of Dirac structures.

As in the linear case, Dirac structures of this type can be recognized
as those which are transverse to TM . Using the isomorphism Lπ � T ∗M
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induced by prT ∗M , one sees that the Lie algebra structure induced by the
Dorfman bracket on Γ(Lπ) is isomorphic to (Ω1(M), [·, ·]π), a Lie algebra we

have discussed and used in the previous chapters.

Define the Poisson support of a Dirac structure L on M as the open
set where the kernel of L is trivial:

(7.5) Poisson support of L :=
{
x ∈M : Lx ∩ TxM = 0

}
.

The Poisson support is precisely the set of points x ∈ M where Lx is the
graph of a bivector πx. By the description of πx from Example 7.5, the re-
sulting bivector field π on the Poisson support is smooth. Thus, the previous
example yields:

Corollary 7.23. The restriction of a Dirac structure L to its Poisson sup-
port U is induced by a Poisson structure π ∈ X2(U); i.e., L|U = Lπ.

Exercise 7.24. Given a closed 2-form ω ∈ Ω2(M), show that the Poisson
support of the associated Dirac structure Lω is the open set where ω is
nondegenerate.

Example 7.25. Sometimes singular Poisson structures may be turned into
nonsingular objects, provided one uses Dirac structures. For a concrete
example, take M = R3 and consider

π =
1

z

∂

∂x
∧ ∂

∂y
.

This is a Poisson structure on R2 × (R\{0}) which is not defined at z = 0.
However, interpreting it as a Dirac structure, i.e., looking at its graph

Lπ = Span
{ ∂

∂y
+ zdx,

∂

∂x
− zdy, dz

}
,

we see that it extends as a Dirac structure L on the entire R3. Note that L
is uniquely determined by π. The Poisson support of L is R2× (R\{0}) and
the kernel of L on the plane z = 0 is

(
L ∩ TRr3)(x,y,0) = Span
{ ∂

∂y
,

∂

∂x

}
.

The discussion on vector spaces from the previous section — see Propo-
sition 7.8 — suggests associating to any Dirac structure L on M

(i) a subbundle prTM (L) ⊂ TM ,

(ii) a 2-form ωL along prTM (L), pointwise given by formula (7.2).
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We say that L is a regular Dirac structure if prTM (L) has constant rank.
Generalizing Theorem 4.13 for Poisson structures, we now have:

Proposition 7.26. On any manifold M there is a 1-to-1 correspondence⎧⎨⎩ regular Dirac
structures L on M

⎫⎬⎭ ←̃→
⎧⎨⎩foliations F on M together with a

closed foliated 2-form ω ∈ Ω2(F)

⎫⎬⎭ .

The Dirac structure corresponding to the pair (F , ω) is
(7.6) L(F , ω) :=

{
v + α : v ∈ TF , α|TF = ivω

}
.

As in the case of Poisson structures, even when L is not regular, the
singular distribution prTM (L) is integrable and one can still talk about the
leaves of L. These are immersed connected submanifolds S ⊂M such that

TxS = prTM (Lx), ∀x ∈ S,

and which are maximal with respect to this property. The details of these
constructions are similar to those from the Poisson case and are left as
exercises — see Problems 7.12 and 7.13. Next, the induced 2-form along
prTM (L), defined pointwise by (7.2), gives rise to a closed 2-form on each
leaf S of L

ωS ∈ Ω2(S).

We call ωS the presymplectic form on S and the pairs (S, ωS) are called
the presymplectic leaves of the Dirac manifold (M,L). The partition
into leaves and the closed 2-form can now be used to describe the Dirac
structure:

Proposition 7.27. Let {(F, ωF )}F∈F be a partition of M by connected,
immersed submanifolds F ⊂M endowed with closed 2-forms ωF . If

Lx := L(TxF, ωF,x) ∈ D(TxM), x ∈ F ∈ F ,
is an almost Dirac structure, then L is a Dirac structure and its presym-
plectic leaves are the given family {(F, ωF )}F∈F .

In Dirac geometry, there are two types of morphisms according to what
we saw in the linear case — see (7.3) and (7.4):

Definition 7.28. Let (M,LM ) and (N,LN ) be Dirac manifolds. A
smooth map Φ : M → N is called

- forward Dirac if

LN,Φ(x) = (dxΦ)!(LM,x), ∀ x ∈M,

- backward Dirac if

LM,x = (dxΦ)
!(LN,Φ(x)), ∀ x ∈M.
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Poisson and symplectic maps are special cases of Dirac maps:

Example 7.29. If πM ∈ X2(M) and πN ∈ X2(N) are Poisson bivectors,
then a map Φ : (M,LπM )→ (N,LπN ) is a forward Dirac map if and only if
Φ is a Poisson map.

Similarly, if ωM ∈ Ω2(M) and ωN ∈ Ω2(N) are closed 2-forms, then
a map Φ : (M,LωM ) → (N,LωN ) is a backward Dirac map if and only if
ωM = Φ∗(ωN ).

Exercise 7.30. Show that the inclusion of a symplectic leaf is both a for-
ward and a backward Dirac map i : (S,LωS )→ (M,Lπ).

We will look closer at the two notions of Dirac maps in the next sections.
For now we consider a situation when these two notions come together:
diffeomorphisms between Dirac structures. Although this notion is rather
obvious, it is still useful to spell it out explicitly. First of all, note that any
diffeomorphism Φ : M ∼−→ N has an associated generalized differential
dΦ : TM → TN given by

dxΦ := dxΦ+
(
(dxΦ)

−1
)∗

: TxM → TΦ(x)N.

At the level of sections, dΦ induces a pullback map

(dΦ)∗ : Γ(TN)→ Γ(TM),

and we have

(dΦ)∗(X + α) = Φ∗(X) + Φ∗(α), ∀X ∈ X(N), α ∈ Ω1(N),

where we made use of the usual pullback of vector fields and of differential
forms

Φ∗(X) = (dΦ)−1 ◦X ◦ Φ, Φ∗(α) = (dΦ)∗ ◦ α ◦ Φ.
Since dΦ also preserves the pairing (·, ·) and the Dorfman bracket, it follows
that dΦ takes Dirac structures to Dirac structures. Two Dirac structures
related in this way are called diffeomorphic Dirac structures.

7.3. Pullbacks of Dirac structures

Recall that Φ : (M,LM )→ (N,LN ) is a backward Dirac map if

LM,x = (dxΦ)
!(LN,Φ(x)) :=

{
v + (dxΦ)

∗α ∈ TxM : dxΦ(v) + α ∈ LN,Φ(x)

}
,

for all x ∈M . So Φ and LN determine LM . The interesting question is:

• Given a smooth map Φ : M → N and a Dirac structure L on N ,
can one find a Dirac structure on M making Φ into a backward
Dirac map?
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Of course, this holds precisely when the family of pointwise pullbacks

(Φ!L)x := (dxΦ)
!(LΦ(x)) ∈ D(TxM) (x ∈M)

defines a Dirac structure on M . As we will see, the only problem is that Φ!L
may fail to be a smooth subbundle of TM , since then being closed under
the Dorfmann bracket will hold.

Example 7.31. When L = Lω is induced by a 2-form ω ∈ Ω2(N), the
pullback Φ!L is induced by the pullback 2-form Φ∗ω:

Φ!Lω = LΦ∗ω.

Therefore, Φ!Lω is a Dirac structure.

However, for a Poisson bivector field π the pullback Φ!Lπ may fail to be
a smooth subbundle of TM . For example, when π ≡ 0 the induced Dirac
structure is just L = T ∗N and we find that

Φ!L = Ker dΦ⊕ (Ker dΦ)◦

which is smooth if and only if Φ has constant rank.

Smoothness of the pullback can fail even when Φ has constant rank. For
instance, let M = R, N = R2, and Φ(x) = (x, 0), and let L = Lπ be the
Dirac structure corresponding to the Poisson bivector

π = x
∂

∂x
∧ ∂

∂y
.

Then we find that

(Φ!Lπ)x =

⎧⎨⎩
TxR, if x �= 0,

T ∗
0R, if x = 0.

Hence Φ!Lπ is not a smooth subbundle of TM .

On the other hand, as we will see below, it is not difficult to show that

for a submersion Φ!L is smooth.

As promised:

Theorem 7.32. Let Φ : M → N be a smooth map, and let L be a Dirac
structure on N . If Φ!L is a smooth subbundle of TM , then Φ!L is a Dirac
structure on M .

This theorem will be proven together with the next one.

It is natural to expect that the pullback Dirac structure Φ!L has presym-
plectic leaves the preimages of the presymplectic leaves of L. A standard as-
sumption which ensures that the preimage of a submanifold is a submanifold
is that the map is transverse to the submanifold. Given that presymplectic
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leaves are defined as the integral submanifolds of the singular distribution
prTN (L), the transversality condition becomes

dxΦ(TxM) + prTN (LΦ(x)) = TΦ(x)N, ∀ x ∈M.

Actually, all that is needed for such arguments to work is that the left-hand
side has constant rank — see Theorem C.12.

Theorem 7.33. Let Φ : M → N be a smooth map, let L be a Dirac structure
on N , and assume that the subspaces

(7.7) dxΦ(TxM) + prTN (LΦ(x)) ⊂ TΦ(x)N (x ∈M)

have the same dimension. Then Φ!L is a Dirac structure with presymplectic
leaves the connected components of (Φ−1(S),Φ∗ωS), where (S, ωS) ranges
over the presymplectic leaves of L.

Notice that, by Theorem C.12, in the previous statement there is no
ambiguity on the submanifold structure on Φ−1(S) since it is an initial
submanifold of M .

Proof of Theorem 7.33. Note that Φ!L ⊂ TM is the image by the map

(Id,Φ∗) : TM ⊕ Φ∗(T ∗N)→ TM

of the family of subspaces

K = {v + α : dxΦ(v) + α ∈ LΦ(x)} ⊂ TM ⊕ Φ∗(T ∗N).

On the other hand, K can be identified with the kernel of the bundle map
TM ⊕ Φ∗(L)→ Φ∗(TN) given by

(v, w + α) ∈ TxM × LΦ(x) �→ dxΦ(v)− w ∈ TΦ(x)N.

The hypothesis says that this map has constant rank; hence K is smooth.
Therefore Φ!L is smooth also.

Next, notice that the linear pullback operation A! : D(V2)→ D(V1) from
(7.3) takes a constant Dirac structure of type L(F,Ω) associated to (F,Ω)
(as in Proposition 7.8) to the one associated to (A−1(F ), A∗Ω). Therefore,
if (S, ωS) ⊂ N is a presymplectic leaf of L, then for all x ∈ Φ−1(S)

(Φ!L)x = L
(
(dΦ)−1(TΦ(x)S),Φ

∗ωS

)
= L

(
Tx(Φ

−1(S)),Φ∗ωS

)
.

By Proposition 7.27 we deduce that Φ!L is indeed a Dirac structure and its
presymplectic foliation consists of the connected components of the presym-
plectic manifolds (Φ−1(S),Φ∗ωS). �

Proof of Theorem 7.32. This follows now from two simple remarks. The
first one is that the set U of points in M for which the condition (7.7) from
the last theorem is satisfied around the point is dense in M . The second
remark is that, for any almost Dirac structure L on M , to ensure that L
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is closed under the Dorfman bracket it suffices to work over a dense open
subset U ⊂ M . Indeed, for s1, s2 ∈ Γ(L), the fact that [s1, s2] is a section
of L at all points in U clearly implies the same at all points of M . �

Example 7.34 (Poisson transversals). Let (M,πM ) be a Poisson manifold,
and let X ⊂M be a Poisson transversal with induced Poisson structure πX .
Then the inclusion i : (X,LπX ) ↪→ (M,LπM ) is a backward Dirac map. The
description of the symplectic leaves of πX given in Proposition 5.9 coincides
with the description of the leaves of the pullback Dirac structure given in

Theorem 7.33.

Remark 7.35. If Φ!L is smooth but condition (7.7) fails, then the rela-
tionship between the presymplectic leaves of L and Φ!L is more subtle. For
example, consider the Dirac structure on R3 given by

L = Span
{ ∂

∂x
, dy + z

∂

∂z
, dz − z

∂

∂y

}
.

Its presymplectic leaves are the lines Sc = {y = c, z = 0}, c ∈ R, and the
two half-spaces S+ = {z > 0} and S− = {z < 0}. The injective immersion
Φ : R→ R3, t �→ (t, 0, t2) intersects S0 and S+. The pullback Dirac structure
exists and is given by Φ!L = TR. So it has only one leaf, which is not of the
form Φ−1(S).

7.4. Pushforwards of Dirac structures

Recall that a map Φ : (M,LM )→ (N,LN ) is a forward Dirac map if

LN,Φ(x) = (dxΦ)!(LM,x) :=
{
dxΦ(v) + α ∈ TΦ(x)N : v + (dxΦ)

∗α ∈ LM,x

}
,

for all x ∈ M . If this holds, note that LM determines LN along the image
of Φ. The interesting question here is:

• Given a surjective submersion Φ : M → N and a Dirac structure
L on M , is there a Dirac structure on N making Φ into a forward
Dirac map?

Of course, we should consider the pointwise pushforwards

(7.8) (Φ!L)y := (dxΦ)!(Lx) ∈ D(TyN) (y = Φ(x)).

There are two issues we have to take care of:

- For Φ!L to be well-defined, the subspace (dxΦ)!(Lx) ⊂ TyN should
not depend on the choice of point in the fiber x ∈ Φ−1(y). If this
is the case, we say that L is Φ-invariant.

- If L is Φ-invariant, we obtain a well-defined “subbundle”

Φ!L ⊂ TN,

which, as in the case of pullbacks, may fail to be smooth.
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As in the case of pullbacks, if both issues can be overcome, the pushforward
is a Dirac structure — see Theorem 7.39.

Exercise 7.36. Given a surjective submersion Φ : M → N , show that
Φ!(TM) = TN .

In general, because of the Φ-invariance condition, it is more complicated
to push forward Dirac structures than to pull them back. We illustrate this
with an example which is the analogue of Example 7.31:

Example 7.37. The pullback of Dirac structures induced by 2-forms posed
no problems, as it corresponds to the usual pullback of differential forms.
However, the pushforward does not always work. For example, consider
Φ : R2 → R, Φ(x, y) = x, and the Dirac structure induced by

ω := xdx ∧ dy.

In this case, the Φ-invariance condition is satisfied but Φ∗Lω is not smooth.

For the Dirac structure Lπ induced by a Poisson bivector π ∈ X2(M),
the condition that Lπ is Φ-invariant is equivalent to π being Φ-projectable,
i.e., Φ-related to a bivector field Φ∗π on N . When this holds Φ∗π is a Poisson

structure and Φ!Lπ = LΦ∗π.

Exercise 7.38. Show that Proposition C.17 is an example of the pushfor-
ward as well as of the pullback construction for Dirac structures.

The analogues of Theorems 7.32 and 7.33 hold if Φ-invariance is assumed.
We leave the proofs as exercises.

Theorem 7.39. Let Φ : M → N be a surjective submersion, and let L be a
Dirac structure on M that is Φ-invariant.

(i) If Φ!L is a smooth subbundle, then Φ!L is a Dirac structure on N .

(ii) If Ker(dΦ) ∩ L has constant rank, then Φ!L is a Dirac structure.

Remark 7.40. In this section, we always assume that Φ is a surjective
submersion. The first part of the theorem also holds without the assumption
that Φ is a submersion. This is because it suffices to check that Φ!L|U is
a Dirac structure, where U is the image of the regular points of Φ, which
is dense — by Sard’s Theorem — and open. However, the second part of
the theorem might fail if Φ is not a submersion. For example, the smooth
homeomorphism Φ(q, p) = (q3, p) of R2 sends the canonical Poisson structure
to a nonsmooth bivector field:

Φ∗
( ∂

∂p
∧ ∂

∂q

)
= 3q

2
3
∂

∂p
∧ ∂

∂q
.
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Example 7.41 (Libermann’s Theorem). The discussion in Example 7.37
implies that the pushforward Φ!Lω of a Dirac structure associated to a sym-
plectic form, if it exists, is associated to a Poisson structure. In fact, Liber-
man’s Theorem, Theorem 6.27, can be seen as a special case of Theorem
7.39: the hypotheses there — connected fibers and involutivity of the distri-
bution that is symplectic orthogonal to the fibers — guarantee that the Dirac
structure defined by the symplectic form is invariant under the submersion.

Example 7.42 (Reduction). We have seen that the quotient M/G of a
symplectic manifold (M,ω) by a free and proper symplectic action of a Lie
group G has an induced Poisson structure π. Since the defining property of
π was that the quotient map p : M → M/G is a Poisson map, we deduce
that the Dirac structure Lω can be pushed forward to the Dirac structure
Lπ on M/G.

This construction, as well as a slight generalization, can be obtained
using the previous theorem. Consider a proper and free action of a Lie
group G on M that preserves a closed 2-form ω, which is not necessarily
nondegenerate. Denote bya : g→ X(M) the infinitesimal action. Note that
ω being G-invariant implies that Lω is p-invariant and that the condition
from Theorem 7.39(ii) becomes

Kerω ∩ Ima has constant rank.

If this condition holds, there is an induced Dirac structure p!Lω on M/G.
According to (7.5), the Poisson support of p!Lω consists of the points where
T (M/G)∩p!Lω = 0, and this is the image under p of the G-invariant subset
consisting of points in M where

Kerω ⊂ Ima.

We conclude the following:

Corollary 7.43. Given a proper free G-action on M preserving a closed
2-form ω ∈ Ω2(M) of constant rank, if Kerω ⊂ Ima, then there is a unique
Poisson structure M/G such that the projection p : M →M/G is a forward
Dirac map. The resulting Poisson structure is symplectic if and only if

(7.9) Ima ∩ (Ima)⊥ω = Kerω.

This corollary can be used to understand symplectic reduction from the
orbit point of view — as in (B.11). Starting with a G-Hamiltonian space
(M,ω) with moment map μ : M → g∗, assume that the action is proper
and free. Then we can restrict ω to μ−1(Oξ) obtaining a G-invariant, closed
2-form, of constant rank. Applying Lemma 1.34, one finds that the kernel
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of the restriction is precisely

Kerω|μ−1(Oξ) = T (G · x) ∩Ker dxμ ⊂ Ima.

Since (7.9) is satisfied, we obtain a symplectic structure on μ−1(Oξ)/G.

Exercise 7.44. Show that the resulting symplectic structure on μ−1(Oξ)/G
is symplectic and coincides with the reduced symplectic form on M�

ξ
G.

We can summarize orbit reduction by a commuting diagram of Dirac
manifolds

M

����
���

���
��

μ−1(Oξ)
� �

������������

����
���

���
��

M/G

M�
ξ
G
� �

�����������

where the inclusions are backward Dirac maps and the projections are for-

ward Dirac maps — see Problem 7.6.

Example 7.45 (Passing from Dirac to Poisson). Since a Dirac structure L
onM is a Poisson structure if and only if its kernel vanishes, i.e., L∩TM = 0,
one can try to “kill” the kernel to obtain a Poisson structure. For that, one
needs two conditions:

(i) The kernel L∩ TM has constant rank. It follows that the kernel is
an involutive distribution.

(ii) The foliation defined by the kernel is simple; i.e., there is a sur-
jective submersion with connected fibers Φ : M → N , such that
Ker dΦ = L ∩ TM .

We claim that then L can be pushed forward along Φ : M → N to a Dirac
structure on N . The condition in Theorem 7.39(ii) is clearly satisfied, while
the Φ-invariance follows by an argument similar to the one in Liberman’s
Theorem. Using that Φ is a submersion and using the definition of the
pushforward, we obtain

(Φ!L) ∩ TN = dΦ(L ∩ TM) = 0.

So Φ!L is induced by a Poisson structure π on N .

Exercise 7.46. Show that the resulting map Φ : (M,L) → (N,Lπ) is also

a backward Dirac map.
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7.5. Gauge equivalences

We saw in Section 7.2 that the generalized differential dΦ : TM → TM
of a diffeomorphism Φ : M → M preserves the canonical pairing (·, ·) and
the Dorfman bracket [·, ·]. In other words, it is an automorphism of the
generalized tangent bundle. Note that these are the essential properties
which ensure that dΦ sends Dirac structures to Dirac structures.

To introduce other automorphisms of TM , we extend Definition 7.12
from vector spaces to manifolds. We define the gauge transformation
induced by a 2-form B ∈ Ω2(M) as the vector bundle isomorphism

eB : TM → TM, v + α �→ v + α+ ivB.

We leave the proof of the following as an exercise.

Lemma 7.47. The map eB : TM → TM preserves the canonical pairing
(·, ·). It preserves the Dorfman bracket [·, ·] if and only if dB = 0.

Hence, any closed 2-form defines an automorphism of the generalized
tangent bundle. We show now that there are no other symmetries:

Theorem 7.48. Let A : TM → TM be a bundle isomorphism covering a
diffeomorphism Φ : M → M and preserving both the canonical pairing (·, ·)
and the Dorfman bracket [·, ·]. Then

A = eB ◦ dΦ,

for some closed 2-form B ∈ Ω2(M).

Proof. Let A : TM → TM be as in the statement of the theorem. Then

A ◦ ( dΦ)−1 : TM → TM

is also a bundle isomorphism that preserves both the canonical pairing and
the Dorfman bracket but which covers the identity. So one can assume that
Φ = IdM and one needs to show that A = eB, for some closed 2-form B.

First we show that

prTM A(Y ) = Y, ∀Y ∈ X(M).(7.10)

For this, let s1 = X+α and s2 = Y +β be sections of the generalized tangent
bundle TM . For any f ∈ C∞(M), Proposition 7.14(i) and (ii) imply

[fs1, s2] = f [s1, s2]−LY (f)s1 + (s1, s2)df.

Hence, we find that

A([fs1, s2])=fA([s1, s2])−LY (f)A(s1) + (s1, s2)A(df),

[A(fs1), A(s2)]=f [A(s1), A(s2)]−LprTM (A(s2))(f)A(s1) + (A(s1), A(s2))df.
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Since A preserves both the pairing and the bracket, we conclude

(7.11) −LY (f)A(s1)+(s1, s2)A(df) = −LprTM (A(s2))(f)A(s1)+(s1, s2)df.

Choosing s1 = X and s2 = Y so that (s1, s2) = 0, we see that

LY (f)A(X) = LprTM (A(Y ))(f)A(X),

and so we obtain (7.10).

If we now let s1 = α and s2 = Y in (7.11), we also obtain

A(df) = df, ∀ f ∈ C∞(M).

This relation together with (7.10) implies that A is of the form

A(X + α) = X + α+N(X),

for some bundle map N : TM → T ∗M . Using again that A preserves the
canonical pairing, we conclude that N = B� for a 2-form B ∈ Ω2(M). So
we have shown that

A(X + α) = eB(X + α) = X + α+ iXB.

By Lemma 7.47, A preserves the Dorfman bracket iff B is closed. �

Exercise 7.49. Show that the automorphisms of the generalized tangent
bundle TM form a group isomorphic to the semidirect product,

Aut(TM) � Diff(M)� Ω2
cl(M),

where Diff(M) acts on the abelian group (Ω2
cl(M),+) via pullback of forms.

Lemma 7.47 implies that the gauge transform eB : TM → TM associ-
ated to a closed 2-form B maps Dirac structures to Dirac structures.

Definition 7.50. The gauge transform of a Dirac structure L with
respect to a closed 2-form B ∈ Ω2

cl(M) is the Dirac structure

eBL :=
{
v + α+ ivB : v + α ∈ L

}
.

Two Dirac structures L1 and L2 are said to be gauge equivalent if
there exists B ∈ Ω2

cl(M) such that L2 = eBL1.

If we think of a Dirac structure L on a manifold M as a (singular)
foliation by presymplectic leaves (S, ωS), then its gauge transform eBL has
the same foliation as L but where the presymplectic form on a leaf S has
been transformed to ωS +B|S .

Example 7.51 (Gauge transformations of Poisson structures). Definition
5.20 of gauge equivalent Poisson structures is a special instance of the no-
tion of gauge equivalence for Dirac structures: two Poisson structures are
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B-gauge equivalent precisely when the associated Dirac structures are B-
gauge equivalent. Note also that, given a Poisson structure π, the B-gauge
transform of the Dirac structure Lπ is

eBLπ =
{
π�(α) + (I +B� ◦ π�)α : α ∈ T ∗M

}
.

In general, this Dirac structure is not associated with a Poisson structure.
Its Poisson support (7.5) is the set of points x ∈M for which the map

(7.12) I +B� ◦ π� : T ∗
xM → T ∗

xM

is a linear isomorphism. When the Poisson support is M , then eBLπ is the
Dirac structure associated with the Poisson bivector πB ∈ X2(M) given by

π�
B = π� ◦ (I +B� ◦ π�)−1.

This justifies the use of the notation eBπ for πB.

Example 7.52 (Gauge transformations of symplectic realizations). Given
a symplectic realization μ : (S, ω)→ (M,π) and a closed 2-form B ∈ Ω2(M)
such (I +B� ◦ π�) is invertible, observe the following:

(i) ω + μ∗B ∈ Ω2(S) is still a symplectic form.

(ii) μ : (S, ω + μ∗B)→ (M, eBπ) is a Poisson map.

Hence, μ : (S, ω+μ∗B)→ (M, eBπ) is a symplectic realization. The follow-
ing exercise gives a concrete example.

Exercise 7.53. Show that the linear Poisson structure on R2 given by
{x, y} = x is B-gauge equivalent to the Poisson structure given by

{x, y}B = xe−x,

via the closed 2-form (smooth at x = 0)

B =
1− ex

x
dx ∧ dy.

Conclude that {·, ·}B has a symplectic realization μ : R4 → R2, (x, y, u, v) �→
(x, y), where R4 is equipped with the symplectic form

ωB =
1− ex

x
dx ∧ dy + ev (du ∧ dx+ xdu ∧ dv) + dv ∧ dy.

(Hint: Use a symplectic realization from Section 6.3.)

Example 7.54 (Coupling construction). The coupling construction in Sec-
tion 4.4 can be better understood in terms of Dirac structures and their
gauge transformations. There, starting with a principal G-bundle over a
symplectic manifold, p : P → (S, ωS), endowed with a connection 1-form

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



152 7. Dirac Geometry

θ ∈ Ω1(P, g), we have constructed a Poisson manifold

(7.13) (Mθ(P, ωS), π
θ)

that sits inside P ×G g∗ as an open neighborhood of S � P ×G 0.

Here is the description of the coupling construction in the framework of
Dirac structures:

(i) The connection θ ∈ Ω1(P, g) can be seen as a 1-form θ̃ on P × g∗

and, together with the symplectic form ωS ∈ Ω2(S), they yield a
closed, G-invariant 2-form:

Ω := p∗ωS − dθ̃ ∈ Ω2(P × g∗).

The graph of this 2-form can be pushed forward to a Dirac structure

Lθ := pr!(LΩ) ⊂ T(P ×G g∗).

(ii) The coupling Poisson structure (7.13) is precisely the Poisson sup-
port (7.5) of Lθ

Mθ(P, ωS) = Poisson support of Lθ,

Lπθ = Lθ|Mθ(P,ωS).

(iii) If θ′ is another principal bundle connection, then Lθ and Lθ′ are

gauge equivalent with respect to B = d(θ̃− θ̃′). By Moser’s Lemma
— in the form of Theorem 5.22 — the germ of πθ near S is indepen-
dent of the choice of connection, up to Poisson diffeomorphisms.

In conclusion, the coupling construction, when viewed as a Dirac struc-
ture, makes sense globally on P ×G g∗ and is unique up to exact gauge
transformations. From the Poisson perspective, the Poisson structure πθ,
which can be defined only around S, naturally extends as a Dirac structure
Lθ to the entire P ×G g∗.

Exercise 7.55. Justify (i) and (ii) above by showing the following:

(a) KerΩ ∩ Ima = 0 holds everywhere on P × g∗.

(b) The Poisson support of Lθ is the image under p of the nondegen-
eracy locus of Ω.

(Hint: Look at Example 7.42 and Exercise 4.26.)
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Problems

7.1. Let L ∈ D(V ) be a Dirac structure, and let D ⊂ V be a subspace
complementary to the kernel of L

V = (L ∩ V )⊕D.

Show that the Dirac structure LD = D ⊕D◦ is complementary to L:

V = L⊕ LD.

7.2. Consider a section s ∈ Γ(TM). Show that the operation

ads := [s, ·] : Γ(TM)→ Γ(TM)

is a derivation of the Dorfman bracket and the canonical pairing:

ads([s1, s2]) = [ads s1, s2] + [s1, ads s2],

LprTM (s)(s1, s2) = (ads s1, s2) + (s1, ads s2).

7.3. The Courant bracket is defined as the antisymmetrization of the Dorf-
man bracket, so it is given on sections X + α, Y + β ∈ Γ(TM) by

�X + α, Y + β� := [X,Y ] + LXβ −LY α+
1

2
d (iY α− iXβ) .

Show that this bracket is

(a) skew-symmetric: �s1, s2� = −�s2, s1�,

but that it fails to satisfy the other relations in the following controlled way:

(b) failure of the Leibniz rule:

�s1, fs2� = f�s1, s2� + LprTM (s1)(f)s2 −
1

2
(s1, s2)df,

(c) failure to be compatible with the metric:

LprTM (s1)(s2, s3) =(�s1, s2�, s3) + (s2, �s1, s3�)

+
1

2
(d(s1, s2), s3) +

1

2
(s2, d(s1, s3)),

(d) failure to satisfy the Jacobi identity:

�s1, �s2, s3�� + �s2, �s3, s1�� + �s3, �s1, s2��

= −1

6
d
(
(s1, �s2, s3�) + (s2, �s3, s1�) + (s3, �s1, s2�)

)
,

for all s1, s2, s3 ∈ Γ(TM) and all f ∈ C∞(M).
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7.4. Consider the Courant bracket of the previous problem. Show the fol-
lowing:

(a) A maximal isotropic subbundle L ⊂ TM is closed under the Courant
bracket if and only if it is closed under the Dorfman bracket.

(b) For a Dirac structure L ⊂ TM , the Courant bracket and the Dorfman
bracket induce the same operation on Γ(L).

7.5. Prove Theorem 7.39.

7.6. Consider a commutative diagram of manifolds

M

i
��

j �� N

k
��

P
l �� Q

which is a strong pullback, in the sense that

M = {(x, y) ∈ N × P : k(x) = l(y)}, j = prN |M , i = prP |M ,

and k and l are transverse:

Imdxk + Imdyl = Tk(x)Q, ∀(x, y) ∈M.

Consider Dirac structures on these manifolds such that k and i are backward
Dirac maps and l is a forward Dirac map. Prove that j is also a forward
Dirac map.

7.7. Prove Lemma 7.47.

7.8. Let (M1, π1) (S, ω)
μ1�� μ2 �� (M2,−π2) be a dual pair. Prove that

the corresponding Dirac structures are related by

μ!
1 Lπ1 = eωμ!

2 Lπ2 .

7.9. Prove the following generalization of Libermann’s Theorem: Consider
a surjective submersion with connected fibers μ : S → M and a Dirac
structure L on S. Then M admits a Dirac structure such that μ is a forward
Dirac map if and only if the family

x �→ (dxμ)
!(dxμ)!Lx ∈ TxS (x ∈ S)

defines a Dirac structure on S. Recover Libermann’s Theorem from this
statement.

7.10. Define the flow of a section s = X + α ∈ Γ(TM) as the 1-parameter
family

Φt
s := dφt

X ◦ edβt : TDt → TD−t
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where Dt ⊂M is the domain of existence of the flow φt
X : Dt → D−t and

βt :=

∫ t

0
(φε

X)∗α dε ∈ Ω1(Dt).

For a section s̃ ∈ Γ(TM), we denote the pullback by the flow of s by

(Φt
s)

∗s̃ := e−dβt(φt
X)∗s̃ ∈ Γ(TDt).

Show the following:

(a) The flow can also be written as

Φt
s = edγt ◦ dφt

X , where γt =

∫ t

0
(φ−ε

X )∗α dε ∈ Ω1(D−t).

(b) For all t1, t2 ∈ R,
Φt1
s ◦ Φt2

s = Φt1+t2
s .

(c) For all s̃ ∈ Γ(TM),

d

dt
(Φt

s)
∗s̃ = (Φt

s)
∗[s, s̃].

(d) If (s, s) = 0, for all s̃ ∈ Γ(TM),

d

dt
(Φt

s)
∗s̃ = [s, (Φt

s)
∗s̃].

7.11. Let L be a Dirac structure. Show that the flow of a section s ∈ Γ(L),
defined in the previous problem, preserves L:

Φt
s(Lx) = Lφt

X(x).

7.12. Let (M,L) be a Dirac manifold. Define the rank of L at x ∈M by

rank(Lx) := dim(prTM (Lx)).

Prove the following local splitting theorem around x: if rank(Lx) = r, then
there are local coordinates (U, x1, . . . , xr, y1, . . . , ys) for M centered at x and
a closed 2-form B ∈ Ω2(U) such that

eBL|U = Span
{ ∂

∂xi
,

s∑
b=1

πab(y)
∂

∂yb
+ dya : 1 ≤ i ≤ r, 1 ≤ a ≤ s

}
,

for certain smooth functions πij(y) with πij(0) = 0. In other words,

(U, eBL|U ) � (V, TV )× (W,Lπ),

where dimV = rank(Lx) and π vanishes at x.
Hint: As in the proof of Theorem 3.2, proceed by induction on r. For r ≥ 1,
take X+α a local section of L with Xx �= 0. Apply the flow box theorem to
X (or Lemma 3.3), and then find a closed 2-form B1 such that X is a section
of eB1L. Show that, around x, eB1L splits as (I, TI)× (W,L′), where I ⊂ R
is an open interval and (W,L′) is a Dirac manifold with rank(L′

x) = r − 1.
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7.13. Mimicking the proof of Theorem 4.1, use the previous problem to
prove that a Dirac structure L on a manifold M defines a presymplectic
foliation of M , where the following hold:

(a) The leaf S thorough x ∈ M is the set of points y that can be reached
from x by a composition of flows of vector fields in prTM (Γ(L)):

S =
{
y = φ1

X1
◦ · · · ◦ φ1

Xn
(x) : Xi + αi ∈ Γ(L)

}
.

(b) The leaves integrate the singular distribution prTM (L); i.e., the tangent
space of the leaf S through x is TxS = prTM (Lx).

(c) The leaf S through x ∈M carries a presymplectic form given by

ωS(v, w) := β(v) = −α(w), if v, w ∈ TxS,

where α, β ∈ T ∗
xM are any covectors such that v + α,w + β ∈ Lx.

7.14. Let H ∈ Ω3
cl(M) be a closed 3-form. “Twist” the Dorfman bracket as

follows:
[X + α, Y + β]H := [X + α, Y + β] + iXiYH,

for X + α, Y + β ∈ Γ(TM). Show that this operation satisfies all the
properties listed in Proposition 7.14. What are H-twisted Dirac structures?
If H = dB, can you relate H-twisted Dirac structures to ordinary ones?
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Chapter 8

Submanifolds in
Poisson Geometry

On a Poisson manifold (M,π) there are several interesting ways in which
the Poisson tensor π can interact with a submanifold N ⊂ M . Already in
symplectic geometry one encounters symplectic submanifolds, Lagrangian
submanifolds, coisotropic submanifolds, etc. For a Poisson manifold (M,π)
the various types of submanifolds N are controlled by the π-orthogonal to
N , which was defined in Definition 5.2 as

(TN)⊥π := π�((TN)◦).

We have encountered so far two types of submanifolds: symplectic leaves,
for which (TN)⊥π = {0}, and Poisson transversals, for which TNM = TN⊕
(TN)⊥π . We now look at other interesting types of submanifolds.

8.1. Poisson submanifolds

For any symplectic leaf (S, ωS) of a Poisson manifold (M,π), Corollary 4.8
shows that the inclusion i : (S, ω−1

S ) ↪→ (M,π) is a Poisson map. We set:

Definition 8.1. A Poisson submanifold of a Poisson manifold
(M,π) is a Poisson manifold (N, πN) together with an injective im-
mersion i : N ↪→M which is a Poisson map.

The nicest case is that of embedded Poisson submanifolds, i.e.,
when N ⊂M is an embedded submanifold and i is the inclusion. In general,
we have immersed Poisson submanifolds i : N ↪→ M which we still
identify with their image i(N), so that one can assume that the map i is

157

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



158 8. Submanifolds in Poisson Geometry

the inclusion and TxN is identified with the subspace dxi(TxN) of Ti(x)M .
However, one has to keep in mind that, in general, the topology on N is not
the topology induced from M .

Proposition 8.2. Let (M,π) be a Poisson manifold. Given an immersed
submanifold N ↪→ M there is at most one Poisson structure πN on N that
makes (N, πN ) into a Poisson submanifold. This happens if and only if any
of the following equivalent conditions hold:

(i) Imπ�
x ⊂ TxN , for all x ∈ N .

(ii) (TN)⊥π = 0.

(iii) Every Hamiltonian vector field XH ∈ X(M) is tangent to N .

When N is an embedded submanifold, these condition are also equivalent to
the following:

(vi) The vanishing ideal of N

I(N) := {f ∈ C∞(M) : f(x) = 0, ∀x ∈ N}

is a Lie algebra ideal; i.e., {f, g} ∈ I(N) whenever f ∈ I(N) and
g ∈ C∞(M).

In particular, a Poisson submanifold N ↪→M intersects each symplectic
leaf S of (M,π) in an open subset of S. The connected components of the
intersections N ∩ S are the symplectic leaves of (N, πN).

Proof. If i : (N, πN ) ↪→ (M,π) is a Poisson submanifold, then πN is i-
related to π:

dxi(πN,x) = πx, ∀x ∈ N,

or equivalently,

(8.1) dxi ◦ π�
N,x ◦ (dxi)

∗ = π�
x, ∀x ∈ N.

Since dxi is injective, this shows that πN is unique. It also shows that (i)
must hold if (N, πN) is a Poisson submanifold.

Next, let i : N ↪→ M be a submanifold such that Imπ�
x ⊂ dxi(TxN).

We claim that there exists a unique smooth bivector field πN on N such

that (8.1) holds. Since Imπ�
x ⊂ dxi(TxN), it is enough to check that for

any α ∈ (TxN)◦ = Ker(dxi)
∗ we have π�

x(α) = 0. This follows by skew-
symmetry, as for any β ∈ T ∗

xM ,

〈π�
x(α), β〉 = −〈α, π�

x(β)〉 = 0.

Uniqueness also implies that (π�
N,x)

∗ = −π�
N,x. The smoothness of πN is

automatic.
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Now observe that [πN , πN ] = 0. In fact, by Proposition 2.15 the Schouten
brackets of i-related multivector fields are also i-related:

(dxi)([πN , πN ]x) = [π, π]i(x) = 0.

Since i is an immersion, the result follows. This shows that if (i) holds, then
N has a unique Poisson structure such that it is a Poisson submanifold.

For the equivalence between (i) and (ii), observe that using

〈π�
x(α), β〉 = −〈α, π�

x(β)〉,
with α ∈ (TxN)◦ and β ∈ T ∗

xM , we obtain that

(TxN)⊥π = π�
x((TxN)◦) = 0 ⇐⇒ π�

x(T
∗
xM) ⊂ TxN.

The equivalence between (i) and (iii) is obvious.

Finally, if N is an embedded submanifold, a vector field X ∈ X(M) is
tangent to N if and only if LX(f) ∈ I(N), for any f ∈ I(N). Hence, in
this case, the equivalence between (iii) and (iv) follows from the relation
{f, g} = −LXg(f). �

Exercise 8.3. What can one say about the equivalence with (iv) in the
proposition if the submanifold is not embedded?

Exercise 8.4. Prove the claim about the symplectic leaves from the propo-
sition.
(Hint: Use Theorem C.12 and Proposition 1.8.)

Corollary 8.5. If N1, N2 ⊂ (M,π) are two Poisson submanifolds that in-
tersect cleanly, i.e., N1∩N2 is a submanifold with T (N1∩N2) = TN1∩TN2,
then N1 ∩N2 is also a Poisson submanifold.

From Proposition 5.26 one also obtains immediately the following re-
lationship between Poisson submanifolds and Poisson transversals (labeled
PTs in the following diagram).

Corollary 8.6. Consider a Poisson transversal (X, πX) and a Poisson sub-
manifold (N, πN ) in a Poisson manifold (M,π). Then:

(i) N and X intersect transversally.

(ii) X ∩N is a Poisson transversal in (N, πN).

(iii) X ∩N is a Poisson submanifold of (X, πX).

Moreover, the Poisson structures induced on X∩N in (ii) and (iii) coincide:

N � 	 Poisson �� M

X ∩N

�

PT

���
�
�

� 	 Poisson �������� X

�
PT

��
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160 8. Submanifolds in Poisson Geometry

Remark 8.7. Notice a simple, but interesting, geometric consequence of the
previous corollary: any Poisson submanifold containing a Poisson transversal
must be an open set.

The following exercise gives another geometric description of Poisson
submanifolds:

Exercise 8.8. Given a Poisson manifold (M,π), show that an immersed
submanifold N ↪→ M is a Poisson submanifold if and only if, for any sym-
plectic leaf S of M , S ∩ N is open in S and, for the smooth structure on
S ∩N induced from S, the inclusion S ∩N ↪→ N is smooth.
(Hint: Use a splitting chart and Proposition 8.2.)

The exercise also suggests considering the following class of Poisson sub-
manifolds.

Definition 8.9. A Poisson submanifold N ⊂ (M,π) is called complete if
it is a union of symplectic leaves.

Exercise 8.10. Show that a submanifold N ⊂ (M,π) is a complete Poisson
submanifold if and only if any integral curve γ : [0, 1]→M of a Hamiltonian
vector field that starts in N stays in N and is smooth as a curve in N .

Example 8.11 (Symplectic leaves). Obviously, any symplectic leaf is a Pois-
son submanifold. By definition, symplectic leaves are precisely the minimal

complete Poisson submanifolds.

Example 8.12 (Zeros). When N = {x} consists of a single point, then N
is a Poisson submanifold if and only if x is a zero of π. In general, any
submanifold contained in the zero-locus of a Poisson bivector is a complete

Poisson submanifold.

Example 8.13 (Symplectic manifolds). By Proposition 8.2(i), the only
Poisson submanifolds of a symplectic manifold are the open subsets. The

complete Poisson submanifolds are the connected components.

Example 8.14 (Log-symplectic manifolds). For a log-symplectic manifold
(M,π) with singular locus Z, both M\Z and Z are (generally disconnected)
complete Poisson submanifolds. They are both regular Poisson manifolds,

but note that M = (M\Z) ∪ Z is not a regular Poisson manifold.

Example 8.15 (Degeneracy submanifolds). Generalizing the previous ex-
amples, given a Poisson manifold (M,π), one can consider the set of points
where π has rank at most 2k:

Zk := {x ∈M : πk+1
x = 0}.

If Zk is an embedded submanifold, then it is a closed, complete Poisson
submanifold. In fact, it is the union of all symplectic leaves of dimension
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at most 2k. Note that the M\Zk are always open Poisson submanifolds.
More generally, if the sets Zk+l\Zk are embedded submanifolds, then they

are Poisson submanifolds.

Example 8.16 (Ideals in Lie algebras). Let g be a Lie algebra and consider
the linear Poisson structure (g∗, πg). If h ⊂ g is a linear subspace, then
h◦ ⊂ g∗ is a Poisson submanifold if and only if h ⊂ g is a Lie ideal. One way
to see this is by computing the orthogonals appearing in (ii) of Proposition
8.2; i.e., for ξ ∈ h◦,

(Tξh
◦)⊥πg = {π�

ξ(u) : u ∈ (g∗)∗ vanishing on h◦}
= {ad∗u(ξ) : u ∈ h} ⊂ g∗.(8.2)

Hence, the Poisson submanifold condition holds if and only if ξ([h, g]) = 0
for all ξ ∈ h◦; in other words, h is an ideal in g:

[h, g] ⊂ h.

Since h◦ is a union of symplectic leaves, it is a complete Poisson submani-
fold. Moreover, under the canonical isomorphism h◦ � (g/h)∗, the induced

Poisson structure on h◦ coincides the linear Poisson structure πg/h.

Example 8.17 (Level sets of Casimirs). Note that a smooth family of Pois-
son structures {πt}t∈I on a manifold M is the same thing as a Poisson
structure π̃ on M × I for which all the submanifolds M × {t} are Poisson
submanifolds.

A closely related appearance of Poisson submanifolds is as level sets of
a Casimir function C on an arbitrary Poisson manifold (M,π). If r ∈ R is
a regular value of C, it follows that the level set {C = r} is automatically a
complete Poisson submanifold of (M,π). The Casimir relevant for a family

on M × I is, of course, C(x, t) = t.

Example 8.18 (Affine Poisson structures). Note that any affine Poisson
manifold can be realized as a Poisson submanifold of a linear one. Indeed,
given any 2-cocycle λ on a Lie algebra g, the inclusion

(g∗, πg,λ) ↪→ (g̃∗λ, πg̃λ), ξ �→ (ξ, 1)

realizes the affine Poisson structure πg,λ as a complete Poisson submanifold
in the dual of the central extension g̃λ = g⊕R. As seen in Subsection 2.4.8,

this is a special case of the previous example.

Example 8.19 (LV-type Poisson structures). For a Lotka-Volterra-type
Poisson structure πA on Rn associated with a skew-symmetric matrix A =
(aij) we find

π�
A(dx

i) =
n∑

j=1

aijxixj
∂

∂xj
.
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It follows that for any integers 1 ≤ i1 < · · · < ik ≤ n, the subspaces

Vi1,...,ik = {(x1, . . . , xn) ∈ Rn : xil = 0, l = 1, . . . , k}
are complete Poisson submanifolds. The induced Poisson bracket is the LV-
type Poisson structure πM associated with the (n − k) × (n − k) minor M

of A obtained by removing the rows and columns i1, . . . , ik.

Example 8.20 (Spheres in the dual of a compact Lie algebra). A Lie algebra
is said to be compact if there exists some compact Lie group G with Lie
algebra g. This can also be characterized by the existence of an inner product
(·, ·) which is ad-invariant:

([u, v], w) + (v, [u,w]) = 0, ∀u, v, w ∈ g.

The induced inner product on g∗ is invariant under the coadjoint action.
Therefore, each sphere

Sr = {ξ ∈ g∗ : ‖ξ‖ = r}, r > 0,

is a union of coadjoint orbits, i.e., of symplectic leaves for the linear Poisson
structure, and so it is a complete Poisson submanifold. Of course, this fits

in Example 8.17 for the Casimir function C(ξ) := ‖ξ‖2.

Example 8.21 (Quotients and Hamiltonian actions). Consider a proper
and free Hamiltonian G-space (M,π) with moment map μ : M → g∗, as in
Section 1.5. For the quotient Poisson structure (M/G, πM/G) we show that
the submanifolds

M�OG := μ−1(O)/G ⊂M/G

are Poisson submanifolds for any coadjoint orbit O ⊂ g∗.

For any H ∈ C∞(M/G), using that H ◦p is G-invariant and the moment
map condition (1.25), we find

0 = a(v)(H ◦ p) = Xμv(H ◦ p) = −XH◦p(μv), ∀ v ∈ g.

So XH◦p is tangent to the μ-fibers and in particular to μ−1(O). Therefore,
XH = p∗XH◦p is tangent to M �OG, and so M �OG ⊂ M/G is a Poisson

submanifold.

For Poisson transversals X ⊂ (M,π) we have seen that any symplectic
realization μ : (S, ω) → (M,π) restricts to a symplectic realization of X.
More generally, we have seen that Poisson transversals behave functorially
with respect to Poisson maps. The situation for Poisson submanifolds is
more subtle. First of all, there is no functoriality: given a Poisson map
Φ : (M1, π1) → (M2, π2) and a Poisson submanifold N ⊂ M2, it is not
true that Φ−1(N) ⊂M1 is a Poisson submanifold, even if Φ is transverse to
N . However, when it comes to symplectic realizations, the following result
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shows that in many cases a symplectic realization of (M,π) can be used to
obtain a realization of a Poisson submanifold N .

Proposition 8.22. Let N be a Poisson submanifold of (M,π), and consider
a symplectic realization

μ : (S, ω)→ (M,π).

Setting C := μ−1(N) and ωC := ω|C ∈ Ω2(C), we have the following:

(i) The kernel of ωC ,

KC := KerωC ⊂ TC,

defines a regular foliation on C.

(ii) If this foliation is simple, then ωC descends to a symplectic form
ω on the leaf space C := C/KC, and μ descends to a symplectic
realization of the Poisson submanifold (N, πN ):

μ : (C, ω)→ (N, πN ).

This proposition will be best understood when discussing coisotropic
submanifolds, and so the proof is deferred until then. See also Proposition
C.17.

Exercise 8.23. For a Poisson structure of LV-type, consider the natural
symplectic realization of type (6.6), given in Example 6.12. Show that for
the Poisson submanifolds Vi1,...,ik discussed in Example 8.19 the construction
above yields a symplectic realization of Vi1,...,ik which is again of the same
type (6.6).

Example 8.24. Consider the Poisson submanifold h◦ ⊂ g∗ associated to a
Lie ideal h ⊂ g — see Example 8.16. Let G be a connected Lie group with
Lie algebra g. Let H ⊂ G be the connected Lie subgroup with Lie algebra
h. Then H is normal; assume it is also closed. This assumption holds, e.g.,
if G is simply connected. Since h is an ideal, k := g/h is the Lie algebra
of K := G/H. Moreover, under the canonical identification h◦ � k∗ the
Poisson structure on h◦ becomes the linear Poisson structure πk.

We apply the proposition to the canonical symplectic realization (6.16)

μG : (T ∗G � G× g∗, ωcan)→ (g∗, πg).

Then
C = μ−1

G (k∗) = G× k∗

and one can show that the kernel of ωC = ωcan|C is made of the tangent
spaces of the cosets of H in G. Therefore the resulting foliation is simple,
with leaf space G/H × k∗ = K × k∗. The resulting symplectic realization of
(k∗, πk) is precisely the canonical one corresponding to K

μK : (T ∗K � K × k∗, ωcan)→ (k∗, πk).
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Let us remark that the identification of the symplectic manifolds C/H �
T ∗K can also be understood using Hamiltonian reduction

T ∗(G/H) � μ−1
H (0)/H = T ∗G�H,

where μH : T ∗G → h∗ is the composition of μG with the restriction map
g∗ → h∗. The isomorphism is a particular case of Example B.21.

Exercise 8.25. Explain the relationship between the assumption that H is

closed and the assumption made in item (ii) of Proposition 8.22.

Exercise 8.26. Show that the symplectic realization of an affine Poisson
structure constructed in Example 6.25 can be obtained from Proposition
8.22 applied to the Poisson submanifold from Example 8.18.

In the previous examples Proposition 8.22 could be applied to produce
symplectic realizations. However, this is not always the case.

Example 8.27. For a compact Lie algebra g, consider a sphere Sr ⊂ g∗ as
in Example 8.20. Let G be a compact connected Lie group integrating g.
For the canonical symplectic realization from (6.16),

μ : (T ∗G � G× g∗, ωcan)→ (g∗, πg),

we have

C = μ−1(Sr) = G× Sr.

We claim that, in general, the kernel of ωC = ωcan|C does not define a simple
foliation, so Proposition 8.22 does not provide a symplectic realization of Sr.

For this, recall from Example B.21 that the action of G on the right on
itself lifts to a Hamiltonian action on T ∗G with moment map μ. Under the
identification T ∗G � G× g∗, this action is given by

g · (h, ξ) = (hg−1,Ad∗g ξ).

The moment map condition gives

ia(v)ωcan = dμv.

The right-hand side is the differential of the map (g, ξ) �→ ξ(v), so we obtain

dμv|TgG×TξSr = 0 ⇐⇒ v ∈ Span{vξ},
where vξ ∈ g is the element corresponding to ξ under the isomorphism g � g∗

induced by the inner product. Since KerωC is 1-dimensional, we obtain

KerωC |(g,ξ) = Span{a(vξ)|(g,ξ)}.
Next, using that ad∗vξ ξ = 0, it follows that the leaf through (g, ξ) of the

foliation of G× Sr defined by KerωC is

L(g,ξ) = {(g exp(tvξ), ξ) : t ∈ R}.
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Exercise 8.28. Show the following:

(a) If g = so(3), the resulting foliation of C = SO(3)× S2 is simple.

(b) If g = so(4), the resulting foliation of C = SO(4)×S5 is not simple.

(Hint: so(4) � so(3)⊕ so(3)).

8.2. Poisson-Dirac submanifolds

Poisson submanifolds and Poisson transversals are two types of submanifolds
which naturally inherit Poisson structures. Dirac geometry offers a general
framework to deal with such submanifolds.

Definition 8.29. A Poisson-Dirac submanifold of a Poisson man-
ifold (M,π) is a Poisson manifold (N, πN) with an injective immersion

i : (N,LπN ) ↪→ (M,Lπ)

which is a backward Dirac map.

Note that given a submanifold N of a Poisson manifold (M,π) there is
at most one Poisson structure on N making the inclusion a Poisson-Dirac
submanifold. On the other hand, the existence of this structure can be
characterized as follows:

Proposition 8.30. An immersed submanifold i : N ↪→ M of a Poisson
manifold (M,π) is a Poisson-Dirac submanifold if and only if the following
conditions hold:

(i) TxN ∩ (TxN)⊥π = 0, for all x ∈ N .

(ii) The bivector field πN ∈ Γ(
∧2 TN) defined at each point by

(8.3) πN,x(ξ, η) = πx(ξ̃, η̃) (ξ, η ∈ T ∗
xN),

where ξ̃, η̃ ∈ ((TxN)⊥π)◦ are extensions of ξ, η, is smooth.

The extensions in item (ii) exist by item (i). Moreover, the proposition
says that (i) and (ii) imply that πN ∈ X2(N) is automatically a Poisson
structure. On the other hand, the following exercise shows that the smooth-
ness condition (ii) is not automatic.

Exercise 8.31. Consider the regular foliation of C3 by complex lines

z2 = a, z3 = az1 + b (a, b ∈ C).

The leaves are symplectic submanifolds of (C3 � R6, ωcan). They form the
symplectic foliation of a regular Poisson structure π on M = R6. Show
that the 4-dimensional submanifold N = {(z1, z2, z3) : z3 = 0} ⊂M satisfies

condition (i) of Proposition 8.30 but does not satisfy condition (ii).
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Proof of Proposition 8.30. The proposition will follow by spelling out
Definition 8.29. Consider a submanifold N of a Poisson manifold (M,π).
We claim that for each x ∈ N , the pullback Dirac structure

(i!Lπ)x ∈ D(TxN)

comes from a bivector πN,x ∈
∧2 TxN if and only if condition (i) in the

previous proposition holds. Indeed using the definition of (i!Lπ)x we find

(i!Lπ)x = {w + ξ̃|TxN ∈ TxN : ξ̃ ∈ T ∗
xM and w = π�ξ̃}

= {π�ξ̃ + ξ̃|TxN ∈ TxN : ξ̃ ∈ T ∗
xM such that π�ξ̃ ∈ TxN}.

Lemma 7.6 shows that this subspace comes from a bivector if and only if

(i!Lπ)x ∩ TxN = {π�ξ̃ : ξ̃ ∈ T ∗
xM with ξ̃|TxN = 0, π�ξ̃ ∈ TxN}

= TxN ∩ (TxN)⊥π = {0}.
This proves the claim.

Now if (i) holds, the bivector πN,x ∈
∧2 TxN inducing (i!Lπ)x is precisely

the bivector field described by the explicit formula (8.3). Theorem 7.32
implies that LπN is a Dirac structure, and so πN is a Poisson structure. �
Example 8.32 (Poisson submanifolds and transversals). It follows imme-
diately from Proposition 8.30 that Poisson submanifolds ((TxN)⊥π = {0})
and Poisson transversals (TxM = TxN ⊕ (TxN)⊥π) are particular classes of
Poisson-Dirac submanifolds. For a Poisson transversal we already knew that
the inclusion is a backward Dirac map — see Example 7.34. On other hand,
for a Poisson submanifold the inclusion is both a forward and a backward
Dirac map.

A Poisson transversal of (M,π) intersects each symplectic leaf trans-
versely. In the following exercise you are asked to show that this property
distinguishes Poisson transversals among all Poisson-Dirac submanifolds.

Exercise 8.33. Show that a Poisson-Dirac submanifold N of (M,π) is a
Poisson transversal iff it is transverse to each symplectic leaf of π, i.e., iff

TxM = TxN + Imπ�
x, ∀x ∈ N.

Example 8.34 (Singletons). Submanifolds consisting of one point are au-
tomatically Poisson-Dirac submanifolds. They are Poisson transversals if
and only if the Poisson structure is nondegenerate at the point and they are
Poisson submanifolds if and only if the Poisson structure vanishes at the

point.

Example 8.35 (Symplectic submanifolds). For a symplectic manifold
(M,ω), the Poisson-Dirac submanifolds are precisely the symplectic sub-
manifolds of (M,ω), and so they coincide with the Poisson transversals of

(M,ω).
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Example 8.36 (Linear Poisson structures). Let g be a Lie algebra and
consider the linear Poisson structure (g∗, πg). A sufficient condition for a
linear space h◦ ⊂ g∗ to be a Poisson-Dirac submanifold can be obtained
from (8.2):

(Tξh
◦)⊥πg = {ad∗u(ξ) : u ∈ h} ⊂ g

∗.

Hence, the first condition in Proposition 8.30 is satisfied if and only if for
every ξ ∈ h◦ and u ∈ h one has

〈ξ, [u, u′]〉 = 0, ∀u′ ∈ h =⇒ 〈ξ, [u, v]〉 = 0, ∀ v ∈ g.

For example, this holds if h ⊂ g admits a complement k ⊂ g such that

(8.4) g = h⊕ k, [h, k] ⊂ h.

This should be compared with the condition found in Example 8.16 for h◦

to be a Poisson submanifold, namely that h is an ideal in g.

One still needs to check that condition (ii) in Proposition 8.30 holds.
We claim that the existence of a complement (8.4) is also enough for (ii) to
hold true. In fact, if such complement exists, then (Tξh

◦)⊥πg ⊂ k◦, and so

T ∗
ξ h

◦ � k ⊂ ((Tξh
◦)⊥πg )◦.

Hence, given an η ∈ T ∗
ξ h

◦, if we view it as a constant form in k, we have an

extension η̃ ∈ ((Th◦)⊥π)◦, and it follows that condition (ii) holds.

We conclude that the existence of a complement (8.4) is a sufficient
condition for h◦ ⊂ g∗ to be a Poisson-Dirac submanifold. We leave it as an
exercise to show that the induced Poisson structure is linear.

For a simple concrete example, consider a compact Lie algebra g with
an invariant inner product (·, ·). Let k ⊂ g be a subalgebra, and let h = k⊥.
Then the invariance of the inner product gives

([u, v], v′) = (u, [v, v′]) = 0, ∀u ∈ h, v, v′ ∈ k.

So [h, k] ⊂ h holds and we conclude that h◦ ⊂ g∗ is a Poisson-Dirac sub-
manifold. Via the isomorphism h◦ � k∗, the induced Poisson structure is
the linear one corresponding to k. Note that if h is not an ideal, then h◦ is

neither a Poisson submanifold nor a Poisson transversal.

Example 8.37. Given a Poisson manifold (N, π) one can try to embed it
as a Poisson-Dirac submanifold of a simpler (e.g., linear) Poisson manifold.

For instance, consider N = R2 with Poisson bracket defined by {x, y} =
x2 + y2. One can enlarge it by adding extra coordinates z, w, and c (c
indicating that this coordinate will be a Casimir) and embed it into a linear
Poisson structure in M = R5: relative to the coordinates (x, y, z, w, c) the
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linear Poisson bracket is defined by

{x, y} = 0, {x, z} = x, {x,w} = y,

{y, z} = y, {y, w} = −x, {z, w} = c,

{x, c} = {y, c} = {z, c} = {w, c} = 0.

We leave it as an exercise to check that the embedding N ↪→ M , (x, y) �→
(x, y, 0, 0, 1) turns N into a Poisson-Dirac submanifold of M and that the

induced Poisson structure is precisely {x, y} = x2 + y2.

In general, the relationship between the symplectic foliations of a Poisson-
Dirac submanifold and of the ambient Poisson manifold is subtle. This was
already observed in Remark 7.35 for pullbacks of Dirac structures and the
following example illustrates it in the case of Poisson structures.

Example 8.38. Consider M = R4 with coordinates (u, v, z, w) and the
log-symplectic Poisson structure

π = u
∂

∂u
∧ ∂

∂v
+

∂

∂z
∧ ∂

∂w
.

The injective immersion

i : R2 → R4, (x, y) �→ (x2, 0, x, y)

gives a Poisson-Dirac submanifold N ⊂M with Poisson bivector field

πN =
∂

∂x
∧ ∂

∂y
.

The Poisson manifold (N, πN ) is nondegenerate, so it has only one leaf, but

it intersects three different symplectic leaves of (M,π).

Example 8.39. Consider an LV-type Poisson structure on M = R4:

{x, y} = xy, {x, z} = 0, {x,w} = xw,

{z, y} = zy, {y, w} = 0, {z, w} = zw.

We leave it as an exercise to check that the embedding R2 ↪→ R4, (u, v) �→
(u, v, u, v) gives a Poisson-Dirac submanifold and that the induced Poisson
structure on R2 is again of Lotka-Volterra-type:

{u, v} = uv.

This is neither a Poisson submanifold nor a Poisson transversal. It is in-
structive to compare the resulting symplectic foliations of R2 and R4.
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8.3. Coregular Poisson-Dirac submanifolds

It turns out that among Poisson-Dirac submanifolds there is a particularly
well-behaved class.

Definition 8.40. A coregular Poisson-Dirac submanifold is a
submanifold N of a Poisson manifold (M,π) such that

(i) TN ∩ (TN)⊥π = {0},
(ii) TN⊥π has constant rank.

Exercise 8.41. IfN is a submanifold of a Poisson manifold (M,π) for which
the π-orthogonals (TxN)⊥π have constant rank, show that (TN)⊥π ⊂ TNM
is a smooth subbundle.

Next we show that these submanifolds are indeed Poisson-Dirac and,
moreover, that unlike general Poisson-Dirac submanifolds, their symplectic
foliation has a simple description.

Proposition 8.42. Let (M,π) be a Poisson manifold, and let N ⊂M be a
submanifold with the property that (TN)⊥π has constant rank. Then N is a
Poisson-Dirac submanifold if and only if TN ∩ (TN)⊥π = 0.

In this case, the symplectic leaves of (N, πN) are the connected compo-
nents of the intersections (N ∩ S, ωS |N∩S), where (S, ωS) ranges over the
symplectic leaves of (M,π).

Proof. Applying Theorem 7.33 to the Dirac structure associated with the

Poisson manifold (M,π), we conclude that if TxN + Imπ�
x is of constant

dimension, then i!Lπ is a Dirac structure on N . Since

dim(TxN + Imπ�
x) = dimN + dim(Imπ�

x)− dim(TxN ∩ Imπ�
x)

= dimN + dim(TxN)⊥π ,

the assumption in the corollary guarantees that i!Lπ is a Dirac structure.
This Dirac structure is the graph of a Poisson bivector field if and only if
TN ∩ (TN)⊥π = 0, and then Theorem 7.33 gives the description of the
symplectic leaves of (N, πN), so the proposition follows. �

Exercise 8.43. Show that the constant rank condition (ii) in Definition
8.40 does not hold for the Poisson-Dirac submanifolds from Examples 8.38
and 8.39.
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Before we give examples of coregular Poisson-Dirac submanifolds, we
provide some more geometric insight into this special class of submanifolds.

Theorem 8.44. Given an embedded submanifold N of a Poisson manifold
(M,π), the following are equivalent:

(i) N is a coregular Poisson-Dirac submanifold.

(ii) N is a Poisson submanifold inside a Poisson transversal X ⊂M .

Moreover, in this case the germ of X around N is unique up to local Poisson
diffeomorphisms.

Proof. (i) ⇒ (ii). Let N be a Poisson-Dirac submanifold of (M,π), and
assume that (TN)⊥π has constant rank. Since TN ∩ (TN)⊥π = {0}, we can
choose a vector subbundle TN ⊂ V ⊂ TNM satisfying

V ⊕ (TN)⊥π = TNM.

We claim that V ⊥π = (TN)⊥π , so that

V ⊕ V ⊥π = TNM.

Hence, if we choose a small enough submanifoldN ⊂ X ⊂M with TNX = V
— which can be done because N is embedded — then X will be a Poisson
transversal in M and N a Poisson submanifold of X, so (ii) follows.

To prove the claim, observe that

((TN)⊥π)◦ = {α ∈ T ∗
NM : π�(α) ∈ TN} ⊃ Kerπ�|N .

So Kerπ� ∩ V ◦ = {0} and we conclude that V ⊥π := π�(V ◦) has dimension
complementary to V : dimV ⊥π = dim(TN)⊥π . However, since TN ⊂ V we
also have V ⊥π ⊂ (TN)⊥π , so we must have V ⊥π = (TN)⊥π as claimed.

(ii) ⇒ (i). Assume that there exists a Poisson transversal X ⊃ N of
(M,π) such that N is a Poisson submanifold of X. In particular, N is a
Poisson-Dirac submanifold. We claim that (TNX)⊥π = (TN)⊥π , so (TN)⊥π

has constant rank.

To prove the claim observe that TNX ⊃ TN so (TNX)⊥π ⊂ (TN)⊥π .
To prove the reverse inclusion we show that ((TNX)⊥π)◦ ⊂ ((TN)⊥π)◦. By
the definition of ⊥π, we have

((TN)⊥π)◦ = {α ∈ T ∗
NM : π�(α) ∈ TN},

((TNX)⊥π)◦ = {α ∈ T ∗
NM : π�(α) ∈ TNX}.

Since X is a Poisson transversal, if π�(α) ∈ TNX, then π�(α) = π�
X(α|TNX);

since N is a Poisson submanifold of (X, πX), we obtain that π�(α) ∈ TN .
This proves that ((TNX)⊥π)◦ ⊂ ((TN)⊥π)◦.

The proof of uniqueness of the germ of X around N is left as an exercise
— see Problem 8.13. �
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Example 8.45. Consider a singleton {x} viewed as a Poisson-Dirac sub-
manifold, as in Example 8.34. The Poisson transversal given by the proposi-
tion is precisely a slice to the symplectic leaf through x. Hence, one recovers

slices and the transverse Poisson structure of Theorem 5.19.

Example 8.46. Poisson submanifolds and Poisson transversals are exam-
ples of coregular Poisson-Dirac submanifolds. The proposition shows that
Poisson submanifolds of Poisson transversals are coregular Poisson-Dirac,

and in fact, they all arise in this way.

Example 8.47. Let us consider again Example 8.37, where N = R2 is a
Poisson-Dirac submanifold of M = R5. We find that

(TN)⊥π

(x,y,0,0,1) = Span
{
x
∂

∂x
+ y

∂

∂y
− ∂

∂w
, y

∂

∂x
− x

∂

∂y
+

∂

∂z

}
,

so it has constant rank. Then Theorem 8.44 gives a Poisson transversal
N ⊂ X ⊂ M , where N ⊂ X becomes a Poisson submanifold. To find
X we follow the proof of Theorem 8.44: we look for a vector subbundle
TN ⊂ V ⊂ TNM satisfying

Vx ⊕ (TN)⊥π
x = TxM, ∀x ∈ N.

A solution is

Vx = Span
{ ∂

∂x
,
∂

∂y
,
∂

∂c

}
, ∀x ∈ N,

so we can take X ⊃ N to be open in the linear subspace z = w = 0. For
example, if we let

X = {(x, y, 0, 0, c) : x, y, c ∈ R, c > 0},
one checks that it is a Poisson transversal. The resulting Poisson structure
on X is given by

{x, y} = x2 + y2

c
, {x, c} = {y, c} = 0.

Each slice c = c0 is a Poisson submanifold and at c = 1 one recovers N .

Exercise 8.48. Show that Q = {(x, y, z, w, 1) : x, y, z, w ∈ R} ⊂ M is a
Poisson submanifold and N ⊂ Q is a Poisson transversal. Find the induced
Poisson bracket on Q.
(Hint: Use that (x, y, z, w, c) �→ c is a Casimir and that (x, y, z, w, 1) �→
(z, w) can be made into a Poisson map Q→ R2.)

Remark 8.49 (Symplectic realizations). The way that symplectic realiza-
tions interact with Poisson-Dirac submanifolds is subtle. However, in the
case of coregular Poisson-Dirac submanifolds Proposition 8.22 generalizes
word by word. Actually, the result for Poisson manifolds also implies the one
for coregular Poisson-Dirac submanifolds. This follows using Theorem 8.44
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to embed a coregular Poisson-Dirac submanifold into a Poisson transversal
as a Poisson submanifold and then applying Proposition 6.2.

We will not discuss this further here because, similar to the case of
Poisson submanifolds, this result becomes more natural within the general
framework of pre-Poisson manifolds to be discussed in Section 8.6.

8.4. Coisotropic submanifolds

So far we have discussed various classes of submanifolds, namely symplectic
leaves, Poisson submanifolds, Poisson transversals, Poisson-Dirac subman-
ifolds, all having the important property that they carry induced Poisson
structures. We now move to a different class of submanifolds which play an
important role in reduction.

Definition 8.50. A coisotropic submanifold of a Poisson manifold
(M,π) is any submanifold C ⊂M satisfying

(TC)⊥π ⊂ TC.

There are two extreme instances of coisotropic submanifolds:

(i) (TC)⊥π = 0: these are exactly Poisson submanifolds.

(ii) (TC)⊥π = TC ∩ Imπ�: these are called Lagrangian submani-
folds.

Example 8.51. For a symplectic manifold, one recovers the classical notion
of coisotropic submanifold. For example, in R2n with the canonical Poisson
structure the submanifold

Cr = {(q, p) ∈ R2n : pn−r+1 = pn−r+2 = · · · = pn = 0} (1 ≤ r ≤ n)

is coisotropic, and it is Lagrangian iff r = n.

Exercise 8.52. Let C be a submanifold of (M,π) which intersects the
symplectic leaves cleanly. Show that C is coisotropic if and only if the
intersection C ∩ S is a coisotropic submanifold of (S, ωS) for each leaf S.
Show that a similar result holds if coisotropic is replaced by Lagrangian.

Example 8.53. As in symplectic geometry, codimension-1 submanifolds
of Poisson manifolds are automatically coisotropic. For example, if one
considers the Poisson manifold R3 with symplectic foliation by planes z = c,
then the parabola z = y2 + x2 will be a coisotropic submanifold for any
foliated symplectic form. Note that the intersection with the leaf z = 0 is

just a single point, hence it is not a coisotropic submanifold of the leaf.

Example 8.54. Poisson submanifolds are precisely those submanifolds that

are simultaneously coisotropic and Poisson-Dirac.
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The following result lists alternative characterizations of the coisotropic
condition for embedded submanifolds. You should compare them with the
similar characterizations for Poisson submanifolds from Proposition 8.2.

Proposition 8.55. Let (M,π) be a Poisson manifold. For an embedded
submanifold C ⊂M the following conditions are equivalent:

(i) C is a coisotropic submanifold.

(ii) The set of 1-forms

Ω1
C(M) := {α ∈ Ω1(M) : α|TC = 0}

is closed under the Lie bracket [·, ·]π.
(iii) The vanishing ideal I(C) is a Lie subalgebra.

(iv) XH is tangent to C for any H ∈ I(C).

Proof. (i) ⇒ (ii). Let α, β ∈ Ω1
C(M). Recall that

[α, β]π = Lπ�(α)(β)−Lπ�(β)(α)− dπ(α, β).

Since π�(α) and π�(β) are tangent to C, the first two terms are in Ω1
C(M).

The third belongs to Ω1
C(M) because π(α, β)|C = 0.

(ii) ⇒ (iii). Let α ∈ Ω1
C(M) and g ∈ I(C). For any β ∈ Ω1(M),

[α, gβ]π = (Lπ�(α)g)β + g[α, β]π.

By assumption, the left-hand side is in Ω1
C(M) and, since g ∈ I(C), so is

the last term on the right-hand side. Thus (Lπ�(α)g)β ∈ Ω1
C(M). Since

β is arbitrary, this implies that Lπ�(α)g ∈ I(C). Letting α := df , with

f ∈ I(C), we obtain that {f, g} ∈ I(C).

(iii) ⇒ (iv). For H, f ∈ I(C), we have

XH(f)(x) = {H, f}(x) = 0, ∀x ∈ C.

Since C is an embedded submanifold, this implies that XH is tangent to C.

(iv) ⇒ (i). For any f, g ∈ I(C), we have that

π(dxf, dxg) = Xf (g)(x) = 0, ∀x ∈ C.

Since C is an embedded submanifold, we have that (TxC)◦ is generated by
elements dxf where f ∈ I(C). We conclude that

π(α, β) = 0, ∀α, β ∈ (TC)◦.

This is equivalent to (TC)⊥π ⊂ TC. �

Example 8.56. The characterizations from Proposition 8.55 might fail for
nonembedded submanifolds. For example, let M = T3 with the rank 2
Poisson structure π = ∂

∂ϕ1 ∧ ∂
∂ϕ2 , and let N be a line

i : R ↪→ T3, t �→ (at, bt, t),
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where a, b, 1 ∈ R are linearly independent over Q. Then N is a Poisson
transversal, so it is not coisotropic. On the other hand, since N is dense in
T3, the vanishing ideal I(N) consists only of the zero function, which is of

course a Lie subalgebra.

Example 8.57. For the linear Poisson structure in the dual of a Lie algebra
(g∗, πg) a linear subspace h◦ ⊂ g∗ is a coisotropic submanifold if and only if

h ⊂ g is a Lie subalgebra. This follows from expression (8.2) for (Th◦)⊥πg

in Example 8.16, where we saw that ideals correspond to linear Poisson

submanifolds.

Example 8.58. Given a Poisson manifold (M,π) and two commuting Pois-
son vector fields X,Y ∈ X(M,π), we saw in Example 5.15 that for each
λ ∈ R\{0} the bivector field

πλ := π +X ∧ ∂

∂t
+ Y ∧ ∂

∂s
+ λ

∂

∂t
∧ ∂

∂s

defines a Poisson structure onM×R2 for whichM×{0} is a Poisson transver-
sal. When λ = 0, M × {0} becomes a coisotropic submanifold. Therefore,
although Poisson transversals and coisotropic submanifolds are rather far
apart, a small perturbation of π may deform a coisotropic submanifold into

a Poisson transversal.

Example 8.59. Generalizing the symplectic case, given a Hamiltonian ac-
tion of a Lie group G on a Poisson manifold (M,π) with moment map
μ : M → g∗ for which 0 ∈ g∗ is a regular value, the zero level set μ−1(0) ⊂M
is a coisotropic submanifold: its π-orthogonal coincides with the span of the
infinitesimal generators of the action and since μ is G-equivariant these are

tangent to μ−1(0).

Another important reason to consider coisotropic submanifolds is their
close relationship with Poisson maps:

Theorem 8.60. A smooth map Φ : M1 → M2 between two Poisson mani-
folds (M1, π1) and (M2, π2) is a Poisson map if and only if its graph,

Graph(Φ) = {(x1,Φ(x1)) : x1 ∈M1} ⊂M1 ×M2,

is a coisotropic submanifold of (M1, π1)× (M2,−π2).

Proof. Notice that we have

TGraph(Φ) = {(v, dΦ(v)) : v ∈ TM1},

so that

(TGraph(Φ))◦ = {((dΦ)∗β,−β) : β ∈ T ∗M2}.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



8.4. Coisotropic submanifolds 175

Let π denote the Poisson structure on (M1, π1)× (M2,−π2). It follows that

(TGraph(Φ))⊥π = π�
(
(TGraph(Φ))◦

)
= {(π�

1((dΦ)
∗β), π�

2(β)) : β ∈ T ∗M2}.

From this it is clear that Graph(Φ) is coisotropic; i.e.,

(TGraph(Φ))⊥π ⊂ TGraph(Φ)

if and only if

dΦ ◦ π�
1 ◦ (dΦ)∗β = π�

2(β), ∀β ∈ T ∗M2,

which means that Φ is a Poisson map. �

Recall that, in general, the pullback of a Poisson submanifold by a Pois-
son map transverse to it is not a Poisson submanifold. Since a Poisson
submanifold is an example of a coisotropic submanifold the situation is clar-
ified by the following result.

Proposition 8.61. Let Φ : (M,πM ) → (N, πN) be a Poisson map, and
assume that Φ is transverse to a submanifold C ⊂ N . If C ⊂ N is a
coisotropic submanifold, then so is Φ−1(C) ⊂ M . The converse holds when
C ⊂ Φ(M).

Proof. Since Φ is transverse to C, Φ−1(C) ⊂ M is a submanifold and for
x ∈ Φ−1(C) and y = Φ(x),

TxΦ
−1(C) = (dxΦ)

−1(TyC), (TxΦ
−1(C))◦ = (dxΦ)

∗(TyC)◦.

Using that Φ is a Poisson map, we find that

dxΦ((TxΦ
−1(C))⊥πM ) = dxΦ ◦ π�

M (TxΦ
−1(C))◦

= dxΦ ◦ π�
M ◦ (dxΦ)

∗(TyC)◦

= π�
N (TxC)◦ = (TyC)⊥πN .

Assume that C ⊂ N is coisotropic. Then for all x ∈ Φ−1(C)

(TxΦ
−1(C))⊥πM ⊂ (dxΦ)

−1((TyC)⊥πN ) ⊂ (dxΦ)
−1(TyC) = TxΦ

−1(C),

where y = Φ(x). So Φ−1(C) is a coisotropic submanifold.

Conversely, assume that Φ−1(C) is a coisotropic submanifold and in
addition that C ⊂ Φ(M). Then, for each y ∈ C we find x ∈ Φ−1(y), and so

(TyC)⊥πN = dxΦ((TxΦ
−1(C))⊥πM ) ⊂ dxΦ(TxΦ

−1(C)) ⊂ TyC.

So C is a coisotropic submanifold. �
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Example 8.62. For a proper and free Poisson action of a Lie group G on
a Poisson manifold (M,π), the map p : M →M/G is a Poisson submersion.
Hence, the proposition shows that a G-invariant submanifold C ⊂ M is

coisotropic if and only if C/G ⊂M/G is coisotropic.

Example 8.63. Since the coadjoint orbit Oξ ⊂ g∗ is a Poisson submani-
fold it is also a coisotropic submanifold. Hence, if ξ is a regular value of
the moment map μ : (M,π) → g∗, for some G-Hamiltonian action, then
μ−1(Oξ) ⊂ M is a coisotropic submanifold. In particular, this recovers

Example 8.59.

As we have mentioned before, in general, a coisotropic submanifold C
does not inherit a Poisson structure from the ambient Poisson manifold
(M,π). However, the fact that I(C) ⊂ C∞(M) is a Poisson algebra suggests
the existence of some Poisson structure associated with C. For this we
introduce:

Definition 8.64. The characteristic distribution of a coisotropic
submanifold C of a Poisson manifold (M,π) is

KC := (TC)⊥π ⊂ TC.

Theorem 8.65 (Coisotropic reduction). Let C be a coisotropic submanifold
of (M,π), and assume that KC has constant rank. Then:

(i) KC defines a regular foliation, called the characteristic foliation.

(ii) If this foliation is simple, then its leaf space C := C/KC carries a
unique Poisson structure π ∈ X2(C) satisfying

p!Lπ = i!Lπ,

where i : C ↪→M is the inclusion and p : C → C is the projection.

In the statement of the theorem we have used the language of Dirac
geometry. The condition determining π can be given in more detail as
follows:

(M,Lπ)

i!Lπ = LC = p!Lπ (C,LC)
� �

i ��������

p ����
���

�

(C,Lπ)

The intermediate Dirac structure LC := i!Lπ given by

LC = {(π�α, α|TC) : α ∈ T ∗
CM vanishing on (TC)⊥π}
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has kernel precisely the characteristic distribution

LC ∩ TC = {π�α : α|TC = 0} = KC .

We obtain a Dirac geometric characterization of the constant rank condition:

Lemma 8.66. The characteristic distribution KC is of constant rank if and
only if LC is a smooth Dirac structure on C. In this case, KC is involutive.

Proof. If KC has constant rank, then it follows from the general criteria
of Theorem 7.33 and a dimension count as in the proof of Proposition 8.42
that LC is smooth.

For the converse, we observe that KC can be seen as both

(i) the intersection of two smooth bundles, namely TC and LC ,

(ii) the image of a vector bundle map, namely π� : (TC)◦ → TC.

Hence, the rank of KC around a point can only decrease by (i) and increase
by (ii), so it must be constant.

In general, the kernel of a Dirac structure is involutive, provided it has
constant rank. �

Proof of Theorem 8.65. From the general discussion on Dirac structures
from Example 7.45, we obtain a Poisson structure π on C such that p!(LC) =
Lπ. By Exercise 7.46, the map is also backward Dirac: p!Lπ = LC . �

Example 8.67 (Hamiltonian quotients). Theorem 8.65 includes as a special
case the usual symplectic reduction for a Hamiltonian G-space (Theorem
B.19) and its Poisson geometric generalization. Given a Hamiltonian G-
space (M,π) with moment map μ : (M,π) → g∗, if the action of G on
μ−1(0) is free and proper, then 0 is a regular value of μ and, as we saw before,
μ−1(0) ⊂M is a coisotropic submanifold. The characteristic distribution at
x ∈ μ−1(0) is given by

(Txμ
−1(0))⊥π = π�((Txμ

−1(0))◦) = π�((dxμ)
∗(g)) = {Xμv |x : v ∈ g},

so it coincides with the orbit distribution. Hence, in this case, if G is con-
nected, the theorem yields a reduced Poisson structure on the usual Hamil-
tonian quotient:

μ−1(0)/(Tμ−1(0))⊥π = μ−1(0)/G = M�G.

When the action of G on M is proper and free, μ−1(0)/G is a Poisson

submanifold of M/G, as discussed in Example 8.21.

We can combine several of the results in this section to obtain symplectic
realizations of the quotient Poisson structure associated with the coisotropic
submanifold.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



178 8. Submanifolds in Poisson Geometry

Proposition 8.68. Let μ : (S, ω)→ (M,π) be a symplectic realization, and
let CM ⊂M be a coisotropic submanifold, so that CS := μ−1(CM ) ⊂ S is a
coisotropic submanifold. Assume the following:

(i) The characteristic distribution KCM
of CM has constant rank.

(ii) The characteristic foliations KCS
= Kerω|CS

and KCM
are simple.

Then CS := CS/KCS
is a symplectic manifold, CM := CM/KCM

is a Pois-
son manifold, and μ induces a symplectic realization

μ : (CS , ω)→ (CM , π).

Proof. Note that the restriction

μ : (CS , ω|CS
)→ (CM ,LCM

)

is a forward Dirac map. This follows by applying Problem 7.6 to the square

(S, ω)
μ �� (M,π)

(CS , ω|CS
)

��

μ �� (CM ,LCM
)

��

Since CS ⊂ S is a coisotropic submanifold in a symplectic manifold, it follows
that KCS

has constant rank. The proof of Proposition 8.61 shows that

dxμ(KCS,x) = KCM ,μ(x), ∀x ∈ CS .

This equation implies that μ takes leaves to leaves and then it descends to
a smooth map μ : CS → CM . This map is a submersion because μ and
the quotient maps are all submersions. The fact that μ is forward Poisson
follows again from Problem 7.6 applied to the diagram

(CS , ω|CS
)

��

μ �� (CM ,LCM
)

��
(CS , ω)

μ
�� (CM , π) �

The coisotropic reduction discussed before required the constant rank
assumption on the characteristic distribution. Lemma 8.66 showed that, un-
der this condition, a coisotropic submanifold C of (M,π) carries an induced
Dirac structure LC . The coisotropic embedding problem addresses the
converse question:

• Which Dirac manifolds (C,LC) can be embedded coisotropically in
a Poisson manifold (M,π)?
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Example 8.69. The following special instance of this problem is well known
in symplectic geometry: given a manifold C endowed with a closed 2-form
ωC ∈ Ω2(C) one looks for a symplectic manifold (M,ω) together with a
coisotropic embedding i : C ↪→ M such that ωC = i∗ω. Gotay’s Theorem

[81] states that this is possible if and only if ωC has constant rank.

Generalizing Gotay’s Theorem, one has the following coisotropic embed-
ding theorem:

Theorem 8.70 (Cattaneo and Zambon [31]). Let (C,LC) be a Dirac man-
ifold. There exists a Poisson manifold (M,π) and a coisotropic embedding
i : C ↪→M such that LC = i!Lπ if and only if LC ∩ TC has constant rank.

Proof. If (M,π) is a Poisson manifold and i : C ↪→ M is a coisotropic
embedding such that LC = i!Lπ, then by Lemma 8.66 the bundle LC ∩ TC
has constant rank.

Conversely, assume that (C,LC) is a Dirac manifold such that KC :=
LC ∩ TC is of constant rank. Choose a subbundle D ⊂ TC such that

(8.5) TC = KC ⊕D.

This gives an embedding of the dual vector bundle j : K∗
C ↪→ T ∗C. Denote

by B = j∗ωcan the pullback of the canonical symplectic form and define a
Dirac structure on the total space of K∗

C by

L := eB pr! LC

where pr : K∗
C → C is the bundle projection. Let i : C ↪→ K∗

C be the zero
section. We claim the following:

(i) i!L = LC .

(ii) (TxK∗
C) ∩ Lx = {0} for all x ∈ i(C).

(iii) If α ∈ (Ti(C))◦ and v + α ∈ L, then v ∈ Ti(C).

Assuming these claims, we can finish the proof by observing that: by (ii)
there is an open neighborhood M ⊂ K∗

C of the zero section where L = Lπ

for a Poisson structure π ∈ X2(M); by (iii) the zero section i : C ↪→M is a
coisotropic embedding; and by (i) we have i!Lπ = LC .

Now, (i) follows from the straightforward computation

i!L = i!(eB pr! LC) = ei
∗Bi! pr! LC = e0(pr ◦i)!LC = LC ,

where we used that j ◦ i : C → T ∗C is the zero section, so

i∗B = (j ◦ i)∗ωcan = 0.
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To prove (ii), we observe that

v ∈ L ∩ Ti(C)K∗
C ⇐⇒ v − ivB ∈ pr! LC

⇐⇒ −ivB = pr∗ α and d pr(v) + α ∈ LC .

The decomposition (8.5) gives

(8.6) Ti(C)K∗
C = K∗

C ⊕ TC = K∗
C ⊕KC ⊕D,

where D = KerB and relative to which B is the canonical symplectic form
on the first two factors. Therefore, we obtain

−ivB = pr∗ α =⇒ dpr(v) + α ∈ D +D◦.

But by Problem 7.1, we have LC ∩ (D +D◦) = {0}. So we obtain

v ∈ L ∩ Ti(C)K∗
C =⇒ v ∈ Ker(d pr) ∩Ker(B) =⇒ v = 0,

so (ii) holds.

Finally, to prove (iii), notice that if v+α ∈ L, then ivB−α = pr∗ β, for
some β ∈ T ∗C. Additionally if α ∈ (Ti(C))◦, then we must have

ivB(w) = pr∗ β(w), ∀w ∈ Ti(C).

From (8.6), we conclude that v ∈ D ⊂ TC, so (iii) holds. �

8.5. Example: Fixed point sets

We will now discuss an interesting way to obtain submanifolds of the types
introduced in this chapter as fixed point sets.

Consider an involution τ : M → M , i.e., a diffeomorphism such that
τ2 = Id. Each connected component of the fixed point set of τ ,

M0 = {x ∈M : τ(x) = x},

is an embedded submanifold, with tangent bundle the fixed point set of dτ ,

TM0 = {v ∈ TM0M : dτ(v) = v}.

Note that the connected components can have distinct dimensions.

If (M,π) is a Poisson manifold, we say that τ is a Poisson involution
if τ∗π = π and an anti-Poisson involution if τ∗π = −π.

Proposition 8.71. Let (M,π) be a Poisson manifold, and let τ : M → M
be a Poisson involution. Then the connected components of the fixed point
set M0 of τ are Poisson-Dirac submanifolds.

On the other hand, if τ is an anti-Poisson involution, then the connected
components of M0 are coisotropic submanifolds.
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Proof. At a fixed point x ∈ M0, we have (dxτ)
2 = Id. Hence the tangent

space at such a point decomposes into the ±1-eigenspaces of dxτ ,
TxM = (TxM)+ ⊕ (TxM)−, (TxM)± := {v ∈ TxM : dxτ(v) = ±v},

and TxM0 = (TxM)+. Similarly, the cotangent spaces decompose as

T ∗
xM = (T ∗

xM)+ ⊕ (T ∗
xM)−, (TxM)± := {α ∈ T ∗

xM : (dxτ)
∗(α) = ±α},

and we have T ∗
xM0 = (T ∗

xM)+, (TxM0)
◦ = (T ∗

xM)−. Since τ is a Poisson
map, we have

π�
x = dxτ ◦ π�

x ◦ (dxτ)∗ (x ∈M0)

and it follows that

(8.7) π�((T ∗
xM)±) ⊂ (TxM)±.

Therefore,

(TxM0)
⊥π = π�((TxM0)

◦) = π�((T ∗
xM)−) ⊂ (TxM)−.

Hence the first condition in Proposition 8.30 is satisfied. For the second
condition we observe that the projection p+ : TxM → (TxM)+ gives a

canonical way of extending ξ ∈ T ∗
xM0 to a covector ξ̃ := p∗+(ξ) ∈ T ∗

xM . The
resulting π0 on M0 given by (8.3) is then smooth.

On the other hand, if τ is an anti-Poisson map, we find

(8.8) π�((T ∗
xM)±) ⊂ (TxM)∓ (x ∈M0).

Hence, in this case we obtain (TxM0)
⊥π ⊂ (TxM)+ = TxM0, which is the

condition for M0 to be coisotropic. �

Corollary 8.72. If τ : (M,π) → (M,π) is a Poisson involution, then the
fixed point set M0 is a Poisson transversal if and only if

Kerπ�
x ∩ (TxM0)

◦ = {0}, ∀x ∈M0.

Proof. In the previous proof we saw that

(TxM0)
⊥π ⊂ (TxM)− and π�((T ∗

xM)±) ⊂ (TxM)± (x ∈M0).

So M0 is a Poisson transversal iff (TxM0)
⊥π = (TxM)− or, equivalently, if π�

restricts to an isomorphism (TxM0)
◦ → (TxM)− (by a dimension count). �

Exercise 8.73. Show that any Poisson structure on a Lie group G for which
the inversion ι : G→ G is an anti-Poisson map must vanish at the unit.

Exercise 8.74. Show that if τ : (M,π) → (M,π) is a Poisson involution,
then the induced Poisson bracket on the fixed point set M0 is given by

{f1, f2}M0 =
{
f̄1, f̄2

}∣∣
M0

,

where f̄i ∈ C∞(M) is any τ -invariant smooth extension of fi ∈ C∞(M0).
You need to show that such extensions exist!
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Example 8.75 (Involutions on Lie algebras). Let τ : g → g be a linear
involution of a Lie algebra g. Decompose g into the ±1-eigenspaces of τ :

g = h⊕ p.

Then h is the fixed point set of τ , while p◦ is the fixed point set of the
transpose τ∗ : g∗ → g∗.

Now, the transpose τ∗ : g∗ → g∗ is a Poisson involution if and only if τ
is a Lie algebra automorphism, and this is equivalent to

[h, h] ⊂ h, [h, p] ⊂ p, [p, p] ⊂ h.

The proposition says that then M0 = p◦ ⊂ g∗ is a Poisson-Dirac subman-
ifold, and this matches what we saw in Example 8.36. Note also that, by
Example 8.16, p◦ is a Poisson submanifold if and only if [p, p] = 0. Moreover,
p◦ is a Poisson transversal only when p = 0, and so τ = Id.

On the other hand, the transpose τ∗ : g∗ → g∗ is an anti-Poisson in-
volution if and only if τ is a Lie algebra anti-automorphism, and this is
equivalent to

[h, h] ⊂ p, [h, p] ⊂ h, [p, p] ⊂ p.

The proposition says that M0 = p◦ is a coisotropic submanifold of g∗, and
this matches what we saw in Example 8.57.

Example 8.76. Consider the LV-type Poisson structure in R4 given in
Example 8.39. One checks immediately that the map

τ : R4 → R4, (x, y, z, w) �→ (z, w, x, y),

is a Poisson involution. The fixed point set is precisely the Poisson-Dirac
submanifold N ⊂ R4 considered in that example. This is not a Poisson
transversal since it includes a zero of the ambient Poisson structure — or
use the corollary above. We extend the coordinates (u, v) onN to τ -invariant
functions on R4:

ū(x, y, z, w) =
x+ z

2
, v̄(x, y, z, w) =

y + w

2
,

and we compute their Poisson bracket

{u, v} = 1

4
{x+ z, y + w} = 1

4
(xy + xw + zy + zw) = u v.

Therefore, by Exercise 8.74, the Poisson bracket on N is {u, v} = uv, which

coincides with the one found in Example 8.39.
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If we regard an involution as a Z2-action, Proposition 8.71 admits the
following generalization:

Proposition 8.77. Consider an action of a compact Lie group G on a
Poisson manifold (M,π) by Poisson diffeomorphisms. Each connected com-
ponent of the fixed point set

MG := {x ∈M : g · x = x, ∀g ∈ G}
is a Poisson-Dirac submanifold. It is a Poisson transversal if and only if

Kerπ� ∩ (TMG)◦ = 0.

Proof. Recall that since G is compact, the fixed point set MG is a subman-
ifold — possibly with connected components of different dimensions. Its
tangent bundle is the fixed point set of the lifted action of G on TM :

TMG = (TM)G.

Also, M has a G-invariant Riemannian metric, and if E denotes the orthog-
onal bundle to TMG, we have a G-invariant decomposition

TMGM = TMG ⊕ E.

We also have the dual decomposition of the cotangent bundles

T ∗
MGM = E◦ ⊕ (TMG)◦,

where E◦ = (T ∗M)G coincides with fixed point set of the lifted action of G
on T ∗M . In particular, notice that these decompositions are independent
of the choice of invariant metric.

Now, the G-equivariance of π� : T ∗M → TM implies that

π�(E◦) ⊂ TMG, π�((TMG)◦) ⊂ E.

Hence the first condition in Proposition 8.30 is satisfied. For the second
condition we observe that the projection p : TxM → TxM

G gives a canonical
way of extending ξ ∈ T ∗

xM
G to a covector ξ̃ := p∗(ξ) ∈ T ∗

xM . The resulting
Poisson structure on MG given by (8.3) is then smooth.

Since TMGM = TMG ⊕ E and (TMG)⊥π = π�((TMG)◦) ⊂ E, we
see that MG is a Poisson transversal if and only if the restriction of π�

to (TMG)◦ is an isomorphism, which is equivalent to the condition in the
proposition (by dimension count). �

Exercise 8.78. Show that, under the conditions of the proposition, the
Poisson bracket on the fixed point set MG is given by

{f1, f2}MG =
{
f̄1, f̄2

}∣∣
MG ,

where f̄i ∈ C∞(M) is any G-invariant smooth extension of fi ∈ C∞(MG).
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Note: For a compact Lie group, G-invariant extensions can always be con-
structed by taking any smooth extension f̃i and then averaging over G:

f̄i(x) :=

∫
G
f̃i(gx) dg,

where dg is the normalized Haar measure on G (i.e.,
∫
G dg = 1).

Example 8.79. For a symplectic action, the previous proposition becomes a
standard result in symplectic geometry that ensures that the fixed point set
of a symplectic action of a compact Lie group is a symplectic submanifold.

So, in this case, the fixed point set is a Poisson transversal.

Exercise 8.80. Consider the coadjoint actionG×g∗ → g∗. This is a Poisson
action on (g∗, πg). Find the Poisson structure on the fixed Poisson set.

8.6. Pre-Poisson submanifolds

Definition 8.81. A pre-Poisson submanifold of a Poisson mani-
fold (M,πM ) is a submanifold P ⊂M with the property that

TP + (TP )⊥π ⊂ TM

is of constant rank.

Note that a Poisson-Dirac submanifold P is a pre-Poisson submanifold
if and only if it is coregular. Hence, Figure 8.1 illustrates all the different
types of submanifolds of Poisson manifolds that we have introduced:

leaves

pre−Poisson submanifolds

Poisson−Dirac submanifolds

coisotropic

submanifolds

Poisson
submanifolds

Poisson
transversals

coregular Poisson−Dirac

symplectic

Figure 8.1. Submanifolds of a Poisson manifold
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Notice that a submanifold is both a Poisson submanifold and a Poisson
transversal if and only if it is an open subset. The tangent overlap between
these two classes in Figure 8.1 represents this intersection.

Example 8.82 (Symplectic structures). For a symplectic manifold (S, ω) a
submanifold P ⊂ S is a pre-Poisson submanifold if and only if ω|P has con-
stant rank. In symplectic geometry, these are sometimes called presymplectic
submanifolds, which is the origin of the name “pre-Poisson submanifold”. In
this case, the diagram above simplifies considerably, since for a submanifold
of S one has the equivalences

symplectic
submanifold

⇐⇒ Poisson
transversal

⇐⇒ Poisson-Dirac
submanifold

⇐⇒ coregular
Poisson-Dirac.

Moreover, the symplectic leaves are the connected components of S, while

the Poisson submanifolds are the open subsets of S.

Example 8.83 (Linear Poisson structures). Let (g∗, πg) be a linear Poisson
manifold. As we saw in Example 8.16 for a subspace h◦ ⊂ g∗ we have

(Tξh
◦)⊥πg = {ad∗u(ξ) : u ∈ h}.

So h◦ ⊂ g∗ is pre-Poisson submanifold if and only if the subspaces

{ad∗u(ξ) : u ∈ h}+ h◦ ⊂ g

have dimension independent of ξ. Since for ξ = 0 this subspace is h◦, the
condition becomes

{ad∗u(ξ) : u ∈ h} ⊂ h
◦,

or, in other words, that h is a Lie subalgebra of g. As we saw in Example
8.57, this is the condition for h◦ ⊂ g∗ to be a coisotropic submanifold:

h◦ is coisotropic
submanifold

⇐⇒ h◦ is pre-Poisson
submanifold

⇐⇒ h ⊂ g is Lie
subalgebra.

Taking into consideration also Example 8.16 one has the equivalences

h◦ is Poisson
submanifold

⇐⇒ h◦ is coregular
Poisson-Dirac

⇐⇒ h ⊂ g is Lie
ideal.

Also, since linear Poisson structures vanish at the origin, h◦ ⊂ g∗ is a
Poisson transversal only if h = {0}. Finally, in Example 8.36 we saw that

h ⊂ g has a complement k
such that [h, k] ⊂ h

=⇒ h◦ is Poisson-Dirac
submanifold.

For a Poisson manifold (M,π), it is not hard to see that if a submanifold
is a coisotropic submanifold of a Poisson transversal of M , then it is pre-
Poisson. The following theorem shows that this actually characterizes pre-
Poisson submanifolds and should be compared to Theorem 8.44.
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Theorem 8.84 (Cattaneo and Zambon [31]). For any embedded submani-
fold P of a Poisson manifold (M,π) the following are equivalent:

(i) P is a pre-Poisson submanifold.

(ii) P is a coisotropic submanifold inside some Poisson transversal X.

Moreover, the germ of X around P is unique up to Poisson diffeomorphisms.

Proof. (i) ⇒ (ii). If P is a pre-Poisson submanifold, then U := TP +
(TP )⊥π is a vector bundle. Consider the surjective map

(8.9) (TP )◦ → U/TP, α �→ π�(α) mod TP.

The kernel of this map is precisely U◦, as can be seen using the relation(
(TP )⊥π

)◦
= (π�)−1(TP ).

Let V ⊂ TPM be a subbundle such that (TP )◦ = V ◦ ⊕ U◦. Passing to the
annihilators, this decomposition is equivalent to the conditions

TPM = V + U and TP = V ∩ U.

Since the map in (8.9) restricted to V ◦ is a bijection, we have that

(8.10) U = TP ⊕ V ⊥π .

These decompositions yield

TPM = V ⊕ V ⊥π .

Choose a small enough submanifold P ⊂ X ⊂M with TPX = V . Then
X is a Poisson transversal in M . Moreover, P is a coisotropic submanifold

of X because along P the Poisson structure π�
X : T ∗

PX → TPX coincides

with π�|(V ⊥π )◦ , via the identification T ∗
PX = V ∗ � (V ⊥π)◦. Hence, passing

to the annihilators in (8.10) and using that U◦ is the kernel of the map (8.9),
we obtain

π�((TP )◦ ∩ (V ⊥π)◦) = π�(U◦) ⊂ TP.

(ii)⇒ (i). Let P ⊂M be a submanifold, and assume there exists a Pois-
son transversal X of (M,π) such that P ⊂ X is a coisotropic submanifold
of X. We claim that

TP + (TP )⊥π = TP ⊕ (TPX)⊥π ,

so TP + (TP )⊥π has constant rank; hence P is a pre-Poisson submanifold
of (M,π).

To prove the claim, we first observe that the right-hand side is indeed
a direct sum because P ⊂ X and X is a Poisson transversal. Moreover, we
also have (TPX)⊥π ⊂ (TP )⊥π and so the right-hand side is contained in the
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left-hand side. For the opposite inclusion, we again use (TPX)⊥π ⊂ (TP )⊥π

and that X is a Poisson transversal to obtain

(TP )⊥π = (TPX)⊥π ⊕ ((TP )⊥π ∩ TPX).

If we now use the condition that P ⊂ X is a coisotropic submanifold,

(TP )⊥π ∩ TPX ⊂ TP,

we obtain the reverse inclusion.

The proof of uniqueness of the germ of X around P is left as an exercise
— see Problem 8.13. �

Many of the results that we have obtained for coisotropic submanifolds
have a direct analog in the setting of pre-Poisson submanifolds. The proofs
can be obtained either by adapting those from the coisotropic case or by ap-
plying those results directly to the submanifold when viewed as a coisotropic
inside a Poisson transversal, as in the previous theorem. For this reason,
the details will be omitted.

First we consider the behavior of pre-Poisson submanifolds under Pois-
son maps.

Proposition 8.85. Let Φ : (M,πM ) → (N, πN) be a Poisson map, and
assume that Φ is transverse to a submanifold P ⊂ N . If P is a pre-Poisson
submanifold, then so is Φ−1(P ). The converse holds when P ⊂ Φ(M).

This proposition generalizes not just the case of coisotropic submani-
folds, but also the one for Poisson transversals — just that in the latter
case, transversality held automatically.

Next, pre-Poisson submanifolds still give rise to Poisson structures by
reduction.

Theorem 8.86 (Pre-Poisson reduction). Let P be a pre-Poisson submani-
fold of (M,π), and assume that the characteristic distribution

KP := TP ∩ (TP )⊥π ⊂ TP

has constant rank. Then:

(i) KP defines a regular foliation.

(ii) If this foliation is simple, then its leaf space P := P/KP carries a
unique Poisson structure π ∈ X2(P ) satisfying

p!Lπ = i!Lπ,

where i : P ↪→M is the inclusion and p : P → P is the projection.
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The proof of this theorem is entirely similar to that of Theorem 8.65.
The Dirac structures can be represented by the diagram

(M,Lπ)

i!Lπ = LP = p!Lπ (P,LP )
� �

i ��������

p ����
���

�

(P ,Lπ)

where the inclusion is backward Dirac and the projection is forward and
backward Dirac.

Finally, we look at the interaction with presymplectic realizations and
reduction.

Proposition 8.87. Let μ : (S, ω)→ (M,π) be a symplectic realization, and
let PM ⊂M be a pre-Poisson submanifold, so that PS := μ−1(PM ) ⊂ S is a
pre-Poisson submanifold. Assume the following:

(i) The characteristic distribution KPM
of PM has constant rank.

(ii) The characteristic foliations KPS
= Kerω|PS

and KPM
are simple.

Then PS := PS/KPS
is a symplectic manifold, PM := PM/KPM

is a Poisson
manifold, and μ induces a symplectic realization

μ : (PS , ω)→ (PM , π).

This result puts together the constructions of realizations for Poisson
transversals (Proposition 6.2), Poisson submanifolds (Proposition 8.22), and
coregular Poisson-Dirac submanifolds (Remark 8.49).

Observing that the restriction μ : (PS , ω|PS
)→ (PM ,LPM

) can be viewed
as a “presymplectic realization” of the pre-Poisson submanifold PM , this
construction is described by the following diagram of (pre-)symplectic real-
izations and reductions:

(S, ω)
μ �� (M,π)

(PS , ω|PS
)

μ ��

�������������



��
���

���
���

(PM ,LPM
)

������������

����
���

���
��

(PS , ω) μ
�� (PM , π)
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Problems

8.1. Let g be a Lie algebra with a vector space decomposition g = h ⊕ k

satisfying [h, k] ⊂ h, as in Example 8.36. Show that the induced Poisson
structure on the Poisson-Dirac manifold h◦ ⊂ g∗ is linear. If k is Lie algebra,
verify that the resulting linear Poisson structure is isomorphic to (k∗, πk).

8.2. Observe that Poisson-Dirac submanifolds of Poisson-Dirac submani-
folds are Poisson-Dirac submanifolds of the ambient manifold. Similarly,
show that the following classes are closed under inclusion:

(a) Poisson submanifolds,

(b) Poisson transversals,

(c) coregular Poisson-Dirac submanifolds.

8.3. Let Φ : (M,πM ) → (N, πN) be a Poisson map which is an immersion.
Show that Graph(Φ) ⊂ (M,πM ) × (N,−πN ) is a Lagrangian submanifold
— see the discussion following Definition 8.50.

8.4. Let Φ : (M,πM )→ (N, πN ) be a Poisson map which is a surjective sub-
mersion, and let C ⊂ N be a submanifold. If Φ−1(C) ⊂M is a Lagrangian
submanifold, show that C ⊂ N is also a Lagrangian submanifold. Give an
example showing that the converse may fail.

8.5. Show that a submanifold of a Poisson manifold (M,π) is a Poisson
submanifold if and only if it is both a coisotropic and a Poisson-Dirac sub-
manifold.

8.6. Let (M,π) be a Poisson manifold. Show the following:

(a) If N is an immersed Poisson submanifold of (M,π) which is closed as a
subset of M , then N is a complete Poisson submanifold.

(b) If {Ni}i∈I is a partition of (M,π) into immersed Poisson submanifolds,
then each Ni is a complete Poisson submanifold.

Hint: Use Exercise 8.8.

8.7. Let (M×g∗,Πg,a) be the Poisson manifold associated to an infinitesimal
Poisson action a : g→ X(M,π) as in Problem 2.11. Consider the slices

Mξ := M × {ξ} ⊂M × g∗ (ξ ∈ g∗).

(a) Show that M0 is always a coisotropic submanifold.

(b) Show that Mξ is a Poisson-Dirac submanifold if and only if a(gξ) = 0.

(c) When is Mξ a Poisson transversal?
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8.8. Assume that the action in the previous problem comes from an action
of a connected, compact Lie group G×M →M . Show that

(M × g
∗)G = MG × [g, g]◦

and find the Poisson structure on this Poisson-Dirac submanifold.

8.9. Given manifolds M and N a (smooth) relation R : M → N is a
submanifold R ⊂ M × N . Given a relation R : M → N , we denote by
R−1 : N →M the inverse relation

R−1 := {(y, x) ∈ N ×M : (x, y) ∈ R}.
If R : M → N and S : N → P are relations, the composite relation
S ◦R : M → P defined by

S ◦R := {(x, z) ∈M × P : ∃y ∈ N such that (x, y) ∈ R and (y, z) ∈ S}
may fail to be a submanifold. We say that two relations R : M → N and
S : N → P meet cleanly if R ◦ S is a submanifold of M × P and for each
(x, y) ∈ R and (y, z) ∈ S we have

T(x,z)(S ◦R) = T(y,z)S ◦ T(x,y)R.

If (M,πM ) and (N, πN ) are Poisson manifolds, a Poisson relation is a
coisotropic submanifold R ⊂ (M,πM )× (N,−πN). Show the following:

(a) If R : M → N is a Poisson relation, the inverse R−1 : N →M is also a
Poisson relation.

(b) Each coisotropic submanifold C ⊂ (M,πM ) gives rise to a Poisson rela-
tion R(C) : ({∗}, 0)→ (M,πM ).

(c) A map Φ : (M,πM ) → (N, πN) is Poisson if and only if Graph(Φ) is a
Poisson relation.

(d) If R : (M,πM ) → (N, πN ) and S : (N, πN ) → (P, πP ) are Poisson
relations which meet cleanly, then S ◦R : M → P is a Poisson relation.

8.10. Let (M,πM ) be a Poisson manifold. Show that a surjective submersion
Φ : M → N is a Poisson map for some Poisson structure πN ∈ X2(N) if and
only if Φ−1 ◦ Φ : M →M is a Poisson relation (see Problem 8.9).

8.11. Let h ⊂ g be a Lie subalgebra. Consider an affine subspace ξ+h◦ ⊂ g∗.

(a) Show that ξ + h◦ ⊂ g∗ is a coisotropic submanifold iff ξ ∈ [h, h]◦.

(b) Show that ξ + h◦ ⊂ g∗ is always a pre-Poisson submanifold.

(c) Find a Poisson transversal in g∗ that contains ξ + h◦ as a coisotropic
submanifold.

8.12. Let (P,LP ) be a Dirac manifold. Show that there exists a Poisson
manifold (M,π) and a pre-Poisson embedding i : P ↪→ M with LP = i!Lπ

if and only if LP ∩ TP has constant rank.
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8.13. Let P be an embedded pre-Poisson submanifold of (M,π), and denote
U := TP + (TP )⊥π ⊂ TPM .

(a) Consider an embedded submanifold P ⊂ X ⊂ M , and denote V :=
TPX ⊂ TPM . Prove that the following are equivalent:
(i) A neighborhood of P in X is a Poisson transversal in which P is a

coisotropic submanifold.
(ii) (TP )◦ = V ◦ ⊕ U◦.
(Hint: Look at the proof of Theorem 8.84.)

(b) Consider two embedded Poisson transversals X0, X1 ⊂ M such that P
is a coisotropic submanifold in both. Show that, after possibly shrink-
ing X0 and X1, there exists a smooth family of Poisson transversals
{Xt}t∈[0,1] connecting them and such that P is a coisotropic submani-
fold in each Xt.
(Hint: Use a tubular neighborhood adapted to X0 and part (a) to re-
duce to the case when TPX0 = TPX1.)

(c) Prove the uniqueness assertions of Theorems 8.44 and 8.84.
(Hint: Use (b) and Problem 5.9.)
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Notes and References
for Part 2

The existence of symplectic leaves underlying any Poisson manifold was
first proved by Kirillov [98], possibly inspired by the symplectic structure
on the coadjoint orbits of a Lie algebra. The version discussed in this text is,
essentially, the one given by Weinstein in [147], but for the smooth structure
on the leaves we present a self-contained proof. The linear Poisson structure
on the dual of a Lie algebra goes back to Sophus Lie, as we have already
observed in Part 1, and the symplectic structure on coadjoint orbits was
rediscovered in the 1960s by Kirillov [97], Kostant [103], and Souriau [136].

As one could expect, the study of regular Poisson structures evolved
faster than the study of general Poisson structures. For example, a Moser
stability theorem for regular Poisson structures was obtained by Hector et al.
in [89], while the general case, which will be discussed in Chapter 9, appears
only in the work of Ginzburg and Weinstein [80] and later in [44]. However,
even in the realm of regular Poisson structures one runs quickly into difficult
questions. For example, there is a simple criterion due to Thurston to decide
whether a manifold carries a codimension-1 foliation, but no general criteria
is known for the existence of a Poisson structure of corank 1. As pointed
out in Chapter 4, even in the case of spheres, existence is only known for S1

(obvious), S3 (the Reeb foliation), and S5 (Mitsumatsu [121]).

The notion of transverse Poisson structure appears first in Weinstein’s
paper [147] and since then it has been the subject numerous studies, in
particular for coadjoint orbits (see, e.g., [50] and references therein). In
Weinstein [147], it was wrongly claimed that the transverse Poisson struc-
ture to any coadjoint orbit is linearizable, but a counterexample was given
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by A. B. Givental [148, 149] — which appears as Exercise 5.28. Poisson
transversals also appeared first in [147], where they were not named. They
are sometimes known as “cosymplectic submanifolds”, but since the notion
of a cosymplectic manifold has a well-established, distinct meaning, the term
Poisson transversal was proposed in [71] and now seems to have universal
acceptance.

As with many other basic notions in Poisson geometry, symplectic real-
izations were introduced by Weinstein in [147], where their local existence
is proven. They were defined and studied independently by Karasev and
Maslov [94, 96] — who called them phase spaces — under the additional
assumption that they admit a Lagrangian section. The proof of local exis-
tence given here is more recent and is a specialization of the global existence
proof given in [48], to be discussed in Chapter 11. Libermann’s Theorem
appeared first in the note [108]. Symplectic realizations were extensively
studied by Dazord and his coauthors in connection with noncommutative
integrable systems (see, e.g., [53] and references therein).

Dirac structures were first introduced by T. Courant [38,39] to give a
geometric formalization of Dirac’s theory of constrains in classical mechan-
ical systems. In the last two decades they have been shown to be relevant
to a broad range of topics in mathematics and mathematical physics. For
example, their complex version plays a major role in the generalized com-
plex geometry of Gualtieri and Hitchin [83]. Our brief treatment is aimed
exclusively at those aspects directly relevant to Poisson geometry. More
thorough introductions and references to their applications can be found in
the surveys of Bursztyn [21] and Meinrenken [119].

The notion of a Poisson submanifold appears already in [147], where
its basic properties are established. Coisotropic submanifolds were also in-
troduced by Weinstein in [152], with the express aim of “extending the
lagrangian calculus from symplectic to Poisson manifolds”. The notion of
a Poisson-Dirac submanifold has its origins in the work of Xu [161], who
considered a special case of this notion. General Poisson-Dirac submanifolds
were introduced in [42], where the coregular case is also studied, albeit un-
der the name constant rank. We borrow the term coregular from the recent
work of Brambila, Frejlich, and Martinez-Torres [17]. Poisson involutions
and anti-involutions, along with their fixed point set, were first studied in
[64,68] in connection with integrable systems, and they were studied fur-
ther by Xu [161]. Pre-Poisson submanifolds were introduced and studied
by Cattaneo and Zambon [31] in their solution of the coisotropic embedding
problem for Poisson manifolds.
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Global Aspects
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We now turn to the study of global properties of Poisson manifolds.
The study of such properties must take into account the presence of three
different ingredients: the symplectic geometry of the leaves, the topology of
the foliation, and the geometry transverse to the leaves. In the next chapters
we will develop a variety of techniques and tools to explore global Poisson
geometry and topology.
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Chapter 9

Poisson Cohomology

9.1. The cotangent Lie algebroid

Many constructions in classical differential geometry rely on the Lie bracket
of vector fields. This operation makes the space of vector fields a Lie algebra
and, furthermore, it satisfies the Leibniz identity

[X, fY ] = f [X,Y ] + LX(f)Y.

We have seen that one incarnation of a Poisson structure π on a manifold
M is the Lie bracket from Proposition 2.11 on the space of 1-forms Ω1(M):

[α, β]π := Lπ�α(β)−Lπ�β(α)− d (π(α, β)) .

Also this Lie bracket satisfies a Leibniz-type identity

[α, fβ]π = f [α, β]π + Lπ�α(f)β.

The striking similarities between these two operations beg for a deeper
understanding. This is the starting point of a new view/philosophy on Pois-
son geometry, dual to the classical one, where the tangent bundle is replaced
by the cotangent bundle. The conceptual framework is provided by the the-
ory of Lie algebroids.

Definition 9.1. A Lie algebroid over a manifold M consists of a
vector bundle A → M , a Lie algebra structure [·, ·]A on the space of
sections Γ(A), and a vector bundle map ρ : A → TM satisfying the
Leibniz identity

[α, fβ]A = f [α, β]A + Lρ(α)(f)β, ∀α, β ∈ Γ(A), f ∈ C∞(M).
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198 9. Poisson Cohomology

One should think of a Lie algebroid A as “the correct tangent bundle”
for some geometry present on the base manifold M . The map ρ : A→ TM ,
called the anchor map, relates this new tangent bundle back to the classical
tangent bundle: its image is made of “the relevant tangent directions”. The
following consequence of the definition makes this connection more precise:

Proposition 9.2. Let (A, [·, ·]A, ρ) be a Lie algebroid. Then

ρ([α, β]A) = [ρ(α), ρ(β)], ∀α, β ∈ Γ(A).

Proof. Consider the Jacobiator

J(α, β, γ) := [[α, β]A, γ]A + [[β, γ]A, α]A + [[γ, α]A, β]A.

Using only the Leibniz identity, R-bilinearity, and skew-symetry, we find
that for any α, β, γ ∈ Γ(A) and function f ∈ C∞(M), we have

J(α, β, fγ)− fJ(α, β, γ) = Lρ([α,β]A)−[ρ(α),ρ(β)](f)γ.

Since [·, ·]A satisfies Jacobi, the left side is zero, and the result follows. �
Example 9.3 (Tangent bundles). For any manifold M , the tangent bundle
A = TM is a Lie algebroid for the usual Lie bracket of vector fields and

with anchor the identity map.

Example 9.4 (Cotangent bundles of Poisson manifolds). As seen in Propo-
sition 2.11, for any Poisson manifold (M,π), the cotangent bundle A = T ∗M

is a Lie algebroid with Lie bracket [·, ·]π and anchor π� : T ∗M → TM .

Exercise 9.5. Let (T ∗M, [·, ·], ρ) be a Lie algebroid structure on the cotan-
gent bundle of a manifold M that satisfies the following two properties:

(i) The anchor is skew-symmetric: ρ = −ρ∗.
(ii) The brackets of any two closed 1-forms is a closed 1-form:

[Ω1
cl(M),Ω1

cl(M)] ⊂ Ω1
cl(M).

Show that there exists a unique Poisson structure π ∈ X2(M) onM such that
this Lie algebroid coincides with the cotangent Lie algebroid (T ∗M, [·, ·]π, π�).

Example 9.6 (Coisotropic submanifolds). Any coisotropic submanifold C
of (M,π) gives rise to a Lie algebroid structure on the conormal bundle
ν∗(C) := (TC)◦. Indeed, the coisotropic condition implies that π� gives a
bundle map π� : ν∗(C)→ TC and this will be the anchor map. The bracket
on Γ(ν∗(C)) is induced by the Lie bracket [·, ·]π. We leave the details to the

reader.

Example 9.7 (Foliations). An involutive distribution D ⊂ TM defines a
Lie algebroid with bundle A = D, anchor the inclusion ρ : D ↪→ TM , and
Lie bracket the usual Lie bracket of vector fields. Note that sections of A
are just vector fields tangent to the corresponding foliation.
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Example 9.8 (Lie algebras). A Lie algebra g is the same thing as a Lie

algebroid A→M whose base manifold is a singleton: M = {∗}.

Example 9.9 (Action Lie algebroids). A Lie algebra action a : g→ X(M)
gives rise to the action Lie algebroid. The vector bundle A → M is the
trivial vector bundle with fiber g, the anchor is given by

ρ : M × g→ TM, (x, v) �→ a(v)x,

and the Lie bracket on the space of sections Γ(A) � C∞(M ; g) is defined by

[f, g](x) = [f(x), g(x)]g + (La(f(x))g)(x)− (La(g(x))f)(x).

Example 9.10 (Dirac structures). A Dirac structure L ⊂ TM is a Lie
algebroid with Lie bracket the restriction of the Dorfman bracket,

[X + α, Y + β]L := [X,Y ] + LXβ − diY α,

and with anchor the restriction of the projection on TM ,

ρ(X + α) := X.

You probably have noticed that in all these examples the base M of the
Lie algebroid (A, [·, ·]A, ρ) has a (singular) foliation with the property that
it “integrates” the (singular) distribution

Im ρ ⊂ TM.

This is a general fact about Lie algebroids, as we will see in Chapter 13.
There we will study in more depth Lie algebroids as well as their global
counterparts, called Lie groupoids.

For now, we observe that many of the constructions from classical differ-
ential geometry can be formulated in terms of vector fields and Lie brackets,
and so they have obvious generalizations to Lie algebroids. Examples of
these constructions include the de Rham differential, the Lie derivative, the
covariant derivative, flows, etc.

In the rest of this chapter we will explore the cotangent Lie algebroid
of a Poisson manifold, and we will mention Lie algebroids only in passing.
However, the reader should keep in mind this conceptual framework and
even try to guess how a given construction extends to the general setting
of Lie algebroids. When we come back to Lie algebroids in Chapter 13, the
reader will be able to check their guess.
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9.2. The Poisson differential and Poisson cohomology

Following the credo that the right “tangent bundle” of a Poisson manifold
is its cotangent Lie algebroid, we mimic the well-known formula for the
de Rham differential:

Definition 9.11. Let (M,π) be a Poisson manifold. The Poisson
differential is the linear map dπ : Xk(M)→ Xk+1(M) given by

dπϑ(α0, . . . , αk) =

k∑
i=0

(−1)iLπ�(αi)(ϑ(α0, . . . , α̂i, . . . , αk)(9.1)

+
∑

0≤i<j≤k

(−1)i+jϑ([αi, αj ]π, α0, . . . , α̂i, . . . , α̂j , . . . , αk).

Exercise 9.12. Show that the Poisson differential dπ : Xk(M)→ Xk+1(M)
is given in terms of the Schouten bracket by

dπϑ = [π, ϑ].

Using this exercise and the properties of the Schouten bracket, we find

d2πϑ = [π, [π, ϑ]] = 2[[π, π], ϑ] = 0,

so dπ is indeed a differential and it has an associated cohomology:

Definition 9.13. The Poisson cohomology of a Poisson manifold
(M,π) is the cohomology of the cochain complex (X•(M), dπ):

Hk
π(M) :=

Ker(dπ : Xk(M)→ Xk+1(M))

Im(dπ : Xk−1(M)→ Xk(M))
.

For the algebraic structure on the Poisson cohomology, we use the basic
properties of the Schouten bracket (see Theorem 2.8) to find that dπ satisfies
the following:

- The graded Leibniz identity with respect to the wedge product: for
all ϑ1 ∈ Xp(M), ϑ2 ∈ Xq(M),

dπ(ϑ1 ∧ ϑ2) = dπϑ1 ∧ ϑ2 + (−1)pϑ1 ∧ dπϑ2.

- The graded Leibniz identity with respect to the Schouten bracket:
for all ϑ1 ∈ Xk+1(M), ϑ2 ∈ Xl+1(M),

dπ[ϑ1, ϑ2] = [dπϑ1, ϑ2] + (−1)k[ϑ1, dπϑ2].
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These equations imply that the algebraic operations descend to cohomology:

Proposition 9.14. The wedge product and the Schouten bracket on multi-
vector fields induce operations in cohomology:

Hp
π(M)×Hq

π(M)→ Hp+q
π (M), ϑ1 ∧ ϑ2 := ϑ1 ∧ ϑ2,

Hk+1
π (M)×H l+1

π (M)→ Hk+l+1
π (M),

[
ϑ1, ϑ2

]
:= [ϑ1, ϑ2],

where ϑ denotes the image of ϑ in cohomology. In particular,

H•
π(M) :=

⊕
p

Hp
π(M)

becomes both a graded commutative algebra, as well as (up to a degree shift
p = k + 1) a graded Lie algebra, and the two operations are related by the
graded Leibniz identity as in (iv) of Theorem 2.8.

The similarities between de Rham cohomology and Poisson cohomology
are mostly at a superficial level, as there are many aspects which make these
theories quite different. For example, a general Poisson map Φ : (M,πM )→
(N, πN) does not induce an obvious map between the Poisson cohomologies
of M and of N . If we think in terms of “generalized tangent bundles”, i.e.,
the cotangent Lie algebroids, the reason is clear: in general, such a map does
not induce a bundle map T ∗M → T ∗N covering Φ : M → N . This is one
of the issues that makes computations of Poisson cohomology very hard in
most examples.

9.3. Low degrees

We now look at Poisson cohomology in low degrees, unraveling its geometric
content and exhibiting several interesting cohomology classes. We first note
that, as a consequence of Proposition 9.14,

- H0
π(M) is a ring and each Hp

π(M) is a module over it.

- H1
π(M) is a Lie algebra and each Hp

π(M) is a representation of it.

Degree 0. In degree 0, Poisson cohomology is just the space of Casimirs

H0
π(M) = {f ∈ C∞(M) : {f, g} = 0 ∀ g ∈ C∞(M)}.

Indeed, for k = 0, dπ becomes

dπ : X0(M) = C∞(M)→ X(M), f �→ [π, f ] = −Xf .

The fact that H0
π(M) is a ring amounts to the remark that the product of

two Casimirs is again a Casimir. Note that, unlike de Rham cohomology,
this space is typically infinite dimensional. Since Hk

π(M) is a module over
H0

π(M), the higher degree Poisson cohomology groups are typically also
infinite dimensional.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



202 9. Poisson Cohomology

Degree 1. The degree 1 Poisson cohomology is the Lie algebra

H1
π(M) :=

Poisson vector fields

Hamiltonian vector fields
=

X(M,π)

XHam(M,π)
.

This follows immediately from the expression above for the differential in
degree 0, and the fact that in degree 1 the differential is

dπ : X1(M) = X(M)→ X2(M), X �→ [π,X] = −LXπ.

Therefore, H1
π(M) measures the difference between Poisson vector fields

and Hamiltonian vector fields. The Lie algebra structure on H1
π(M) is in-

herited from the Lie algebra of Poisson vector fields — recall from Exercise
1.10 that it has the Hamiltonian vector fields as a Lie algebra ideal. One can
also say that H1

π(M) is the Lie algebra of infinitesimal outer automorphisms
of (C∞(M), {·, ·}).

A natural and important degree 1 Poisson cohomology class arises when
looking for volume forms

μ ∈ Ωtop(M)

which are invariant under all Hamiltonian diffeomorphisms, i.e., that satisfy

LXf
μ = 0, ∀ f ∈ C∞(M).

For a symplectic manifold (M,ω) such a volume form always exists, namely
the Liouville volume form

μ :=
ωm

m!
(2m = dim(M)).

However, a general Poisson manifold (M,π) need not be orientable, and
even if it is orientable, such volume forms do not always exist. Assuming
orientability, we choose a volume form μ. If Xf is a Hamiltonian vector
field, then LXf

μ is also a top degree form; hence

LXf
μ = Xμ(f) μ,

for some function Xμ(f) ∈ C∞(M).

Lemma 9.15. The map f �→ Xμ(f) is a derivation of C∞(M); hence it
defines a vector field Xμ. Moreover, one has the following:

(i) Xμ is a Poisson vector field.

(ii) If μ′ = ±egμ is some other volume form, then the vector fields Xμ′

and Xμ differ by a Hamiltonian vector field: Xμ′ = Xμ −Xg.

We leave the proof as an exercise. We call the Poisson vector field Xμ

the modular vector field of (M,π) relative to the volume form μ. It
follows from this lemma that the class [Xμ] ∈ H1

π(M) is well-defined and
independent of the choice of volume form.
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Definition 9.16. The modular class of an orientable Poisson man-
ifold (M,π) is the Poisson cohomology class

mod(M,π) := [Xμ] ∈ H1
π(M).

We say that (M,π) is unimodular if mod(M,π) = 0.

Corollary 9.17. A Poisson manifold (M,π) has an invariant volume form
if and only if it is unimodular.

Proof. If μ is an invariant volume form, then the definition of the modular
vector field shows that Xμ = 0, so mod(M,π) = [Xμ] = 0. Conversely,
if mod(M,π) = 0, choose some volume form μ. Then Xμ = Xg for some
function g, so if we let μ′ = egμ, the lemma shows that

Xμ′ = Xμ −Xg = 0.

Hence, μ′ is an invariant volume form. �
Example 9.18. For the linear Poisson structure on R2 given by

{x, y} = x,

the modular vector field associated with the volume form μ = dx ∧ dy is

Xμ = − ∂

∂y
.

This vector field is not Hamiltonian, since it does not vanish along x = 0.

Hence, this Poisson structure is not unimodular.

Exercise 9.19. A Lie algebra g is called unimodular if tr(adv) = 0 for all
v ∈ g. Show that g is unimodular if and only if its dual g∗ is a unimodular
Poisson manifold.

Example 9.20. Generalizing Example 9.18, consider an orientable log-
symplectic Poisson manifold (M2n, π), with nonempty singular locus Z =
(
∧n π)−1(0). Fix a volume form μ ∈ Ω2n(M). Define the smooth function

u :=
〈 n∧

π, μ
〉
∈ C∞(M).

By the defining property of a log-symplectic structure, 0 is a regular value
of u and Z = u−1(0). Taking the derivative of u along a Hamiltonian vector
field Xf in the above equation and using that LXf

π = 0, we obtain

{f, u} =
〈 n∧

π,Xμ(f)μ
〉
= Xμ(f)u.

Therefore, on M\Z, the modular vector field is Hamiltonian:

Xμ(f) = −
1

u
{u, f} = −{log |u|, f} = −Xlog |u|(f).
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This was clear because π is nondegenerate on M\Z. Note that the vector
field Xlog |u| has appeared in the proof of Proposition 4.21, where we already
observed that it extends smoothly to Z, although log |u| ∈ C∞(M\Z) does
not extend smoothly to Z = {u = 0}. Since the Poisson structure is non-
degenerate almost everywhere, the Hamiltonian vector field is determined
up to a constant, and since μ was arbitrary, we conclude that (M,π) is not

unimodular unless Z = ∅.

Example 9.21. Let (M,π) be a 3-dimensional Poisson manifold with a
volume form μ. Recall from Subsection 2.4.4 that the Poisson structure is
encoded by the completely integrable 1-form θ := iπμ. The modular vector
field of (M,π) corresponding to μ is given by

iXμμ = dθ.

So if θ is closed, then (M,π) is unimodular. Conversely, if (M,π) is uni-
modular, then we can choose a volume form μ such that Xμ = 0. The above
equation implies that the completely integrable 1-form corresponding to μ

is closed.

Exercise 9.22. Show that a corank 1 Poisson manifold (M,π) is unimodular
if and only if the symplectic foliation is induced by a closed 1-form.

Degree 2. In degree 2 the Poisson differential is the map

dπ : X2(M)→ X
3(M), ϑ �→ [π, ϑ],

so the second Poisson cohomology is the space

H2
π(M) :=

{ϑ ∈ X2(M) : [π, ϑ] = 0}
{LXπ : X ∈ X(M)} .

Example 9.23. The Poisson bivector itself induces a cohomology class

[π] ∈ H2
π(M),

called the fundamental class of the Poisson manifold. In the same way that
symplectic structures are rarely exact — they are never exact on compact
manifolds — this class is nonzero in general. One says that (M,π) is an

exact Poisson manifold when [π] = 0.

Exercise 9.24. Show that any linear Poisson structure is exact.

Next, we relate H2
π(M) to deformations of the Poisson structure.

Definition 9.25. A deformation of a Poisson structure π on M
is a family {πt}t∈I of Poisson bivectors on M , depending smoothly
on t in an interval I containing 0 and such that π0 = π.
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The variation of a deformation {πt}t∈I at t = 0 is the bivector field

(9.2) ϑ :=
d

dt

∣∣∣
t=0

πt.

Differentiating the Poisson equation [πt, πt] = 0 at t = 0, one finds

0 =
d

dt

∣∣∣
t=0

[πt, πt] = 2[π, ϑ] = 2dπϑ.

This suggests that one should think of elements ϑ ∈ X2(M) with dπϑ = 0
as giving “infinitesimal deformations” of π.

We will say that two deformations {πt}t∈I and {π′
t}t∈I of the Poisson

structure π are equivalent deformations if there exists a smooth family
{φt}t∈I of diffeomorphisms of M with φ0 = Id and such that

(9.3) π′
t = (φt)∗(πt).

The starting velocity of the family {φt}t∈I is the vector field X ∈ X(M),

Xx =
d

dt

∣∣∣
t=0

φt(x).

Differentiating equation (9.3), one finds that the variations ϑ′ and ϑ of the
two deformations are in the same cohomology class:

ϑ′ − ϑ = LXπ = −dπX.

Therefore, the second Poisson cohomology space can be interpreted as the
space of infinitesimal deformations of π modulo equivalence. A more precise
statement is the following:

Proposition 9.26. The variation at t = 0 (see (9.2)) of any deformation
{πt}t∈I of (M,π) defines a cohomology class

[ϑ] ∈ H2
π(M)

which depends only of the equivalence class of the deformation.

Example 9.27. Let (M,π) be a Poisson manifold. Then πt := etπ is a
deformation of π with variation the fundamental class [π] ∈ H2

π(M). This
class vanishes if and only if there is vector field X such that LXπ = π. If X
is complete, then its flow gives an equivalence between πt and the constant
deformation:

etπ = (φt
X)∗π.

Does any element in H2
π(M) arise from a deformation? The answer, in

general, is no. The extra structure on the Poisson cohomology, namely the
graded Lie bracket, can be used to describe an obstruction:

Exercise 9.28. Let (M,π) be a Poisson manifold. Show that if a class
c ∈ H2

π(M) is induced by a deformation of π, then [c, c] = 0 ∈ H3
π(M).
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Remark 9.29 (Moduli space of Poisson structures). One may define the
moduli spaceM of Poisson structures on a manifold M by considering the
space of all Poisson bivectors on M and identifying two Poisson bivector
fields whenever they are related via some diffeomorphism. A deformation
πt of a Poisson structure π induces a curve in the moduli space through the
class [π] ∈ M. Two equivalent deformations define the same curve in M,
and we can think of the second Poisson cohomology of π as the (formal)
tangent space to the moduli space at [π]:

T[π]M = H2
π(M).

In general, this is only a formal statement: the spaceM can be quite patho-
logical and can fail to have even the structure of a Fréchet manifold.

9.4. Shadows of Poisson cohomology

We stress that, in general, finding the Poisson cohomology of a given Poisson
manifold is an almost impossible task, as the available techniques apply
only to particular classes of structures. Still, we can often relate it to other
cohomologies, which are easier to compute, and these provide geometric
insight into Poisson cohomology.

Proposition 9.30. Given a Poisson manifold (M,π), the map

ρ∗ : Ωk(M)→ Xk(M), (ρ∗ω)(α1, . . . , αk) := ω(π�(α1), . . . , π
�(αk)),

defines a morphism of complexes ρ∗ : (Ωk(M), d) → (Xk(M), dπ) and in-
duces a morphism of graded rings

ρ∗ : H•(M)→ H•
π(M).

Before we give the proof let us look at two extreme examples.

Example 9.31 (Symplectic structures). In particular, for nondegenerate
Poisson structures π� is an isomorphism and so Poisson cohomology is iso-
morphic to the de Rham cohomology. Hence, in the symplectic case, the
geometric interpretations in small degrees give the following:

- H0
π(M) = H0(M) = R if M is connected; the only Casimir func-

tions are the constant functions.

- H1
π(M) = H1(M) so the infinitesimal outer Poisson (= symplectic)

automorphisms are the cohomology classes of closed 1-forms.

- H2
π(M) = H2(M) so infinitesimal deformations of a symplectic

structure are in 1-to-1 correspondence with second cohomology
classes. In this case, infinitesimal deformations are not obstructed:
for η ∈ Ω2

cl(M), ω + tη is symplectic for small t. This is related to

the fact that the induced Lie bracket on cohomology is trivial.
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Example 9.32 (The zero Poisson structure). In general the map from
Proposition 9.30, ρ∗ : H•(M)→ H•

π(M), is far from being an isomorphism.
For the zero Poisson structure (M,π ≡ 0),

Hk
π(M) = Xk(M),

which is always an infinite-dimensional vector space (if dimM > 0). This
contrasts with Hk(M) which is finite dimensional if, for example, M is
compact. Although Hk

π(M) is infinite dimensional, it is a finitely generated
module over the space of Casimirs H0

π(M). This is a more typical situation,

although there are examples where even this does not hold.

Proof of Proposition 9.30. Recall the Koszul-type formula for the de
Rham differential, d : Ωk(M)→ Ωk+1(M),

dω(X0, . . . , Xk) =
k∑

i=0

(−1)iLXi(ω(X0, . . . , X̂i, . . . , Xk))(9.4)

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j, . . . , Xk).

Comparing this formula with the formula for the Poisson differential (9.1),
and observing that π� sends the Lie bracket of 1-forms to the Lie bracket of
vector fields, it follows immediately that ρ∗ : (Ωk(M), d) → (Xk(M), dπ) is
a map of complexes.

On the other hand, ρ∗ is induced by the bundle map

k∧
(−π)� :

k∧
T ∗M →

k∧
TM.

This map clearly preserves the ring structure, so the result follows. �

Formula (9.1) for the Poisson differential and the proof of Proposition
9.30 show that there is an algebroid-theoretic content underlying our discus-
sion. First of all, since (9.1) makes use only of π� and [·, ·]π, we see that it
applies to any Lie algebroid. More precisely, for a Lie algebroid (A, [·, ·]A, ρ)
over M , the A-de Rham complex consists of A-forms

Ω•(A) := Γ
( •∧

A∗
)
,

together with the A-differential dA : Ω•(A)→ Ω•+1(A) defined by

dAω(s0, . . . , sk) =
k∑

i=0

(−1)iLρ(si)(ω(s0, . . . , ŝi, . . . , sk))

+
∑

0≤i<j≤k

(−1)i+jω([si, sj ]A, s0, . . . , ŝi, . . . , ŝj , . . . , sk).
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The resulting Lie algebroid cohomology will be denoted H•(A). Some
basic examples follow:

- For A = TM , one recovers ordinary differential forms, the exterior
derivative, and de Rham cohomology.

- For A = T ∗M the cotangent bundle of a Poisson manifold (M,π),
one obtains multivector fields, the Poisson differential, and Poisson
cohomology.

- For A = TF the tangent bundle of a foliation F , one recovers
foliated forms and foliated cohomology (see Section C.2).

- For A = g a Lie algebra, one obtains the Chevalley-Eilenberg dif-
ferential and Lie algebra cohomology (see Section A.1).

For many classes of Poisson manifolds one can use similar arguments to
relate Poisson cohomology to other more amenable cohomologies.

Example 9.33 (Linear Poisson structures). The Poisson cohomology of a
linear Poisson structure (g∗, π ≡ πg) can be expressed in terms of Lie algebra
cohomology with coefficients:

Hk
π(g

∗) = Hk(g, C∞(g∗)).

Here C∞(g∗) is the infinite-dimensional representation of g induced by the
coadjoint action or, in terms of the Poisson structure,

ρ : g→ gl(C∞(g∗)), v �→ LXv ,

where Xv is the Hamiltonian vector field of the linear function v : g∗ → R.

To prove this, observe that a multivector field ϑ ∈ Xk(g∗) can be viewed
as an alternating multilinear map

cϑ :
k∧
g→ C∞(g∗), cϑ(v1, . . . , vk) := ϑ(v1, . . . , vk),

where on the right-hand side we identify an element v ∈ g with a constant
1-form v ∈ Ω1(g∗). This gives an isomorphism of complexes

(X•(g∗), dπ)→
( •∧

g∗ ⊗ C∞(g∗), dg
)
, ϑ �→ cϑ,

and the result follows.

The Casimir functions are the space of ad∗-invariant functions on g∗:

H0
π(g

∗) = Inv(g∗).

One has the following:

Theorem 9.34 (Ginzburg and Weinstein). For any compact Lie algebra g,

(9.5) Hk
π(g

∗) � Hk(g)⊗ Inv(g∗).
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This is proven in [80]. In this case, note that H•
π(g

∗) is a finite-dimen-
sionalH0

π(g
∗)-module — this fails for arbitrary Lie algebras, even semisimple

ones. Actually, the Poisson cohomology is not known for general semisimple

Lie algebras.

Example 9.35 (Regular Poisson structures). The Poisson cohomology of a
regular Poisson structure can be quite complicated. In order to understand
why, consider first the case of a product (M,π) = (S, ω) × (N, 0), where
(S, ω) is a symplectic manifold. Assuming that S is compact, an argument
similar to the symplectic case (9.31) implies that

(9.6) Hk
π(M) �

k⊕
q=0

Hq(S)⊗ Xk−q(N).

In particular, this is a finitely generated module over H0
π(M) = C∞(N).

If one replaces the constant symplectic structure by a family of symplectic
structures {ωx}x∈N on S, the outcome is much more complicated.

For a general regular Poisson manifold (M,π) one can choose a subbun-
dle complementary to the symplectic foliation

TM = TFπ ⊕ E,

giving a decomposition of the space of multivector fields

X
k(M) =

⊕
p+q=k

Xp,q(M) with Xp,q(M) := Γ
( p∧

TFπ ⊗
q∧
E
)
.

Because π ∈ X2,0(M) the differential dπ = [π,−] decomposes as

dπ = d(1,0) + d(2,−1),

with

d(1,0) : X
p,q(M)→ X

p+1,q(M), d(2,−1) : X
p,q(M)→ X

p+2,q−1(M).

By the usual tools of cohomological algebra — the spectral sequence asso-
ciated to a filtration — one obtains (see [114,139,143]):

Theorem 9.36 (Vaisman). For the Poisson cohomology of a regular Poisson
manifold (M,π) there exists a convergent spectral sequence

Ep,g
2 = Hp

(
Fπ,

q∧
ν(Fπ)

)
⇒ Hp+q

π (M)

where Hp(Fπ,
∧q ν(Fπ)) is the foliated cohomology of Fπ with coefficients in

the exterior powers of the normal bundle ν(Fπ) = TM/TFπ, endowed with

the Bott connection.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



210 9. Poisson Cohomology

Example 9.37 (Log-symplectic structures). For log-symplectic structures
the Poisson cohomology can be found explicitly:

Theorem 9.38 (Mărcut, and Osorno-Torres). For a log-symplectic manifold
(M,π) with singular locus Z ⊂M , the Poisson cohomology can be expressed
in terms of de Rham cohomology:

(9.7) Hk
π(M) � Hk(M)⊕Hk−1(Z).

The proof can be found in [125]. Here we explain how to build this
isomorphism when M orientable.

Consider a tubular neighborhood E ⊂ M of Z in M , and denote by
prE : E → Z the bundle projection. Let μ be a volume form on M . As in
Example 9.20 consider the function

u :=
〈 n∧

π, μ
〉
∈ C∞(M).

By modifying μ by a positive function, we may assume that |u| = 1 on M\U ,
for some open set U with Z ⊂ U ⊂ U ⊂ E. Using the map from Proposition
9.30, we define the cochain map

(Ω•(M)⊕ Ω•−1(Z), d⊕ d)→ (X•(M), dπ)

by setting

(9.8) (α, β) �→ ρ∗ (α+ d log |u| ∧ pr∗E β) = ρ∗ (α) +Xμ ∧ ρ∗ (pr∗E β) ,

where, as in Example 9.20, the modular vector field of μ is

Xμ = −Xlog |u| = ρ∗(d log |u|)
andXμ∧ρ∗(pr∗E β) is extended by 0 outside of E. The condition on u ensures
that the extension is smooth. One can show that the map induced by (9.8)

in cohomology does not depend on the choices and is an isomorphism.

One can also exploit the algebroid-theoretical nature of the cohomology
to achieve functoriality which, as pointed out before, does not work for Pois-
son maps. First of all, a morphism Φ : A → B between two Lie algebroids
over the same base M is a bundle map preserving anchors and brackets.
Such a map induces a pullback map between the associated complexes and
therefore also in cohomology:

Φ∗ : H•(B)→ H•(A).

This is precisely what we did in the proof of Proposition 9.30 for the Lie
algebroid morphism Φ = π� : T ∗M → TM . More generally, the same
argument shows that, for any Lie algebroid (A, [·, ·]A, ρ), one has a map

ρ∗ : H•(M)→ H•(A).
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Functoriality also holds for morphisms of algebroids over different bases.
However, this notion of morphism is more subtle since such a map does not
induce a map at the level of sections. However, note that any vector bundle
map Φ : A→ B induces a pullback map taking B-forms to A-forms.

Definition 9.39. Let (A, [·, ·]A, ρA) and (B, [·, ·]B, ρB) be Lie alge-
broids. A vector bundle map Φ : A → B is called a Lie algebroid
morphism if the pullback along Φ commutes with the differentials:

Φ∗ : Ωk(B)→ Ωk(A), Φ∗dB = dAΦ
∗.

Exercise 9.40. Show that a vector bundle map Φ : A → B covering a
diffeomorphism φ : M → N is a Lie algebroid morphism if and only if the
following hold:

(i) Φ preserves anchors: ρB ◦ Φ = dφ ◦ ρA.
(ii) Φ preserves brackets:

[Φ∗(α),Φ∗(β)]B = Φ∗([α, β]A),

for all α, β ∈ Γ(A), where Φ∗(α) := Φ ◦ α ◦ φ−1.

For example, the inclusion of the isotropy Lie algebra gx of a Poisson
manifold (M,π) in its cotangent algebroid,

ix : gx ↪→ T ∗M,

is a Lie algebroid map. Hence we obtain a restriction map in cohomology:

(9.9) i∗x : H•
π(M)→ H•(gx).

This allows one to pass from the (complicated) Poisson cohomology to
the (simpler) Lie algebra cohomology. Even more, this can be used to find
obstructions for a Poisson cohomology class to arise from a de Rham coho-
mology class:

Exercise 9.41. For k > 0, show that if a Poisson cohomology class c belongs
to the image of the map Hk(M)→ Hk

π(M), then i∗x(c) = 0 for all x ∈M .

A more refined but still tractable cohomology, which gives further insight
into Poisson cohomology, is provided by localizing at symplectic leaves as
follows. Let S be a symplectic leaf of a Poisson manifold (M,π) and consider
the space of k-multivector fields along S,

Xk
S(M) := Γ

( k∧
TSM

)
,

as well as the obvious restriction map

Xk(M)→ Xk
S(M), ϑ �→ ϑ|S .
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Exercise 9.42. Let (M,π) be a Poisson manifold, and let S ⊂M be a leaf.

Show that there exists a unique differential dπ,S : Xk
S(M)→ X

k+1
S (M) such

that the restriction is a cochain map (Xk(M), dπ)→ (Xk
S(M), dπ,S).

We will call the cohomology of the complex (Xk
S(M), dπ,S) the Poisson

cohomology restricted to the symplectic leaf S, and we will denote it by
H•

π,S(M). While the restriction map passes to cohomology yielding a map

(9.10) H•
π(M)→ H•

π,S(M),

we would like to emphasize that, unlike Poisson cohomology, H•
π,S(M) is

much more tractable. For instance, one can show that the defining complex
is an elliptic complex and, therefore, whenever S is compact, H•

π,S(M) is
finite dimensional.

Remark 9.43. The solution to Exercise 9.42 should reveal that A := T ∗
SM

is itself a Lie algebroid over S, for which the inclusion T ∗
SM ↪→ T ∗M is a

Lie algebroid morphism. The resulting cohomology is preciselyH•
π,S(M) and

the restriction map (9.10) is another instance of functoriality with respect
to algebroid maps over different bases. What is special about T ∗

SM is that
it is a transitive Lie algebroid, in the sense that it has a surjective anchor

(9.11) π�|S : T ∗
SM → TS.

Precisely this property ensures that the associated complex is elliptic.

The surjectivity of (9.11) gives, via pullback, an inclusion of complexes

(Ω•(S), d) ↪→ (X•
S(M), dπ,S).

The cohomology of the quotient complex

(X•
S(M)/Ω•(S), dπ,S)

will be called the Poisson cohomology relative to S, denoted H•
π(M,S).

The short exact sequence of complexes

0→ (Ω•(S), d)→ (X•
S(M), dπ,S)→ (X•

S(M)/Ω•(S), dπ,S)→ 0

gives rise to a long exact sequence relating the de Rham cohomology of S
and the Poisson cohomologies restricted and relative to S:

· · · → Hk(S)→ Hk
π,S(M)→ Hk

π(M,S)→ Hk+1(S)→ · · · .

The map obtained by compositing H•
π(M) → H•

π,S(M) → H•
π(M,S)

allows us to express obstructions for a Poisson cohomology class to arise
from a de Rham cohomology class, a fact that we leave as an exercise.

Exercise 9.44. Show that the image of the map H•(M) → H•
π(M) is

contained in the kernel of the map H•
π(M)→ H•

π(M,S).
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The Poisson cohomologies relative to a leaf codify information about the
behavior of a Poisson structure in a neighborhood of the leaf. For example,
one has the following result from [43]:

Theorem 9.45 (Crainic and Fernandes). Let S be a compact symplectic
leaf of (M,π) with H2

π(M,S) = 0. Then there is a Poisson submanifold
S ⊂ N ⊂ M , with dimN = dimH1

π(M,S) + dimS, which is a union of
symplectic leaves diffeomorphic to S.

This result is a special instance of a more general theorem concerning
families of symplectic leaves of Poisson structures “close enough” to π. This
study is beyond the scope of this book, so we refer to [43] for a proof of
Theorem 9.45 and its generalizations.

9.5. The cohomological obstruction to linearization

There are important constructions in Poisson geometry that are most natu-
rally expressed in the language of Poisson cohomology. In practice, since the
whole Poisson cohomology can be computed only in a few cases, one often
has to use other techniques to show, e.g., that a certain obstruction class in
Poisson cohomology vanishes. In this section we illustrate this by revisiting
the linearization problem, which was discussed at length in Section 3.5.

A key technical tool in linearization problems is the canonical Euler
vector field E of a vector space V , which is defined as

Ev :=
d

dt

∣∣∣
t=0

etv ∈ TvV (v ∈ V ),

or, in linear coordinates (xi) on V ,

E =
n∑

i=1

xi
∂

∂xi
.

Then the linearity of a Poisson structure π on V can be characterized by
the condition that π is exact with primitive the Euler vector field:

π = dπE(= −LEπ).

Clearly, for a linear Poisson structure this holds. The converse, we leave as
an exercise:

Exercise 9.46. Let π be a Poisson structure on Rn.

(a) Show that the equation π = dπE amounts to

πij =
n∑

k=1

xk
∂πij

∂xk
(i, j = 1, . . . , n).
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(b) Show that the linear functions are the only smooth functions on

Rn satisfying f =
∑n

k=1 x
k ∂f
∂xk .

(Hint: Calculate d
dt(f(tx)/t).)

In order to apply the previous observation to the linearization problem,
one needs to be able to recognize the Euler vector field without having
a priori the linear coordinates. We say that a vector field X ∈ X(M) on a
manifold M is Euler-like at x0 ∈ M if in local coordinates (U, x1, . . . , xn)
centered at x0 one has

X|U =
n∑

i=1

xi
∂

∂xi
+O(2),

where O(2) is a vector field whose components vanish at x0 up to second
order. This condition is independent of the choice of local coordinates.

The following theorem characterizes linearizable Poisson structures:

Theorem 9.47. Let (M,π) be a Poisson manifold with πx0 = 0. Then π is
linearizable around x0 if and only if there exists an open set x0 ∈ U ⊂ M
and a vector field X ∈ X(U) such that the following hold:

(i) X is a primitive of π in U : π|U = dπX.

(ii) X is Euler-like around x0.

We already know that (i) and (ii) are necessary conditions for lineariza-
tion. To prove that they are sufficient, we will use the following version of
the Moser deformation argument for Poisson structures:

Theorem 9.48 (Moser’s Lemma for Poisson structures). Let {πt}t∈[0,1] be
a smooth deformation of Poisson structures on M . Assume that there exists
a time-dependent vector field Yt ∈ X(M), t ∈ [0, 1], giving primitives for the
variations:

d

dt
πt = dπtYt (t ∈ [0, 1]).

Then the flow φt
Y of Yt, whenever defined, satisfies

(φt
Y )

∗πt = π.

The proof of Moser’s Lemma consists of the usual argument: since

d

dt
(φt

Y )
∗πt = (φt

Y )
∗
( d

dt
πt + LYtπt

)
= (φt

Y )
∗
( d

dt
πt − dπtYt

)
= 0,

we must have

(φt
Y )

∗πt = (φ0
Y )

∗π0 = π.
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Proof of Theorem 9.47. Using local coordinates, we may assume that
M = Rn and x0 = 0. Let πlin denote the linearization of π at 0, as discussed
in Example 3.14. Denote by mt : Rn → Rn the multiplication by t ∈ R; i.e.,
mt(x) = t x. Consider the following family of Poisson structures joining π
to πlin:

πt =

{
tm∗

t (π), if t �= 0,
πlin, if t = 0.

Smoothness at t = 0 follows by remarking that the coefficients of πt are the

smooth functions πij
t (x) =

1
tπ

ij(tx). The variation of the family is

d

dt
πt =

d

dt
(tm∗

t (π)) = m∗
t (π + LEπ) = m∗

t ([π,X − E]) = dπtYt,

where we used the relation d
dtm

∗
t (w) =

1
tm

∗
t (LEw) and we set

(9.12) Yt =
1

t
m∗

t (X − E).

By assumption Y = X − E vanishes at 0 up to second order, and because
the coefficients of Yt are given in terms of Y by Y i

t (x) =
1
t2
Y i(tx), it follows

that Yt is a smooth time-dependent vector field for t ∈ [0, 1], which satisfies
Yt(0) = 0. Hence, there is a some small neighborhood 0 ∈ V ⊂ U on which
the flow φt

Y : V → U is defined for all t ∈ [0, 1]. By Moser’s Lemma, we
obtain a Poisson embedding

φ1
Y : (V, πlin)→ (U, π), with φ1

Y (0) = 0.

Hence, π is linearizable around x0 = 0. �

Remark 9.49. A more direct argument to prove Theorem 9.47 follows by
observing that any Euler-like vector field is in fact the Euler vector field for
some coordinate system — see Exercise 9.46. This can be achieved by the
same type of Moser argument. Namely, consider the smooth path of vector
fields

Xt =

{
m∗

t (X), if t �= 0,
E, if t = 0.

The variation of this path is given by

d

dt
Xt =

1

t
m∗

t (LEX) =
1

t
m∗

t ([E −X,X]) = −[Yt, Xt],

where Yt =
1
tm

∗
t (X −E). The Moser-type calculation yields d

dt(φ
t
Y )

∗(Xt) =

0, and so (φ1
Y )

∗(X) = E. Note that Yt is the same time-dependent vector
field (9.12) from the proof of Theorem 9.47.

We obtain the following:

Corollary 9.50. A vector field X ∈ X(M) is Euler-like at x0 if and only if
there are coordinates centered at x0 in which X is the Euler vector field.
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Next, we extract from Theorem 9.47 a concrete cohomological obstruc-
tion to linearization. Let (M,π) be a Poisson manifold, and let x0 ∈ M ,
with πx0 = 0. Note that the multivector fields that vanish up to order k ≥ 0
at x0 form a subcomplex of the Poisson complex, which will be denoted

(Ik(x0) · X•(M), dπ).

Let X ∈ X(M) be a vector field that is Euler-like at x0 (e.g., extend the
Euler vector field of a chart).

Exercise 9.51. Show that any Euler-like vector field X at x0 satisfies

π − dπX ∈ I2(x0) · X2(M).

The linearization class of π at x0 is the cohomology class

Λ(π, x0) := [π − dπX] ∈ H2
(
(I2(x0) · X•(M), dπ)

)
.

The exercise above shows that this class is indeed well-defined. Moreover,
note that if X ′ is a second Euler-like vector field at x0, then

(π − dπX)− (π − dπX
′) = dπY, with Y := X ′ −X ∈ I2(x0) · X1(M).

Hence the linearization class is independent of the choice of X.

Theorem 9.47 has the following reformulation:

Corollary 9.52. Let (M,π) be a Poisson manifold with πx0 = 0. Then π
is linearizable around x0 if and only if the linearization class of π at x0 is
trivial on some open neighborhood x0 ∈ U ⊂M :

Λ(π|U , x0) = 0 ∈ H2
(
(I2(x0) · X•(U), dπ)

)
.

With extra assumptions on the isotropy algebra, the result also implies
the following:

Corollary 9.53. Let (M,π) be a Poisson manifold with πx0 = 0, and as-
sume that the isotropy Lie algebra g at x0 satisfies the conditions

H1(g) = 0 and H1(g, g) = 0.

Then π is linearizable around x0 if and only if π is exact on some open
neighborhood x0 ∈ U ⊂M ; i.e.,

[π|U ] = 0 ∈ H2
π(U).

Proof. If π is linearizable, we have seen that π is exact around x0, with
primitive the Euler vector field of the coordinates that linearize π.

Conversely, assume that π|U = dπY , for some Y ∈ X2(U). Let X be an
Euler-like vector field at x0. By Exercise 9.51, we have that

(9.13) dπ(Y −X) = π − dπX ∈ I2(x0) · X2(U).
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Using the identification from Problem 9.15(b), define

a0 := Y −X mod I1(x0) · X1(U) ∈ g∗.

Using Problem 9.15(b), (9.13) implies that

dga0 = dπ(Y −X) mod I1(x0) · X2(U) = 0.

Thus [a0] ∈ H1(g) = 0, which implies that a0 = 0, and so Y −X ∈ I1(x0) ·
X1(U). Then, using again the identification from Problem 9.15(b), define

a1 := Y −X mod I2(x0) · X1(U) ∈ g∗ ⊗ g,

and as above, (9.13) implies that

dga1 = dπ(Y −X) mod I2(x0) · X2(U) = 0.

Thus [a1] ∈ H1(g, g) = 0, which implies that a1 = dgb1, for some b1 ∈ g.
Let f ∈ I1(x0) be a smooth function such that

f mod I2(x0) = b1 ∈ g.

Then

Y −X +Xf mod I2(x0) · X1(U) = a1 − dgb1 = 0,

and therefore Z := Y +Xf is an Euler-like vector field, which satisfies

dπ(Z) = π|U .

Theorem 9.47 implies that π is linearizable around x0. �

Let us mention that the assumptions on g in the previous corollary hold
for any semisimple Lie algebra — see Whitehead’s Lemma in Section A.1.
However, in order to apply Theorem 9.47, or any of its corollaries, one still
needs to solve the cohomological equation. This can be very hard and, in
practice, it is usually done through other means — see, e.g., [44] where
Conn’s Linearization Theorem, Theorem 3.17, is proved by applying this
method.
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Problems

9.1. Calculate directly the Poisson cohomology of the product (S2, ωS2) ×
(R, 0), where ωS2 is the standard area form. Compare your result with the
decomposition (9.6) from Example 9.35.

9.2. Calculate the Poisson cohomology of (R2, π = x ∂
∂x ∧

∂
∂y ) directly, using

the definition. Compare your result with what Example 9.37 predicts.

9.3. Find the Poisson cohomology of (su(2)∗, πsu(2)) using Theorem 9.34.

9.4. Show that Poisson cohomology satisfies the Mayer-Vietoris property:
given a Poisson manifold (M,π), for any open sets U, V ⊂M there is a long
exact sequence

· · · → Hk
π(U ∪V )→ Hk

π(U)⊕Hk
π(V )→ Hk

π(U ∩V )→ Hk+1
π (U ∪V )→ · · · .

9.5. Let (M,π) be a Poisson manifold, and let μ be a volume form on M
with corresponding modular vector field Xμ. Prove that(

M × S1, π +Xμ ∧
∂

∂θ

)
is a unimodular Poisson manifold.

9.6. For which skew-symmetric matricesA is the associated LV-type Poisson
structure πA on Rn unimodular?

9.7. Show that for the linear Poisson structure g∗ the modular class vanishes
if and only if g∗ carries a volume form invariant under the coadjoint action.

9.8. Show that if a Poisson manifold (M,π) is unimodular, then all its
isotropy Lie algebras are unimodular — see Exercise 9.19. Explain this
result using the map (9.9).

9.9. Let (M,π) be a unimodular Poisson manifold which is nondegenerate
on a dense set. Show that π is symplectic.

9.10. Let F be a foliation on M of codimension q and denote the conormal
bundle ν∗(F) := (TF)◦ ⊂ T ∗M . Assume that F is coorientable, i.e., the
line bundle

∧q ν∗(F) is trivializable, and fix a nowhere vanishing section

μ ∈ Γ
( q∧

ν∗(F)
)
⊂ Ωq(M).

(a) For V ∈ Γ(TF), show that

LV μ = αμ(V )μ,
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for a unique smooth function αμ(V ), and that this assignment defines a
closed foliated 1-form

αμ ∈ Ω1(F), with dFαμ = 0.

(b) Show that the foliated cohomology class

mod(F) := [αμ] ∈ H1(F)
is independent of the choice of μ. This is the modular class of F .

(c) Show that mod(F) = 0 if and only if
∧q ν∗(F) has a nowhere vanishing

section μ which is closed as an element in Ωq(M).

9.11. Let (M,π) be a regular Poisson manifold.

(a) Show that there exists a ring homomorphism H•(Fπ)→ H•
π(M) which

makes the following diagram commute:

H•(M)
ρ∗ ��

��

H•
π(M)

H•(Fπ)

������������

(b) Show that, when M is orientable, the modular class of the Poisson struc-
ture mod(M,π) is precisely the image of the modular class of the folia-
tion mod(Fπ) under the map H1(Fπ)→ H1

π(M). Moreover, show that

mod(Fπ) = 0 ⇐⇒ mod(M,π) = 0.

(c) Consider a Poisson structure in S3 with underlying foliation the Reeb
foliation — see Example 4.15. Show that its modular class is nontrivial
and, in particular, that it is not in the image of H1(M)→ H1

π(M).

9.12. Let (M,π) be a Poisson manifold. The compactly supported Pois-
son cohomology, denoted H•

π,c(M), is the cohomology of the complex
(X•

c(M), dπ) of compactly supported multivector fields. Assume that (M,π)
is unimodular with invariant volume form μ and define a pairing

(·, ·) : Xk
c (M)× Xn−k(M)→ R, (ϑ, τ) :=

∫
M
〈ϑ ∧ τ, μ〉μ,

where n = dimM . Show that

(dπϑ, τ) + (−1)deg ϑ(ϑ, dπτ) = 0,

so one obtains a pairing in cohomology: (·, ·) : Hk
π,c(M)×Hn−k

π (M)→ R.

9.13. Let (M,π) be a Poisson manifold and consider the operator

∂π : Ωk(M)→ Ωk−1(M), ∂π := iπ ◦ d− d ◦ iπ.
(a) Show that ∂2

π = 0. The homology of the complex (Ω•(M), ∂π) is called
the Poisson homology of (M,π) and is denoted by Hπ

• (M).
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(b) Show that the Poisson homology space in degree 0 is the abelianization
of the Poisson algebra

Hπ
0 (M) :=

C∞(M)

{C∞(M), C∞(M)} .

(c) Let Φ : (M,πM )→ (N, πN) be a Poisson map. Show that the pullback
map Φ∗ : (Ω•(N), ∂πN )→ (Ω•(M), ∂πM ) is a map of complexes

Φ∗∂πN = ∂πMΦ∗,

and so it induces a map in Poisson homology: Φ∗ : Hπ
• (N)→ Hπ

• (M).

(d) Denote by 〈·, ·〉 : Ωk(M)×Xk(M)→ C∞(M) the usual pairing between
differential forms and multivector fields. Show that

〈ω, dπϑ〉 − 〈∂πω, ϑ〉 = (−1)k∂πiϑω

and hence that it yields a pairing

〈·, ·〉 : Hπ
k (M)×Hk

π(M)→ Hπ
0 (M).

9.14. Let μ be a volume form on a manifold M with dimM = n, so we
obtain an isomorphism:

μ� :

k∧
TM →

n−k∧
T ∗M, v1 ∧ · · · ∧ vk �→ μ(v1, . . . , vk,−, . . . ,−).

The curl operator relative to μ is the unique linear differential operator
Dμ : Xk(M)→ Xk−1(M) making the following diagram commutative:

Xk(M)
μ�

��

Dμ

��

Ωn−k(M)

d
��

Xk−1(M)
μ�

�� Ωn−k+1(M)

(a) Show that if μ′ = ±egμ is another volume form, then

Dμ′ϑ = Dμϑ+ [ϑ, g].

(b) Show that if π ∈ X2(M) is a Poisson structure, then the modular vector
field of π with respect to μ is given by Xμ = Dμπ.

(c) Prove the Schouten bracket can be written as the failure of Dμ satisfying

the Leibniz identity; i.e., for all ζ ∈ Xj(M) and ϑ ∈ Xk(M),

[ζ, ϑ] = (−1)kDμ(ζ ∧ ϑ)−Dμ(ζ) ∧ ϑ− (−1)kζ ∧Dμ(ϑ).
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(d) Prove that the following diagram commutes:

Xk(M)
μ�

��

dπ+Xμ∧·
��

Ωn−k(M)

(−1)k∂π
��

Xk+1(M)
μ�

�� Ωn−k−1(M)

(e) Conclude that the Poisson cohomology and the Poisson homology of a
unimodular Poisson manifold (M,π) are isomorphic:

Hk
π(M) � Hπ

n−k(M).

9.15. Let (M,π) be a Poisson manifold, let x0 ∈ M be a zero of π, and
denote by g the isotropy Lie algebra at x0.

(a) For k ≥ 0, show that the multivector fields that vanish at x0 up to order
k form a subcomplex of the Poisson complex

(Ik(x0) · X•(M), dπ).

(b) Show that

(Ik(x0) · X•(M), dπ)

(Ik+1(x0) · X•(M), dπ)
�

( •∧
g
∗ ⊗ Sk(g), dg

)
,

where the right-hand side is Lie algebra cohomology with coefficients in
the kth symmetric power of the adjoint representation.

9.16. Let (M,π) be a Poisson manifold, and let (N, πN) ↪→ (M,π) be a
coregular Poisson-Dirac submanifold. Denote

AN :=
(
TN⊥π

)◦
= {α ∈ T ∗

NM : π�(α) ∈ TN}.
(a) Show that AN is a smooth subbundle of T ∗

NM and a Lie subalgebroid;
i.e., it has an induced Lie algebroid structure for which the inclusion is
a Lie algebroid morphism

i : (AN , [·, ·]AN
, ρ)→ (T ∗M, [·, ·]π, π�).

Moreover, show that this map is a fiberwise isomorphism precisely when
N is a Poisson submanifold.

(b) Show that the restriction map is a surjective Lie algebroid homomor-
phism

p : (AN , [·, ·]AN
, ρ)→ (T ∗N, [·, ·]πN , π

�
N ),

which is an isomorphism precisely when N is a Poisson transversal.

9.17. Let θ ∈ Ω1(M, g). Show that θ is a Maurer-Cartan form — see
Definition 6.21 — if and only if θ : TM → g is a Lie algebroid morphism.
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9.18. Let (A, [·, ·]A, ρ) be a Lie algebroid, and let α ∈ Γ(A) be a section.
Assuming that the vector field ρ(α) ∈ X(M) is complete, prove that there
exists a unique 1-parameter family φt

α : A → A of Lie algebroid automor-
phisms such that for every section β ∈ Γ(A),

d

dt

∣∣∣
t=0

(φt
α)

∗(β) = [α, β]A, φ0
α = Id.

One calls φt
α the flow of the section α.
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Chapter 10

Poisson Homotopy

10.1. Cotangent paths

What is the appropriate notion of path in Poisson geometry? The answer
to this question is another illustration of the credo that the right “tangent
space” of a Poisson manifold is its cotangent Lie algebroid.

Definition 10.1. A cotangent path on a Poisson manifold (M,π)
is a smooth path a : I → T ∗M , defined on some interval I ⊂ R,
satisfying

π�(a(t)) =
d

dt
pr ◦ a(t), ∀ t ∈ I,

where pr : T ∗M →M denotes the projection.

Given a cotangent path a : I → T ∗M we will denote its base path by

γa := pr ◦ a : I →M.

Here is a first indication that the cotangent paths are the right notion
of paths in Poisson geometry:

Proposition 10.2. Let (M,π) be a Poisson manifold. Two points x, y ∈M
belong to the same symplectic leaf if and only if there exists a cotangent path
a : [0, 1]→ T ∗M with initial point x = γa(0) and end point y = γa(1).

To prove one direction, note that the integral curves of a Hamiltonian
vector field XH can be characterized as the curves γ : I → M for which
a(t) := dH|γ(t) is a cotangent path. The converse follows because, if we

223
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224 10. Poisson Homotopy

consider time-dependent Hamiltonian vector fields, all cotangent paths arise
in this way. This is part of the following lemma, which will also be useful
later on.

Lemma 10.3. Let a : [0, 1] → T ∗M be cotangent path. There exists a
smooth family of functions Ht ∈ C∞(M), t ∈ [0, 1], such that

a(t) = dγa(t)Ht, ∀ t ∈ [0, 1]

where γa(t) = φt
XH

(γa(0)) is an integral curve of XHt.

Proof. If γa([0, 1]) is contained in the domain of a chart (U, xi), in which
a(t) =

∑n
i=1 ai(t)dx

i|γa(t), then one can choose

Ht(x) :=

n∑
i=1

ai(t)x
i

and extend it to a smooth family of functions all supported in some compact
set γa([0, 1]) ⊂ K ⊂ U .

Choose an open cover {I1, . . . , Iq} of [0, 1] by intervals, such that Ip is
covered by a chart as above, and choose functions {Hp

t }t∈Ip as above. Then

one can set Ht :=
∑q

p=1 ρp(t)H
p
t , where {ρ1, . . . , ρq} is a partition of unity

on [0, 1] subordinate to the open cover {I1, . . . , Iq}.
Thus we constructed Ht with a(t) = dHt|γa(t). By using that a is a

cotangent path, we obtain that γa is an integral curve of XHt :

d

dt
γa(t) = π�(a(t)) = π�(dHt|γa(t)) = XHt |γa(t). �

Next, we will study operations with cotangent paths. First, given a
cotangent path a : I → T ∗M and a smooth map τ : J → I, the chain rule
shows that we have a new cotangent path given by

(10.1) aτ : J → T ∗M, t �→ τ ′(t) a(τ(t)).

If τ : J → I is a smooth increasing bijection, we call aτ a reparameteri-
zation of a.

Lemma 10.4. Any cotangent path a : [t0, t1] → T ∗M has a reparameteri-
zation which vanishes at the end points together with all its derivatives.

Proof. Take a smooth increasing bijection τ : [0, 1]→ [t0, t1] with τ (n)(0) =

τ (n)(1) = 0, for all n ≥ 1. �

Clearly, up to a reparameterization, we may assume that cotangent paths
are parameterized by the interval [0, 1].
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Next, we discuss concatenation of cotangent paths a, b : [0, 1] → T ∗M
with the property that their base paths can be concatenated; i.e.,

γa(0) = γb(1).

Recall first that for the base paths we have the usual concatenation, which
is the new path γa ◦ γb in M given by

γa ◦ γb(t) :=
{

γb(2t), t ∈ [0, 12 ],
γa(2t− 1), t ∈ (12 , 1].

At the cotangent level, one defines the cotangent concatenation a ◦ b by

(10.2) a ◦ b(t) :=
{

2b(2t), t ∈ [0, 12 ],
2a(2t− 1), t ∈ (12 , 1].

As in the case of the standard concatenation, the concatenation may fail to
be smooth. One way around this issue is to allow piecewise smooth cotangent
paths. Instead we will use reparameterizations to flatten our cotangent paths
at the end points. For that, we fix a smooth increasing bijection τ : [0, 1]→
[0, 1] with τ (n)(0) = τ (n)(1) = 0, for all n ≥ 1 — as in Lemma 10.4 — and
we concatenate the τ -reparameterizations. We define the reparametrized
concatenation ◦τ by

a ◦τ b(t) := aτ ◦ bτ (t).

Finally, given a cotangent path a : [0, 1] → T ∗M , the reversed cotan-
gent path ā : [0, 1]→ T ∗M is defined by

ā(t) := −a(1− t).

10.2. Cotangent maps

The notion of cotangent path generalizes to maps. If Σ is a manifold, notice
that a bundle map

TΣ
Φ ��

��

T ∗M

��
Σ

φ
�� M

induces a pullback map Φ∗ : Xk(M)→ Ωk(Σ) given by

(Φ∗ϑ)x(v1, . . . , vk) = ϑφ(x)(Φ(v1), . . . ,Φ(vk)).
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Definition 10.5. Let (M,π) be a Poisson manifold. We say that a
bundle map Φ : TΣ → T ∗M is a cotangent map if Φ∗ intertwines
the de Rham and the Poisson differentials:

(10.3) dΦ∗ = Φ∗dπ.

We denote by the same symbol Φ∗ the map induced in cohomology

Φ∗ : H•
π(M)→ H•(Σ).

From the Lie algebroid perspective — see Section 9.4 — a cotangent
map amounts to a Lie algebroid map Φ : TΣ→ T ∗M .

From a more geometric point of view, given a map φ : Σ→M , one has
its “tangent” differential

TΣ
dφ ��

��

TM

��
Σ

φ
�� M

(which is a Lie algebroid map!) but there is no intrinsic notion of “con-
travariant differential” d∗φ : TΣ → T ∗M . This is precisely how one may
think of a cotangent map, namely as a pair consisting of

- a smooth map φ : Σ→M , together with

- the choice of a “contravariant differential” Φ : TΣ→ T ∗M of φ,

satisfying additional conditions. The first one is that the contravariant and
the usual differentials must be related by π�.

Lemma 10.6. Let (M,π) be a Poisson manifold. For any cotangent map
Φ : TΣ→ T ∗M the differential of the base map φ : Σ→M satisfies

T ∗M

π�

��
TΣ

Φ
�����������

dφ
�� TM

, dφ = π� ◦ Φ.

Moreover, when Σ is connected, φ(Σ) is contained in a single symplectic leaf.

Proof. The first part is equivalent to (10.3) in degree 0. The second part
follows from Proposition 10.2. �

When Σ is 1-dimensional (e.g., Σ = [0, 1] or Σ = S1) there are no further
restrictions. A cotangent map Φ : TI → T ∗M takes the form Φ = adt for
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some path a : I → T ∗M covering a base path γ : I →M :

TI
a dt ��

��

T ∗M

��
I

γ
�� M

Exercise 10.7. Show that a path a : I → T ∗M is a cotangent path if and
only if adt : TI → T ∗M is a cotangent map.

When Σ has dimension ≥ 2 condition (10.3) places additional restric-
tions. These will be discussed in Section 10.4, which includes a detailed
analysis of the 2-dimensional case Σ = [0, 1]× [0, 1], necessary to understand
cotangent homotopies.

Cotangent maps can be precomposed with the usual smooth maps: given
Φ : TΣ→ T ∗M and ψ : Σ0 → Σ, then

Φ ◦ dψ : TΣ0 → T ∗M

is again a cotangent map. Indeed, the map induced on the cochain complexes
is a composition of cochain maps:

(X•(M), dπ)
Φ∗
−→ (Ω•(Σ), d)

ψ∗
−→ (Ω•(Σ0), d).

The reparametrization of cotangent paths is a particular case of this
operation: if a : I → T ∗M is a cotangent path and τ : J → I is a smooth
map, then the reparametrized cotangent map aτ : J → T ∗M satisfies

(adt) ◦ dτ = τ ′(t)a(t)dt = aτdt.

Another interesting case is when ψ is the inclusion of a submanifold:

Definition 10.8. Given a cotangent map Φ : TΣ → T ∗M , its re-
striction to a submanifold Σ0 ⊂ Σ is the new cotangent map

Φ|Σ0
:= Φ|TΣ0 : TΣ0 → T ∗M.

We also allow Σ to be a manifold with boundary. In this case, we define
the boundary of a cotangent map Φ : TΣ→ T ∗M to be the restriction
of Φ to ∂Σ. It is the cotangent map

(10.4) ∂Φ := Φ|∂Σ : T (∂Σ)→ T ∗M.

Next, we move to cotangent homotopies.
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Definition 10.9. Let (M,π) be a Poisson manifold, and let Σ be
a manifold without boundary. Two cotangent maps Φ0,Φ1 : TΣ →
T ∗M are called cotangent homotopic if there exists a cotangent
map

Φ : T (Σ× [0, 1])→ T ∗M

such that
Φ|Σ×{0} = Φ0 and Φ|Σ×{1} = Φ1.

As expected, homotopic maps induce the same map in cohomology:

Proposition 10.10. Let (M,π) be a Poisson manifold. Two cotangent
homotopic maps Φ0,Φ1 : TΣ→ T ∗M induce the same map in cohomology:

(Φ0)
∗ = (Φ1)

∗ : H•
π(M)→ H•(Σ).

Proof. Let Φ : T (Σ× [0, 1])→ T ∗M be a cotangent homotopy between Φ0

and Φ1. Also, let i0 : Σ ↪→ Σ × [0, 1], x �→ (x, 0) and i1 : Σ ↪→ Σ × [0, 1],
x �→ (x, 1), so that we have a diagram

H•
π(M)

Φ∗
�� H•(Σ× [0, 1])

i∗1 ��

i∗0

�� H•(Σ)

where the top composition yields (Φ1)
∗ : H•

π(M)→ H•(Σ) and the bottom
composition yields (Φ0)

∗ : H•
π(M)→ H•(Σ). Since the maps induced by i0

and i1 on cohomology are identical, the result follows. �

10.3. Integration and the contravariant Stokes Theorem

Recall that 1-forms can be integrated along paths. Recall also that, by
the Fundamental Theorem of Calculus and Stokes’s Theorem, one has the
following:

(i) For an exact 1-form dH, the integral over γ : [0, 1] → M only
depends on the end points of the path:∫

γ
dH = H(γ(1))−H(γ(0)).

(ii) For a closed 1-form α, if γ0 and γ1 are either homologous loops or
homotopic paths, one has∫

γ0

α =

∫
γ1

α.
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In particular, it follows that the integral along a loop γ : S1 →M determines
a linear functional in de Rham cohomology:∫

γ
: H1(M)→ R, [α] �→

∫
γ
α.

For the analogous statements in Poisson geometry, one should replace
paths by cotangent paths and closed/exact 1-forms by Poisson/Hamiltonian
vector fields.

Definition 10.11. Let (M,π) be a Poisson manifold. The integral
of a vector field X ∈ X(M) along a cotangent path a : I → T ∗M
is the number ∫

a
X :=

∫
I
〈a(t), Xγa(t)〉 dt.

The following are immediate consequences of the definitions:

Proposition 10.12. The integral along cotangent paths satisfies the follow-
ing:

(i) It is invariant under reparameterizations:
∫
aτ X =

∫
aX.

(ii) It is additive relative to concatenation:
∫
a1◦a2 X =

∫
a1

X +
∫
a2

X.

(iii) It changes sign on the reverse path
∫
āX = −

∫
aX.

(iv) On exact vector fields dπH = −XH , it depends only on the end
points: ∫

a
dπH = H(γa(1))−H(γa(0)).

In particular, this proposition shows that the integral along a cotangent
path a whose base path is closed defines a linear functional∫

a
: H1

π(M)→ R, [X] �→
∫
a
X.

What about the invariance of the integral under homotopy of cotangent
paths? It is easy to give examples of Poisson vector fields X ∈ X(M,π) and
of (naive) homotopies of cotangent paths aε : I → T ∗M , ε ∈ [0, 1], for which∫

a0

X �=
∫
a1

X.

Example 10.13. Consider the regular Poisson structure on R3 given by

π =
∂

∂x
∧ ∂

∂y
.
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Let γε(t) = (xε(t), yε(t), 0), ε ∈ [0, 1], be any ordinary homotopy of smooth
paths, with fixed end points, lying in the plane z = 0. Then we have a
smooth family of cotangent paths aε : [0, 1]→ T ∗R3 over γε, defined by

aε(t) = ẏε(t) dx|γε(t) − ẋε(t) dy|γε(t) + εdz|γε(t).

If we consider the Poisson vector field X = ∂
∂z , we have

〈aε(t), Xγε(t)〉 = ε,

so we find
∫
aε
X = ε and it follows that

∫
a0

X �=
∫
a1

X.

For the correct notion of homotopy of cotangent paths with fixed end
points we should keep in mind that T ∗M is the correct “tangent space”.
This notion will be introduced in the next section.

Integration can be defined more generally over cotangent maps:

Definition 10.14. Let Φ : TΣ → T ∗M be a cotangent map into
a Poisson manifold (M,π), where Σ is a compact, oriented, k-
dimensional manifold. The integral of ϑ ∈ Xk(M) along the
cotangent map Φ is defined as∫

Φ
ϑ :=

∫
Σ
Φ∗ϑ.

It should be clear that, in the case of an interval Σ = I, we recover the
integral along a cotangent path.

Since the integral can be expressed as the composition

∫
Φ : Xk(M)

Φ∗
�� Ωk(Σ)

∫
Σ �� R

it follows that, if ∂Σ = ∅, it induces a map in cohomology

∫
Φ : Hk

π(M)
Φ∗

�� Hk(Σ)

∫
Σ �� R.

From the homotopy invariance of Proposition 10.10 we deduce:

Corollary 10.15. For any dπ-closed multivector field ϑ ∈ Xk(M) and any
cotangent homotopic maps Φ0,Φ1 : TΣ → T ∗M defined on a compact, ori-
ented, k-dimensional manifold (without boundary) Σ one has∫

Φ0

ϑ =

∫
Φ1

ϑ.
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We also have a contravariant version of Stokes’s Theorem — recall the
definition (10.4) for the boundary of a cotangent map:

Theorem 10.16 (Contravariant Stokes’s Theorem). Let Φ : TΣ → T ∗M
be a cotangent map into a Poisson manifold (M,π), where Σ is a compact,
oriented manifold of dimension k with boundary. For any multivector field
ϑ ∈ Xk−1(M) one has ∫

Φ
dπϑ =

∫
∂Φ

ϑ.

Proof. Using the definition of the integral, the cotangent map condition,
and Stokes’s Theorem for differential forms, we have∫

Φ
dπϑ =

∫
Σ
Φ∗dπϑ =

∫
Σ
dΦ∗ϑ =

∫
∂Σ

Φ∗ϑ =

∫
∂Φ

ϑ. �

10.4. Cotangent path-homotopy

While Definition 10.5 of a cotangent map Φ is stated in a simple form as the
compatibility between the de Rham and the Poisson differential (10.3), it
hides quite a lot of information. For example, we already saw in Lemma 10.6
a first restriction: the compatibility of Φ with the differential dφ of its base
map. When Σ is 1-dimensional this is the only condition, but we will see now
that for higher dimensions there are more conditions. We will focus mainly
on the case when Σ has dimension 2 and in particular when Σ is the square
[0, 1]× [0, 1]. This already reveals what to expect in higher dimensions, and
it is also the case relevant to understanding cotangent homotopies and the
Poisson homotopy groups.

When Σ = [0, 1]× [0, 1], with coordinates (t, ε), we decompose a bundle
map Φ : TΣ→ T ∗M as

Φ = Φ1 dt+Φ2 dε : T ([0, 1]× [0, 1])→ T ∗M.

The map Φ (hence also Φ1 and Φ2) covers a base map γ : [0, 1] × [0, 1] →
T ∗M . Lemma 10.6 tells us that, for Φ to be a cotangent map, we must first
have the following:

- For fixed ε, the map t �→ Φ1(t, ε) is a cotangent path covering the
path t �→ γ(t, ε).

- For fixed t, the map ε �→ Φ2(t, ε) is a cotangent path covering the
path ε �→ γ(t, ε).

As explained before, intuitively one may think of these two maps as
the “contravariant derivatives” of γ in the directions t and ε, respectively.
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Therefore, one should expect an additional condition relating them, reflect-
ing the usual commutation relation for a map γ : [0, 1]× [0, 1]→ Rn

d

dt

d

dε
γ(t, ε) =

d

dε

d

dt
γ(t, ε).

Note, however, that already in the case where γ : [0, 1] × [0, 1] → M takes
values in a manifold M , to write this relation coordinate free requires some
care. One way to state this property for manifolds is by using 1-forms:

• For any smooth map γ = γ(t, ε) : [0, 1]× [0, 1]→M and any 1-form
θ ∈ Ω1(M) the following equality holds:

(10.5)
d

dt

(
θ
(dγ
dε

))
− d

dε

(
θ
(dγ
dt

))
= dθ

(dγ
dt

,
dγ

dε

)
.

The next result contains a version of this formula for cotangent maps
and shows that this is precisely the kind of extra condition that is encoded
in the definition of a cotangent map when Σ has dimension 2:

Proposition 10.17. Let (M,π) be a Poisson manifold, and consider a
bundle map Φ = Φ1 dt + Φ2 dε : T ([0, 1] × [0, 1]) → T ∗M with base map
γ : [0, 1]× [0, 1]→M . Assume that Φ is compatible with its base map:

π� ◦ Φ = dγ.

Then the following are equivalent:

(i) Φ is a cotangent map.

(ii) For any vector field X ∈ X(M), one has

d

dt
〈X,Φ2〉 −

d

dε
〈X,Φ1〉 = (dπX)(Φ1,Φ2).

(iii) For any (t, ε)-dependent 1-forms αt,ε, βt,ε ∈ Ω1(M) such that

αt,ε|γ(t,ε) = Φ1(t, ε) and βt,ε|γ(t,ε) = Φ2(t, ε),

one has( d

dt
βt,ε −

d

dε
αt,ε

)∣∣∣
γ(t,ε)

= − [αt,ε, βt,ε]π
∣∣
γ(t,ε)

.

Proof. (i) ⇔ (ii). For any X ∈ X(M), by using (10.5) for θ = Φ∗X we find
that

(Φ∗dπX − dΦ∗X)
( d

dt
,
d

dε

)
= (dπX)

(
Φ
( d

dt

)
,Φ

( d

dε

))
− (dΦ∗X)

( d

dt
,
d

dε

)
= (dπX)(Φ1,Φ2)−

d

dt

(
(Φ∗X)

( d

dε

))
+

d

dε

(
(Φ∗X)

( d

dt

))
= (dπX)(Φ1,Φ2)−

d

dt
〈X,Φ2〉+

d

dε
〈X,Φ1〉.
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Compatibility of Φ with its base map γ can be written as

Φ∗dπf = dΦ∗f, ∀ f ∈ C∞(M),

and so (ii) holds if and only if Φ∗dπ = dΦ∗ holds in degree 0 and degree 1.
However, since [0, 1]× [0, 1] is 2-dimensional, this holds in all degrees — see
Problem 10.4) for a more general fact. This shows (i) ⇔ (ii).

(ii)⇔ (iii). Let αε,t and βε,t be as in the statement of the theorem. The
definition of dπ gives

(dπX)(Φ1,Φ2) = (dπX)(αt,ε, βt,ε)|γ(t,ε)
=

(
Lπ�(αt,ε)〈X, βt,ε〉 −Lπ�(βt,ε)〈X,αt,ε〉 − 〈X, [αt,ε, βt,ε]π〉

)∣∣
γ(t,ε)

=
〈
d〈X, βt,ε〉,

dγ

dt
(t, ε)

〉
−

〈
d〈X,αt,ε〉,

dγ

dε
(t, ε)

〉
−〈X, [αt,ε, βt,ε]π〉|γ(t,ε)

where we used that Φ is compatible with dγ, so that

π�(αt,ε)|γ(t,ε) =
dγ

dt
(t, ε), π�(βt,ε)|γ(t,ε) =

dγ

dε
(t, ε).

On the other hand, we find that

d

dt
〈X,Φ2〉 −

d

dε
〈X,Φ1〉 =

d

dt

(
〈X, βt,ε〉(γ(t, ε))

)
− d

dε

(
〈X,αt,ε〉(γ(t, ε))

)
.

Therefore, using that Φ is compatible with γ, (ii) is equivalent to

d

dt

(
〈X, βt,ε〉(γ(t, ε))

)
− d

dε

(
〈X,αt,ε〉(γ(t, ε))

)
=

〈
d〈X, βt,ε〉,

dγ

dt
(t, ε)

〉
−

〈
d〈X,αt,ε〉,

dγ

dε
(t, ε)

〉
− 〈X, [αt,ε, βt,ε]π〉|γ(t,ε).

This last relation is equivalent to the identity,〈
X,

d

dt
βt,ε −

d

dε
αt,ε

〉∣∣∣
γ(t,ε)

= −〈X, [αt,ε, βt,ε]π〉|γ(t,ε) ,

which is clearly equivalent to (iii). �

Next, we introduce the notion of cotangent path-homotopy. Recall that
a path-homotopy between ordinary paths γ0, γ1 : [0, 1]→M is a homotopy

γ = γ(t, ε) : [0, 1]× [0, 1]→M

such that the paths t �→ γ(t, ε) all start and end at the same point:

γ(t, 0) = γ0(t), γ(t, 1) = γ1(t), ∀ t ∈ [0, 1],

γ(0, ε) = x0, γ(1, ε) = x1, ∀ ε ∈ [0, 1].
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When adapting this notion to the contravariant setting, one needs to take
into account that cotangent maps play the role of a “contravariant deriva-
tive” of their base map:

Definition 10.18. Two cotangent paths a0, a1 : [0, 1] → T ∗M in
a Poisson manifold are called cotangent path-homotopic if there
exists a cotangent map Φ : T ([0, 1]× [0, 1])→ T ∗M such that

∂Φ(t, 0) = a0(t), ∂Φ(t, 1) = a1(t), ∀ t ∈ [0, 1],(10.6)

∂Φ(0, ε) = 0, ∂Φ(1, ε) = 0, ∀ ε ∈ [0, 1].(10.7)

We also call Φ a cotangent path-homotopy.

Explicitly, a cotangent path-homotopy between a0 and a1 is a cotangent
map

Φ = Φ1 dt+Φ2 dε : T ([0, 1]× [0, 1])→ T ∗M

with the following properties:

(i) Its base map γ : [0, 1]× [0, 1]→M is a path-homotopy.

(ii) For all ε ∈ [0, 1] one has Φ2(0, ε) = 0, Φ2(1, ε) = 0.

(iii) For all t ∈ [0, 1] one has Φ1(t, 0) = a0(t), Φ1(t, 1) = a1(t).

Actually, looking back at Definition 10.8 concerning the restriction of cotan-
gent maps Φ : TΣ→ T ∗M to submanifolds, it should be clear how to make
sense of Φ being constant along a submanifold Σ0 ⊂ Σ:

φ|Σ0 = constant, Φ|TΣ0 = 0.

Conditions (i) and (ii) simply mean that Φ is constant on {0} × [0, 1] and
{1} × [0, 1].

Lemma 10.19. Cotangent path-homotopy is an equivalence relation.

Proof. For reflexivity we can use the constant cotangent path-homotopy
in the ε-direction. For symmetry we can use the reversed cotangent path-
homotopy in the ε-direction. For transitivity we can concatenate two cotan-
gent path-homotopies in the ε-direction. However, to ensure smoothness,
before we concatenate, we reparameterize the path-homotopies as follows.
Let τ : [0, 1]→ [0, 1] be a smooth map such that

τ(ε) = 0, for 0 ≤ ε ≤ 1
3 , and τ(ε) = 1, for 2

3 ≤ ε ≤ 1.

Set ψ := Id × τ : [0, 1] × [0, 1] → [0, 1] × [0, 1]. Given a cotangent path-
homotopy Φ : T ([0, 1]× [0, 1])→ T ∗M between a0 and a1, we replace it by
the new cotangent path-homotopy Φ ◦ dψ between a0 and a1. �

The following exercises and examples illustrate how cotangent path-
homotopy can differ from ordinary path-homotopy.
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Exercise 10.20 (Symplectic manifolds). Let (M,π) be a nondegenerate
Poisson manifold. Show that two cotangent paths a0, a1 : [0, 1]→ T ∗M are
cotangent path-homotopic if and only if their base paths γ0, γ1 : [0, 1]→M
are path-homotopic.

Exercise 10.21 (Zero Poisson structures). Let M be a manifold equipped
with the zero Poisson structure, so a cotangent path a : [0, 1] → T ∗M is
just a path in a cotangent space a : [0, 1]→ T ∗

xM . Show that two cotangent
paths a0, a1 : [0, 1]→ T ∗

xM are cotangent path-homotopic if and only if∫ 1

0
a0(t) dt =

∫ 1

0
a1(t) dt.

Example 10.22 (Regular Poisson structures). Assume that M = S × Rq

is a regular Poisson manifold with symplectic leaves,

Sy = S × {y} (y ∈ Rq),

and denote the symplectic form on Sy by ωy ∈ Ω2(Sy). At each (s, y) ∈ M
we have a natural identification

(10.8) T(s,y)M = TsSy ⊕ TyR
q = TsSy ⊕ Rq.

By using the leafwise symplectic form, we also obtain a decomposition

(10.9) T ∗
(s,y)M � TsSy ⊕ (Rq)∗.

In particular, a cotangent path a : [0, 1]→ T ∗M with base path lying in the
leaf Sy can be identified with a pair a(t) = (γ̇(t), f(t)), where γ : [0, 1]→ Sy

is an ordinary path in the leaf Sy and f : [0, 1]→ (Rq)∗.

Given two cotangent paths a0(t) = (γ̇0(t), f0(t)) and a1(t) = (γ̇1(t), f1(t))
with the same end points, we claim that they are cotangent homotopic if
and only if there is a path-homotopy γ(t, ε) between γ0 and γ1 such that

(10.10)

∫ 1

0
f1(t) dt−

∫ 1

0
f0(t) dt = −

∫ 1

0

∫ 1

0
dω

(∂γ
∂t

,
∂γ

∂ε
,−

)
dε dt,

where ω ∈ Ω2(M) denotes the unique 2-form with kernel TRq extending the
leafwise forms ωy, and we regard

dω
(∂γ
∂t

,
∂γ

∂ε
,−

)
∈ (Rq)∗,

by using the decomposition (10.8) and the fact that the pullback of dω to Sy

vanishes. This claim will follow from a series of exercises that should help
familiarize the reader with the notion of cotangent homotopy.
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Exercise 10.23. Show that under the identification

Ω1(M) � X(Fπ)⊕ C∞(M ; (Rq)∗),

induced by (10.9), the Lie bracket on 1-forms determined by π becomes

[(X,F ), (Y,G)]π = ([X,Y ],LXG−LY F + dω(X,Y,−))

where dω(X,Y,−) denotes a function in C∞(M ; (Rq)∗) which at (s, y) ∈M
takes the value w �→ (dω)(s,y)(X,Y,w).

Exercise 10.24. Assume that one has a bundle map

Φ = Φ1(t, ε) dt+Φ2(t, ε) dε : T ([0, 1]× [0, 1])→ T ∗M

which is compatible with its base map γ : [0, 1]×[0, 1]→M ; i.e., π�◦Φ = dγ.
Write the components of Φ using (10.9) in the form

Φ1(t, ε) =
(∂γ
∂t

, f(t, ε)
)
, f : [0, 1]× [0, 1]→ (Rq)∗,

Φ2(t, ε) =
(∂γ
∂ε

, g(t, ε)
)
, g : [0, 1]× [0, 1]→ (Rq)∗,

and show that Φ is a cotangent path-homotopy if and only if{
∂f
∂ε −

∂g
∂t = −dω(∂γ∂t ,

∂γ
∂ε ,−),

g(0, ε) = g(1, ε) = 0, ∀ ε ∈ [0, 1].

Integrating the equation in the previous exercise w.r.t. t, we obtain∫ 1

0

∂f

∂ε
dt = −

∫ 1

0
dω

(∂γ
∂t

,
∂γ

∂ε
,−

)
dt,

and then, integrating this equation w.r.t. ε, we obtain∫ 1

0
f(t, 0) dt−

∫ 1

0
f(t, 1) dt =

∫ 1

0

∫ 1

0
dω

(∂γ
∂t

,
∂γ

∂ε
,−

)
dt dε.

So (10.10) needs to hold if a0 and a1 are cotangent path-homotopic.

Conversely, if (10.10) holds, using Exercise 10.24 one checks that a cotan-
gent path-homotopy Φ = Φ1(t, ε) dt+ Φ2(t, ε) dε : T ([0, 1] × [0, 1]) → T ∗M
joining a0 to a1 is given by

Φ1(t, ε) =
(∂γ
∂t

, f(t, ε)
)
, Φ2(t, ε) =

(∂γ
∂ε

, g(t, ε)
)
,

where f and g are defined by

f(t, ε) = (1− ε)f0(t) + εf1(t) + ε

∫ 1

0
θ(t, δ)dδ −

∫ ε

0
θ(t, δ) dδ,

g(t, ε) =

∫ t

0
(f1(s)− f0(s)) ds+

∫ t

0

∫ 1

0
θ(s, δ) dsdδ,
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and we have set

θ(t, ε) := dω
(∂γ
∂t

,
∂γ

∂ε
,−

)
(t, ε).

Finally, we are able to prove that the integral of Poisson vector fields is
invariant under cotangent path-homotopy:

Proposition 10.25. Let (M,π) be a Poisson manifold. For any Poisson
vector field X ∈ X(M,π) and any two cotangent paths a0, a1 : [0, 1]→ T ∗M
which are cotangent path-homotopic, one has∫

a0

X =

∫
a1

X.

Proof. One can use the characterization of cotangent path-homotopy from
(ii) of Proposition 10.17, where the right-hand side vanishes. Integrating
the resulting equation with respect to t and using Φ2(0, ε) = 0, Φ2(1, ε) = 0,
the desired equality follows.

Alternatively, one can use Stokes’s Theorem. Given a cotangent path-
homotopy Φ : T ([0, 1] × [0, 1]) → T ∗M between a0 and a1, the boundary
∂Φ consists of the concatenation of four paths, namely a0, 0x1 , ā1, and 0x0 .
Hence, ∫

∂Φ
X =

∫
a0

X +

∫
0x1

X +

∫
ā1

X +

∫
0x0

X =

∫
a0

X −
∫
a1

X.

On the other hand, by Stokes’s Theorem,∫
∂Φ

X =

∫
Φ
dπX = 0. �

10.5. Poisson homotopy and homology groups

Using concatenation (10.2) of cotangent paths, we now define the Poisson
homotopy groups in complete analogy with the usual fundamental groups
of manifolds:

Definition 10.26. The Poisson homotopy group of a Poisson
manifold (M,π) with base point x ∈M is

Π(M,π, x) :=
cotangent paths covering a closed path at x

cotangent path-homotopy

with the group operation · induced by

(10.11) [a] · [b] = [a ◦ b],
for any cotangent paths a, b : [0, 1] → T ∗M with the property that
a ◦ b is smooth.
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Lemma 10.27. The operation (10.11) is well-defined and it gives Π(M,π, x)
the structure of a group.

Proof. To prove that the operation is well-defined we show the following:

(i) For any smooth map τ : [0, 1]→ [0, 1] with τ(0) = 0 and τ(1) = 1,
the reparameterization aτ (see (10.1)) is cotangent path-homotopic
to a.

(ii) There exist cotangent paths a1, b1 : [0, 1] → T ∗M cotangent path-
homotopic to a and b, respectively, such that the concatenation
a1 ◦ b1 is smooth.

(iii) Choosing two other cotangent paths a2, b2 : [0, 1]→ T ∗M with the
same properties, a1 ◦ b1 and a2 ◦ b2 are cotangent path-homotopic.

For the first part, one can obtain a cotangent path-homotopy between
a and aτ as the composition

T ([0, 1]× [0, 1])
dψ−→ T [0, 1]

adt−→ T ∗M,

where ψ is a path-homotopy between Id and τ ; for example,

ψ : [0, 1]× [0, 1]→ [0, 1], ψ(t, ε) := (1− ε)t+ ε τ(t).

To prove (ii), we choose τ : [0, 1]→ [0, 1] which fixes the end points and
all its positive derivatives vanish at the end points. Then the reparameteri-
zations a1 := aτ and b1 := bτ are cotangent path-homotopic to a and b, and
the concatenation a1 ◦ b1 is smooth.

For (iii), since cotangent path-homotopy ∼ is an equivalence relation
(Lemma 10.19), we only need to check that if a0 ∼ a1 and b0 ∼ b1 and if
the concatenations a0 ◦ b0 and a1 ◦ b1 are smooth, then a0 ◦ b0 ∼ a1 ◦ b1.
Consider cotangent path-homotopies Φ from a0 to a1 and Ψ from b0 to b1,
respectively. Fix a smooth map τ : [0, 1] → [0, 1] which satisfies τ |

[0,
1
3 ]

= 0

and τ |
[
2
3 ,1]

= 1. Then we have cotangent path-homotopies

Φτ := Φ ◦ d(τ × Id) and Ψτ := Ψ ◦ d(τ × Id)

between aτ0 ∼ aτ1 and bτ0 ∼ bτ1 . Consider the composition

Φτ◦Ψτ (t, ε) :=

{
Φτ ◦ d(2t, ε), 0 ≤ t ≤ 1

2 ,
Ψτ ◦ d(2t− 1, ε), 1

2 < t ≤ 1

=

{
2τ ′(2t)Φ1(τ(2t), ε)dt+Φ2(τ(2t), ε)dε, 0 ≤ t ≤ 1

2 ,
2τ ′(2t− 1)Ψ1(τ(2t− 1), ε)dt+Ψ2(τ(2t− 1), ε)dε, 1

2 < t ≤ 1.

The properties of τ imply that Φτ ◦Ψτ (t, ε) = 0x on the strip [13 ,
2
3 ]× [0, 1];

in particular, Φτ ◦Ψτ is smooth. Moreover, Φτ ◦Ψτ gives a cotangent path-
homotopy aτ0 ◦ bτ0 ∼ aτ1 ◦ bτ1 . We still need to show that aτ0 ◦ bτ0 ∼ a0 ◦ b0
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and aτ1 ◦ bτ1 ∼ a1 ◦ b1. This follows from (i), because aτ0 ◦ bτ0 = (a0 ◦ b0)σ and
aτ1 ◦ bτ1 = (a1 ◦ b1)σ, where

σ(t) :=

{
1
2τ(2t), 0 ≤ t ≤ 1

2 ,
1
2(τ(2t− 1) + 1), 1

2 < t ≤ 1.

This shows that the operation is well-defined. The proof that it defines a
group structure follows similar arguments, and we leave it as an exercise. �

Example 10.28 (Symplectic manifolds). Applying Exercise 10.20, one sees
that for a symplectic manifold (M,π) the Poisson homotopy group Π(M,π, x)
coincides with the usual fundamental group π1(M,x).

Example 10.29 (Zero Poisson structures). Applying Exercise 10.21, one
sees that for a manifold M equipped with the zero Poisson structure π ≡ 0,
the Poisson homotopy group Π(M,π, x) coincides with the cotangent space
T ∗
xM , viewed as an abelian group with addition.

Example 10.30 (Poisson homotopy group at zeros). Let (M,π) be a Pois-
son structure, and let x ∈ M be a zero of π. We show that the Poisson
homotopy at x depends only on the isotropy Lie algebra

g = Kerπx = T ∗
xM,

and we further identify it in terms of g.

First of all, a cotangent path at x is just a map a : [0, 1]→ g. Secondly,
by Proposition 10.17, a cotangent homotopy between two cotangent paths
at x amounts to a map

Φ = Φ1 dt+Φ2 dε : T ([0, 1]× [0, 1])→ g

satisfying

d
dεΦ1(t, ε)− d

dtΦ2(t, ε) = [Φ1(t, ε),Φ2(t, ε)]g,(10.12)

Φ2(0, ε) = Φ2(1, ε) = 0.(10.13)

Of course, (10.12) encodes precisely the fact that Φ is a Lie algebroid map.
Notice that all conditions are stated solely in terms of the Lie algebra g.
Hence, one obtains a purely Lie theoretical description of the Poisson ho-
motopy group at x:

Π(M,π, x) � paths in g

g-path-homotopy
.

Here, by a g-path-homotopy we mean a map Φ satisfying (10.12) and
(10.13).

To complete our discussion, recall that any Lie algebra g comes from a
1-connected Lie group, which is unique up to isomorphism. We will denote
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this group by Π(g) and we show the following:

Proposition 10.31. Let (M,π) be a Poisson manifold, let x ∈M be a zero
of π, and let g be the isotropy Lie algebra at x. The Poisson homotopy group
at x is isomorphic to the 1-connected Lie group with Lie algebra g:

Π(M,π, x) � Π(g).

Proof. Recall that Π(g) can be constructed out of any Lie group G inte-
grating g by passing to its homotopy cover

Π(g) � paths in G starting at e

path-homotopy
.

The group operation on Π(g) comes from pointwise multiplication of paths:
if g1, g2 : [0, 1]→ G are paths starting at e, then g1 · g2 : [0, 1]→ G is a new
path starting at e. For the proof of the proposition we fix such a Lie group
G and we will use the left invariant Maurer-Cartan form

θG : TG→ g, θG(v) = dLg−1(v), v ∈ TgG.

The bijection between Π(M,π, x) and Π(g) follows from the following lemma.

Lemma 10.32. (i) The relation a = θG ◦ dg gives a 1-to-1 correspondence⎧⎪⎨⎪⎩
smooth paths
g : [0, 1]→ G
with g(0) = e

⎫⎪⎬⎪⎭ ←̃→
⎧⎨⎩smooth paths
a : [0, 1]→ g

⎫⎬⎭ .

(ii) The relation Φ = θG ◦ dh gives a 1-to-1 correspondence⎧⎪⎨⎪⎩
smooth path-homotopies
h : [0, 1]× [0, 1]→ G

with h(0, ε) = e

⎫⎪⎬⎪⎭ ←̃→
⎧⎨⎩ g-path-homotopies
Φ : T ([0, 1]× [0, 1])→ g

⎫⎬⎭ .

We will provide more geometric insight into these correspondences later
in Example 13.81, which also contains another proof of this lemma.

Proof of Lemma 10.32. In order to show that the assignment (i) is bijec-
tive, we construct its inverse. Given a : [0, 1] → g, the corresponding path
g : [0, 1]→ G is the solution to the ODE{

d
dtg(t) = (deLg(t))a(t),
g(0) = e.

In other words, g(t) is the integral curve starting at e of the left-invariant
time-dependent vector field

{Xt}t∈[0,1], Xt|g := (deLg)a(t).
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The usual proof that left-invariant vector fields are complete also applies to
time-dependent ones, and we conclude the g(t) exists for all t ∈ [0, 1].

Next, we show that the assignment in (ii) is well-defined. We observe
that θG is a Lie algebroid map, because it pulls back forms on g to left-
invariant forms on the Lie group G, and this pullback operations intertwines
the Chevalley-Eilenberg differential with the de Rham differential — see
Section A.1 — or else use Problem 9.17. Hence Φ = θG ◦ dh is a Lie
algebroid map as well, and so (10.12) holds. Since h is a path-homotopy, we
have that ∂h

∂ε (0, ε) =
∂h
∂ε (1, ε) = 0, and this implies that (10.13) also holds.

Finally, we construct an inverse to the assignment in (ii). Let Φ =
Φ1dt+Φ2dε be a g-path-homotopy. For each ε ∈ [0, 1] we apply the inverse
of (i) to each aε := Φ1(·, ε) to obtain a path gε : [0, 1] → G starting e. Let
h : [0, 1]× [0, 1]→ G, h(t, ε) = gε(t). Then Φ′ := θG ◦ dh is a Lie algebroid
map of the form Φ′ = Φ1dt+Φ′

2dε. We claim that Φ′
2 = Φ2. First note that

both satisfy the equation (10.12). In turn, that equation can be viewed as a
family of ODEs in t, for each ε, the unknown being Φ2. Secondly, both Φ2

and Φ′
2 satisfy the initial condition Φ2(0, ε) = Φ′

2(0, ε) = 0, where the last

equation follows from ∂h
∂ε (0, ε) = 0. In conclusion Φ′

2 = Φ2. In particular
Φ2(1, ε) = 0 and, therefore, h is indeed a path-homotopy. �

The lemma establishes a bijection between Π(M,π, x) and Π(g) and we
still have to take care of the compatibility with the group multiplication.
This follows in two steps: given two paths g1, g2 : [0, 1] → G starting at e
whose derivatives of any order vanish at the end points, one has the following:

(i) The path g1 · g2 is homotopic to the “shifted” concatenation:

(g1 ◦ g2)(t) =
{

g2(2t), t ∈ [0, 12 ],
g1(2t− 1)g2(1), t ∈ (12 , 1].

(ii) The map from item (i) of the lemma sends g1 ◦ g2 to the concate-
nation a1 ◦ a2 : [0, 1] → g of the g-paths corresponding to g1 and
g2, respectively.

This completes the proof of the proposition. �

Exercise 10.33. Construct a path-homotopy justifying step (i) above.

Determining the Poisson homotopy groups is in general a hard but often
rewarding task: it may reveal some subtle properties of the Poisson mani-
fold. We will see another example in the next section, where we treat the
case of regular Poisson manifolds. Other examples will be discussed in later
chapters. The relationship between the Poisson homotopy groups of a Pois-
son manifold and various types of submanifolds is discussed in the problems
at the end of the chapter.
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Related to the notion of cotangent path-homotopy, one has the notion
of cotangent homology. For that, we call a cotangent loop in a Poisson
manifold (M,π) any cotangent path a : S1 → T ∗M defined on the circle.

Definition 10.34. Two cotangent loops a0, a1 : S1 → T ∗M are called
cotangent homologous if there exists a cotangent map Φ : TΣ →
T ∗M , defined on a compact oriented surface Σ whose boundary ∂Σ
consists of two circles, such that, up to a reparametrization,

∂Φ = a0 ∪ a1.

Remark 10.35. The definition implies that a cotangent loop a0 is homolo-
gous to a constant loop a1 ≡ 0x if and only if a0 = ∂Φ, where Φ : TΣ→ T ∗M
is a cotangent map from a compact oriented surface Σ with ∂Σ consisting
of a single circle. This can be proven by standard arguments.

We fix a point e ∈ S1 to be the base point of the circle. A cotangent
loop a : S1 → T ∗M is said to be based at x ∈ M if its base loop sends
e to x. The notion of cotangent homologous loops leads to the following
definition:

Definition 10.36. The degree 1 Poisson homology group of
(M,π) with base point x ∈M is the group

Hπ
1 (M,x) :=

cotangent loops based at x

cotangent homologous
,

with the group operation characterized by

�a� · �b� = �a ◦ b�,
for any cotangent loops a and b with the property that a◦b is smooth.

Remark 10.37. The group in Definition 10.36 should not be confused with
the group from Problem 9.13, which consists of equivalence classes of 1-
forms. The terminology in Problem 9.13 was chosen for historical reasons.

A proof similar to that for the Poisson homotopy group shows that the
operation in Definition 10.36 is well-defined and is a group product.

As an interesting application of Stokes’s Theorem, we obtain:

Corollary 10.38. For a Poisson manifold (M,π), there is a pairing between
the first Poisson homology group at x and the first Poisson cohomology group∫

: Hπ
1 (M,x)×H1

π(M)→ R, (�a�, [X]) �→
∫
a
X.
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Since two cotangent loops that are path-homotopic are also cotangent
homologous, we have a surjective homomorphism

H : Π(M,π, x)→ Hπ
1 (M,x), [a] �→ �a�

which we call the Hurewicz homomorphism.

We also have the following version of the Hurewicz Theorem, which
shows in particular that the Poisson homology group Hπ

1 (M,x) is always
abelian:

Theorem 10.39 (Contreras and Fernandes [36]). Let (M,π) be a Poisson
manifold. The kernel of the Hurewicz homomorphism H : Π(M,π, x) →
Hπ

1 (M,x) is the commutator subgroup, so we have a group isomorphism

Hπ
1 (M,x) � Π(M,π, x)

(Π(M,π, x),Π(M,π, x))
.

Proof. We will work only with cotangent loops a, b that vanish with all
their derivatives at the base point, so that the composition a ◦ b is smooth
— recall Lemma 10.4 and the proof of Lemma 10.27.

We start by showing that Hπ
1 (M,x) is an abelian group, i.e., that for

any two cotangent loops a1, a2 : S1 → T ∗M based at x ∈ M , a1 ◦ a2 and
a2 ◦ a1 are cotangent homologous. This is equivalent to the commutator

a : S1 → T ∗M, a := (a1, a2) = a1 ◦ a2 ◦ a−1
1 ◦ a−1

2 ,

being cotangent homologous to the trivial cotangent loop 0x.

We identify S1 � ∂(I × I), where I = [0, 1], we let D ⊂ int(I × I) be a
closed disk, and we set

Σ′ = (I × I)\D.

If we let φ : Σ′ → ∂(I × I) be a retraction of Σ′ to the boundary ∂(I × I),
we obtain a cotangent map

Φ′ := a ◦ dφ : TΣ′ → T ∗M,

defining a cotangent homotopy between a and a′ := Φ′|T (∂D) — see Figure
10.1.

If we now glue the opposite sides of the square ∂(I × I), we obtain a
surface with boundary Σ and the retraction can be chosen so that Φ′ induces
a cotangent map Φ : TΣ → T ∗M , showing that a is cotangent homologous
to 0x.

Since Hπ
1 (M,x) is an abelian group, an element in the commutator sub-

group (Π(M,π, x),Π(M,π, x)) belongs to the kernel of the Hurewicz ho-
momorphism H : Π(M,π, x) → Hπ

1 (M,x). So we are left to show that,
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Figure 10.1. The cotangent loops a1 ◦ a2 and a2 ◦ a1 are homologous

conversely, if a cotangent loop a : S1 → T ∗M based at x is in the kernel
of H, then a is cotangent path-homotopic to a product of commutators of
cotangent loops.

By Remark 10.35, there exists a compact, oriented surface Σ with bound-
ary ∂Σ � S1 and a cotangent map Φ : TΣ→ T ∗M such that ∂Φ = a. This
equality involves a parametrization δ : S1 ∼−→ ∂Σ, which is based at e ∈ ∂Σ,
the base point that maps to x. Since Σ is compact, it can be obtained by
gluing the sides of a polygon Δ with 4g + 1 sides, where g is the genus of
Σ. More precisely, there exists a smooth parametrization ψ : Δ→ Σ, which
sends the sides of Δ to

δ−1, γ1, η1, γ−1
1 , η−1

1 , . . . , γg, ηg, γ−1
g , η−1

g ,

in this order, where γi, ηi : S1 → Σ are loops based at e. Hence, ai := Φ◦dγi
and bi := Φ ◦ dηi are cotangent loops based at x, and Φ ◦ dψ is a cotangent
path-homotopy between a = Φ ◦ dδ and the concatenation

a1 ◦ b1 ◦ a−1
1 ◦ b−1

1 ◦ · · · ◦ ag ◦ bg ◦ a−1
g ◦ b−1

g .

This means that

a ∼ (a1, b1) · · · (ag, bg),
and the result follows. �

As shown in the examples above, the Poisson homotopy/homology
groups can be quite different at distinct points of M . However, the groups
at points in the same leaf are isomorphic.

Corollary 10.40. Let x, y belong to the same symplectic leaf S of (M,π),
and let a : [0, 1]→ T ∗M be a cotangent path connecting them.Then there is
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a group isomorphism

ca : Π(M,π, x) ∼−→ Π(M,π, y), [b] �→ [a ◦ b ◦ a]

which depends only on the path-homotopy class of a.

Moreover, ca induces a group isomorphism

ca : Hπ
1 (M,x) ∼−→ Hπ

1 (M, y),

which does not depend on a. So all Poisson homology groups over the same
leaf are canonically isomorphic.

We leave the proof as an exercise.

10.6. Variation of symplectic area

We will see now how the Poisson homotopy groups codify geometric infor-
mation about the transverse behavior of a Poisson manifold. For now, we
will consider only regular Poisson manifolds. In later chapters, we will be
able to consider the nonregular case.

As in Example 10.22, we start with a simple foliation M = S ×Rq with
symplectic leaves,

Sy = S × {y}, y ∈ Rq,

and denote the symplectic form on Sy by ωy ∈ Ω2(Sy). We denote by

ω ∈ Ω2(M)

the unique extension of the leafwise symplectic structure which vanishes on
the second factor of TM = TS ⊕ TRq.

We define a map which measures the transverse variation of the symplec-
tic area of 2-spheres as follows. Consider a 2-sphere σ : S2 → Sy, mapping
the north pole pN to x = (s, y). Denote the normal space at x by

νx(Sy) := TxM/TxSy � Rq.

Given a normal vector v ∈ νx(Sy) � Rq, consider the curve

xt := (s, yt) := (s, y + tv), t ∈ [0, 1],

and consider the family of 2-spheres

σt : S
2 → Syt , σt(u) := (σ(u), yt)

mapping pN to xt. So we have deformed the initial 2-sphere σ lying in Sy in
the normal direction v to a family of 2-spheres σt, each lying in a symplectic
leaf Syt . We can compute the symplectic areas of these 2-spheres and we
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find the following:

Lemma 10.41. The assignment

νx(Sy) � v �→ d

dt

∣∣∣
t=0

∫
σt

ωyt

only depends on the class [σ] ∈ π2(Sy, x) and is a linear function of v.

Proof. Let σε be a homotopy of 2-spheres in Sy (relative to x). For each
t, its deformation σε

t : S2 → Syt in the normal direction v gives a homotopy
of 2-spheres in Syt (relative to xt). Since ωyt ∈ Ω2(Syt) is closed, it follows
that the integral

I :=

∫
σε
t

ωyt =

∫
σ
ωy+tv

is independent of ε. Hence, we have a function I = I(tv) independent of ε
and its derivative at t = 0 is a linear function of v. �

The lemma shows that the following is well-defined.

Definition 10.42. The variation of symplectic area at x = (s, y)
is the map

A′
x : π2(Sy, x)→ ν∗x(Sy), 〈A′

x(σ), v〉 =
d

dt

∣∣∣
t=0

∫
σt

ωyt .

Example 10.43. For a linear family of symplectic structures

ωy = ω0 + y1ω1 + · · ·+ yqωq, ωi ∈ Ω2
cl(S),

the variation of symplectic area at x = (s, 0) is given by

A′
x : π2(S0, x)→ Rq, [σ] �→

(∫
σ
ω1, . . . ,

∫
σ
ωq

)
.

The Poisson homotopy groups can be described using this map:

Theorem 10.44. For the Poisson manifold M = S × Rq with symplectic
foliation {(Sy, ωy) : y ∈ Rq} and for any x = (s, y) ∈M , there is short exact
sequence of groups

1 −→ ν∗x(Sy)/Nx −→ Π(M,π, x) −→ π1(Sy, x) −→ 1

where

Nx =
{
A′

x(σ) ∈ ν∗x(Sy) : [σ] ∈ π2(Sy, x)
}
.

In particular, if Sy is simply connected, we have Π(M,π, x) � ν∗x(Sy)/Nx.
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Proof. First, we have the group homomorphism

p : Π(M,π, x)→ π1(Sy, x), [a] �→ [γa],

which to a cotangent homotopy class of a cotangent path a : [0, 1] → T ∗M
associates the homotopy class of its base path γa : [0, 1]→ Sy.

Next, we observe that since ν∗x(Sy) = Kerπ�
x, any element α ∈ ν∗x(Sy)

defines a constant cotangent path a(t) = α. Hence, we have another group
homomorphism

q : ν∗x(Sy)→ Π(M,π, x), α �→ [α].

We leave it as exercise to check that this is a group homomorphism:

Exercise 10.45. For α1, α2 ∈ Kerπ�
x show that the constant cotangent

paths a1(t) = α1 and a2(t) = α2 satisfy [a1] · [a2] = [a], where a(t) = α1+α2.

Next, let us verify that the sequence from the statement is exact:

− Im q ⊂ Ker p: This follows from the definition.

− Im p = π1(Sy, x): This follows because every path in a symplectic leaf
is the base path of some cotangent path.

− Ker p ⊂ Im q: Let [a0] be in the kernel of p : Π(M,π, x)→ π1(Sy, x).
This mean that a0 : [0, 1]→ T ∗M is a cotangent loop based at x whose base
path is contractible. Denoting the base homotopy by γ(t, ε), it follows from
Example 10.22 that there exists a cotangent path-homotopy from a0(t) to
the constant cotangent path a1(t) = α ∈ ν∗x(Sy) � (Rq)∗, where (see (10.10))

α =

∫ 1

0
f0(t)dt−

∫ 1

0

∫ 1

0
dω

(∂γ
∂t

,
∂γ

∂ε
,−

)
dt dε

and a0(t) = (∂γ∂t (t, 0), f0(t)), w.r.t. the isomorphism (10.9). Hence, we have
that [a0] = [α] is in the image of q : ν∗x(Sy)→ Π(M,π, x).

− Ker q = Nx: Assume that α ∈ ν∗x(Sy) is an element in the kernel of q;
i.e., α ∼ 0. By Example 10.22, a cotangent path-homotopy from α to 0x,

Φ = Φ1(t, ε) dt+Φ2(t, ε) dε,

has components Φ1(t, ε) = (∂σ∂t , f(t, ε)), Φ2(t, ε) = (∂σ∂ε , g(t, ε)), where σ is
the base homotopy and∫ 1

0
f(t, 0)dt−

∫ 1

0
f(t, 1)dt =

∫ 1

0

∫ 1

0
dω(

∂σ

∂t
,
∂σ

∂ε
,−) dt dε.

Since f(t, 0) = α and f(t, 1) = 0x, we conclude that

〈α,w〉 =
〈∫ 1

0
α dt, w

〉
=

∫ 1

0

∫ 1

0
dω

(∂σ
∂t

,
∂σ

∂ε
, w

)
dt dε =

∫
σ
iwdω.
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Since σ(t, ε) satisfies σ(t, 0) = σ(t, 1) = σ(0, ε) = σ(1, ε) = x, it defines an
element [σ] ∈ π2(Sy, x). It remains to show the following:

Lemma 10.46. If σt : S2 → Syt is a deformation of σ : S2 → Sy in the
direction w ∈ νx(Sy) � Rq, then∫

σ
iwdω = 〈A′

x(σ), w〉 =
d

dt

∣∣∣
t=0

∫
σt

ωyt .

Proof of the lemma. Observe that σt = φt
w ◦ σ, where φt

w is the flow of
the constant vector field (0, w) ∈ TS ⊕ TRq. Hence, we have

d

dt

∣∣∣
t=0

∫
σt

ωyt =
d

dt

∣∣∣
t=0

∫
S2
σ∗
t ω

=
d

dt

∣∣∣
t=0

∫
S2
σ∗(φt

w)
∗ω

=
d

dt

∣∣∣
t=0

∫
σ
(φt

w)
∗ω

=

∫
σ

Lwω =

∫
σ
iwdω,

where we used in the first line that ω|σt = ωyt and in the last line that
iwω = 0. This completes the proof of the lemma and, hence, also of the
theorem. �

Example 10.47. Consider the regular Poisson manifold (M = S ×R+, π),
where S = S2 × S2 and the leafwise symplectic form is given by

ωy := y(pr∗1 ωS2 + λpr∗2 ωS2),

where ωS2 is a symplectic form on the sphere of area 1 and λ is some fixed
nonzero real number. Then π2(S) � Z × Z where the generators (1, 0) and
(0, 1) can be represented by the inclusions S2 ↪→ S2 × S2, s �→ (s, pN ), and
s �→ (pN , s). Also, ν∗x(Sy) � R. The variation of symplectic area at x ∈ M
is the map (see Example 10.43)

A′
x : Z× Z→ R, (n1, n2) �→ n1 + λn2.

Hence, at any x ∈M , Nx = Z+ λZ and the Poisson homotopy group is

Π(M,π, x) � R/(Z+ λZ).

Depending on whether λ is rational or not, this group is either isomorphic to
S1 or not (e.g., compare elements of order 2). In the latter case, the group

is a non-Hausdorff topological group — see also Problem 10.12.
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For a general regular Poisson manifold the situation is similar to the
case discussed above. The details are given in [42] and the main points are
as follows:

- Given a 2-sphere σ : S2 → S in a symplectic leaf S based at x and
a normal vector v ∈ νx(S), one can find a smooth deformation of
2-spheres σt : S2 → St in the leaf St based at some point xt starting
at σ0 = σ and such that v = d

dtxt|t=0.

- As in Lemma 10.41, the assignment

νx(Sy) � v �→ d

dt

∣∣∣
t=0

∫
σt

ωSt

only depends on the class [σ] ∈ π2(S, x) and is linear in v.

Hence, for an arbitrary regular Poisson manifold, one defines the vari-
ation of symplectic area at x to be the group homomorphism

A′
x : π2(S, x)→ ν∗x(S), 〈A′

x(σ), v〉 =
d

dt

∣∣∣
t=0

∫
σt

ωSt ,

where σt is any deformation of σ in the normal direction v.

The theorem remains valid in this general case mutatis mutandis:

Theorem 10.48. Given a regular Poisson manifold (M,π) and a point
x ∈M belonging to the symplectic leaf S, there is a short exact sequence

1 −→ ν∗x(S)/Nx −→ Π(M,π, x) −→ π1(S, x) −→ 1,

where Nx is the image of the variation of symplectic area map A′
x

Nx = {A′
x(σ) ∈ ν∗x(S) : [σ] ∈ π2(S, x)}.

In particular, if the leaf S is simply connected, then Π(M,π, x) � ν∗x(S)/Nx.

Problems

10.1. Let (A, [·, ·]A, ρ) be a Lie algebroid. Define a general notion of A-path
and A-path-homotopy between A-paths so that the following hold:

(a) When A = TM , for an arbitrary manifold M , one recovers the usual
notion of smooth path and smooth path-homotopy.

(b) When A = T ∗M , for a Poisson manifold (M,π), one recovers the notion
of cotangent path and cotangent path-homotopy.

10.2. Prove Proposition 10.12.
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10.3. Let (M,π) be an exact Poisson manifold. Show that if S is a compact
symplectic leaf of (M,π) which is not a point, then there is no cotangent
map Φ : TS → T ∗M covering the inclusion S ↪→M .

10.4. Let (M,π) be a Poisson manifold. For a vector bundle map Φ : TΣ→
T ∗M show the following:

(a) If Φ∗dπ = dΦ∗ holds on C∞(M) and X1(M), then Φ is a cotangent map.

(b) If for any smooth square ψ : [0, 1]× [0, 1]→ Σ the composition Φ ◦ dψ :
T ([0, 1]× [0, 1])→ T ∗M is a cotangent map, then Φ is a cotangent map.

10.5. Let (M,π) be a Poisson manifold, and let x ∈ M . Show that the
product on Π(M,π, x) defined in (10.11) is indeed a group multiplication.

10.6. Prove Corollary 10.40.

10.7. Let (M,π) be a Poisson manifold, and let Φ : TΣ → T ∗M be a
cotangent map covering a map φ : Σ→M .

(a) Show that for any smooth path γ : [0, 1]→ Σ the map

Φ∗(γ) := Φ ◦ dγ
dt : [0, 1]→ T ∗M

defines a cotangent path with base path φ ◦ γ : I →M .

(b) Prove that if γ0, γ1 : [0, 1] → Σ are path-homotopic, then Φ∗(γ0) and
Φ∗(γ1) are cotangent path-homotopic.

(c) Show that the resulting map

Φ∗ : π1(Σ, x)→ Π(M,π, φ(x))

is a group homomorphism.

10.8. Let ωS2 ∈ Ω2(S2) be the standard area form. On the manifold M =
S2 × S2 × R2 consider a regular Poisson structure π with symplectic leaves

Sy = S2 × S2 × {y}, y = (y1, y2) ∈ R2,

and foliated symplectic form

ω(y1,y2) = f(y1) pr
∗
1 ωS2 + g(y2) pr

∗
2 ωS2 ,

where f, g ∈ C∞(R) are two positive smooth functions. Using Theorem
10.44, find the Poisson homotopy groups of (M,π).

10.9. Let (M,π) be a Poisson manifold, and let (P, πP ) ↪→ (M,π) be a
complete Poisson submanifold. Denote the restriction map on covectors by

p : T ∗
PM → T ∗P.

Show that, for any x ∈ P , there is a surjective homomorphism of Poisson
homotopy groups

p∗ : Π(M,π, x)→ Π(P, πP , x).
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In particular, conclude that for any symplectic leaf i : S ↪→ M though a
point x, we have a surjective group homomorphism

p∗ : Π(M,π, x)→ π1(S, x), [a] �→ [γa].

10.10. Let (M,π) be a Poisson manifold, and let (X, πX) be a Poisson
transversal. Consider the inclusion map

i : T ∗X ↪→ T ∗
XM

induced by the decomposition TXM = TX ⊕ (TX)⊥π . Show that, for any
x ∈ X, there is an induced group homomorphism

i∗ : Π(X, πX , x)→ Π(M,π, x).

Assuming now that (M,π) is regular, let S be the symplectic leaf through
x ∈ M , and let X ⊂M be a small enough slice through x. Using Theorem
10.48, describe the map i∗ in this case. In particular, show the following:

(a) i∗ is surjective ⇔ π1(S, x) = 0.

(b) i∗ is injective ⇔ A′
x = 0.

10.11. Let (N, πN ) ↪→ (M,π) be a coregular Poisson-Dirac submanifold.
Consider the Lie algebroid from Problem 9.16:

AN :=
(
TN⊥π

)◦
= {α ∈ T ∗

NM : π�(α) ∈ TN}.
Making use of Problem 10.1, define the relative homotopy groups

Π(M,N, π, x) =
AN -loops based at x

AN -path-homotopies
.

Denoting by i : AN → T ∗M and p : AN → T ∗N the inclusion and the
restriction maps, show the following:

(a) i induces a group homomorphism

i∗ : Π(M,N, π, x)→ Π(M,π, x),

which generalizes the map from Problem 10.10.

(b) p induces a surjective group homomorphism

p∗ : Π(M,N, π, x)→ Π(N, πN , x),

which generalizes the map from Problem 10.9.

10.12. If (M,π) is a Poisson manifold, the space of cotangent paths inM has
a natural C0-topology. We endow the Poisson homotopy group Π(M,π, x)
with the quotient topology. Show that this makes Π(M,π, x) into a topolog-
ical group — i.e., the group laws are continuous — and that the connected
component of the identity element is precisely the kernel of the group ho-
momorphism Π(M,π, x)→ π1(S, x), where S is the leaf through x.
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Chapter 11

Contravariant
Geometry and
Connections

11.1. Contravariant connections on vector bundles

Following once again the point of view that in Poisson geometry the correct
tangent bundle is the cotangent Lie algebroid, one is led to the following
notion of connection:

Definition 11.1. Let (M,π) be a Poisson manifold, and let E →M
be a vector bundle. A contravariant connection on E is an R-
bilinear operation

Ω1(M)× Γ(E)→ Γ(E), (α, s) �→ ∇αs,

satisfying the following properties:

∇fαs = f∇αs, ∇α(fs) = f∇αs+ Lπ�α(f)s.

We will call a pair (E,∇) a contravariant vector bundle.

Given a local chart (U, x1, . . . , xn) where E admits a basis of sections
{e1, . . . , er}, a contravariant connection is determined locally by some func-
tions Γil

k ∈ C∞(U), called the Christoffel symbols

(11.1) ∇dxiel =
r∑

k=1

Γil
k e

k (1 ≤ i ≤ n, 1 ≤ l ≤ r).

253
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Exercise 11.2. For a contravariant connection ∇ on E, given a section
s ∈ Γ(E), show that ∇αs|x depends only on α|x ∈ T ∗

xM . Deduce that any
ξ ∈ T ∗M defines a map ∇ξ : Γ(E)→ R.

Many of the usual constructions for ordinary connections extend to con-
travariant connections in a more or less straightforward way. For example,
the curvature of a contravariant connection ∇ on E is the End(E)-valued
bivector field given by

R∇ ∈ X2(M ; End(E)) := Γ
( 2∧

TM ⊗ End(E)
)
,

R∇(α, β)s := ∇α(∇βs)−∇β(∇αs)−∇[α,β]πs,

for all α, β ∈ Ω1(M) and s ∈ Γ(E). The connection is said to be flat if its
curvature vanishes identically.

Exercise 11.3. Show that the formula above for the curvature defines in-
deed a section of the vector bundle

∧2 TM ⊗ End(E).

Example 11.4. Let E →M be a vector bundle with an ordinary connection
∇. If the base is a Poisson manifold (M,π), we can produce a contravariant
connection ∇ on E by setting

∇αs = ∇π�(α)s.

The curvature tensors R∇ and R∇ of ∇ and ∇ are related by

R∇(α, β) = R∇(π
�(α), π�(β)).

Although this gives a quick way of producing contravariant connections,

these connections do not play a significant role in Poisson geometry.

Example 11.5 (Pullback connections). Let Φ : TΣ→ T ∗M be a cotangent
map into a Poisson manifold (M,π), covering a map φ : Σ → M . Given a
vector bundle p : E → M with a contravariant connection ∇, the pullback
vector bundle

φ∗E =
{
(u, x) : p(u) = φ(x)

}
has an induced ordinary connection ∇ = Φ∗∇, uniquely determined by the
condition

∇v(φ
∗s) = ∇Φ(v)s (v ∈ TxΣ, s ∈ Γ(E)).

That this is well-defined uses only the first property of contravariant maps:
π� ◦Φ = dφ, Lemma 10.6. The full condition implies that R∇ = Φ∗R∇; i.e.,

R∇(v, w) = R∇(Φ(v),Φ(w)) (v, w ∈ TxΣ).

In particular, one can pull back connections along cotangent paths.
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Example 11.6. Let (M,π) be a regular Poisson structure and consider the
conormal bundle to the symplectic foliation

ν∗(Fπ) := (TFπ)
◦ = Kerπ�.

We have a canonical contravariant connection

∇αβ := [α, β]π, α ∈ Ω1(M), β ∈ Γ(ν∗(Fπ)),

called the contravariant Bott connection. The Jacobi identity implies
flatness: R∇ ≡ 0. Recall that the usual Bott connection ∇ on ν∗(Fπ) is the
partial connection

∇Xβ = LXβ, X ∈ X(Fπ), β ∈ Γ(ν∗(Fπ)).

Using the expression for [·, ·]π one sees that the two are related by

∇αβ = ∇π�(α)β.

Example 11.7. Let (M,π) be a Poisson manifold. The line bundle∧top T ∗M carries a canonical contravariant connection ∇. This is defined
on exact 1-forms by

∇dfμ := LXf
μ, f ∈ C∞(M), μ ∈ Ωtop(M),

and it is extended to all 1-forms by requiring C∞(M)-linearity. Using that
[df1, df2]π = d{f1, f2}, we see that this connection is flat:

R∇(df1, df2)μ = LXf1
(LXf2

μ)−LXf2
(LXf1

μ)−LX{f1,f2}
μ = 0.

Let L → M be a line bundle over a Poisson manifold (M,π) equipped
with a flat contravariant connection ∇. Assume first that L has a nowhere
vanishing section μ, so L is actually trivial. Then

(11.2) ∇αμ = cμ(α)μ,

for some C∞-linear map cμ : Ω1(M) → C∞(M), i.e., a vector field cμ ∈
X(M). Since we assume the connection to be flat, we find that

0 = ∇α∇βμ−∇β∇αμ−∇[α,β]μ

= ∇α(cμ(β)μ)−∇β(cμ(α)μ)− cμ([α, β])μ

= (Lπ�(α)cμ(β))μ− (Lπ�(β)cμ(α))μ− cμ([α, β])μ

= (dπcμ)(α, β)μ.

We conclude that cμ is a Poisson vector field: dπcμ = 0.

Exercise 11.8. If μ′ = ±egμ is another nowhere vanishing section, show
that

cμ′ = cμ −Xg;

i.e., cμ′ and cμ differ by a Hamiltonian vector field.
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It follows that the Poisson cohomology class

c(L,∇) := [cμ] ∈ H1
π(M)

does not depend on the choice of μ.

When L is not trivializable, we can still define c(L,∇) as follows. Form
the tensor product L⊗2 = L⊗ L and equip it with the flat connection

∇̃α(μ⊗ ξ) := ∇αμ⊗ ξ + μ⊗∇αξ.

Since L⊗2 has a nowhere vanishing section, we can define

c(L,∇) := 1
2 [c(L

⊗2, ∇̃)] ∈ H1
π(M).

Exercise 11.9. If L is trivializable, the two definitions of c(L,∇) agree.

Definition 11.10. Let (M,π) be a Poisson manifold, and let L→M
be a line bundle with a flat contravariant connection ∇. The Poisson
cohomology class c(L,∇) ∈ H1

π(M) is called the characteristic class
of (L,∇).

Example 11.11 (Modular class). We saw in Example 11.7 that, for any
Poisson manifold (M,π), the line bundle

∧top T ∗M carries a canonical flat
connection. Hence, we have a characteristic class

c
( top∧

T ∗M,∇
)
∈ H1

π(M).

Exercise 11.12. If M is orientable, show that this class coincides with the
modular class c(

∧top T ∗M,∇) = mod(M,π).

This exercise allows us to define the modular class for any Poisson
manifold (M,π), orientable or not, as

mod(M,π) := c
( top∧

T ∗M,∇
)
.

11.2. Parallel transport along cotangent paths

Connections are useful for connecting and comparing fibers over different
base points. This is done using parallel transport along paths. As one may
expect, the generalization to contravariant connections requires the use of
cotangent paths.

For this, fix a Poisson manifold (M,π) and a vector bundle p : E → M
with a contravariant connection ∇. Consider a cotangent path a : [0, 1] →
T ∗M and a path c : [0, 1]→ E “above” a, i.e., such that

p(c(t)) = γa(t), ∀ t ∈ [0, 1].
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One can find a time-dependent section st ∈ Γ(E) extending c, i.e., such that

st(γa(t)) = c(t), ∀ t ∈ [0, 1].

This allows one to define

(11.3) (Dac)(t) = ∇a(t)st +
d

dt
st

∣∣∣
γa(t)

.

Exercise 11.13. Check that expression (11.3) is independent of the choice
of time-dependent extension st. Would Dac still be well-defined if a was not
a cotangent path?
Hint: No!

Definition 11.14. One calls Dac the contravariant derivative of
c along the cotangent path a.

The local expression of the contravariant derivative is

(11.4) Dac(t) =
r∑

k=1

( d

dt
ck(t) +

∑
1≤i≤n
1≤l≤r

Γil
k (γa(t)) ai(t) cl(t)

)
ek,

where we use the Christoffel symbols (11.1), and we write

a(t) =
n∑

i=1

ai(t)dx
i, c(t) =

r∑
l=1

cl(t)e
l.

This follows by using the time-dependent section st(x) := c(t) in (11.3).

One verifies immediately that the contravariant derivative D satisfies
the following:

(i) Linearity: If c1, c2 : [0, 1] → E are paths above a and λ1, λ2 ∈ R,
then

Da(λ1c1 + λ2c2) = λ1Dac1 + λ2Dac2.

(ii) Leibniz: If c : [0, 1]→ E is a path above a and f ∈ C∞(M), then

Da((f ◦ γa) c) = (f ◦ γa)Dac+
( d

dt
f ◦ γa

)
c.

These properties reveal an alternative description of the contravariant
derivative:

Exercise 11.15. Let ∇ = a∗∇ be the pullback connection along the cotan-
gent path a : [0, 1]→ T ∗M , as in Example 11.5. Show that

Dac = ∇ d
dt
c,

where we identify curves c : [0, 1]→ E above γa with sections c ∈ Γ(γ∗aE).
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The contravariant derivative gives more geometric insight into the notion
of curvature. For this, consider a cotangent map defined on the square:

Φ : T ([0, 1]× [0, 1])→ T ∗M,

Φ(t, ε) = Φ1(t, ε) dt+Φ2(t, ε) dε,

with base map γ : [0, 1] × [0, 1] → M . Consider now any smooth map
c : [0, 1]× [0, 1]→ E above γ. Then, as explained in Section 10.4:

- For fixed a ε = ε0, the map t �→ Φ1(t, ε0) is a cotangent path
covering the path t �→ γ(t, ε0). Therefore we have the contravariant
derivative of c in the t-direction, resulting in a new map above γ:

DΦ1c : [0, 1]× [0, 1]→ E,

(DΦ1c)(t, ε0) :=
(
DΦ1(·,ε0)c(·, ε0)

)
(t).

- Similarly, by freezing t, we obtain the contravariant derivative of c
in the ε-direction, which defines a new map above γ:

DΦ2c : [0, 1]× [0, 1]→ E,

(DΦ2c)(t0, ε) :=
(
DΦ2(t0,·)c(t0, ·)

)
(ε).

The curvature has the following interpretation:

Proposition 11.16. Given a contravariant vector bundle (E,∇) over a
Poisson manifold (M,π), one has

R∇(Φ1,Φ2)c = DΦ1DΦ2c−DΦ2DΦ1c,

for any cotangent map Φ : T ([0, 1] × [0, 1]) → T ∗M , covering a base map
γ : [0, 1]× [0, 1]→M , and any map c : [0, 1]× [0, 1]→ E above γ.

Proof. This result can be proven by pulling back the connection via the
map Φ to a classical connection on γ∗E and then using that the curvatures
are related via Φ — see Example 11.5. The statement is then reduced to the
similar statement for classical connections, which can be found for example
in [137]. We also give a self-contained proof.

Choose a (t, ε)-dependent section st,ε ∈ Γ(E) extending c(t, ε),

st,ε(γ(t, ε)) = c(t, ε),

and choose (t, ε)-dependent 1-forms αt,ε, βt,ε ∈ Ω1(M) extending Φ1 and Φ2,

αt,ε(γ(t, ε)) = Φ1(t, ε), βt,ε(γ(t, ε)) = Φ2(t, ε).
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According to the definition of contravariant derivative (11.3), we have

DΦ1c(t, ε) =
(
∇αt,εst,ε +

d

dt
st,ε

)∣∣∣
γ(t,ε)

,

DΦ2c(t, ε) =
(
∇βt,εst,ε +

d

dε
st,ε

)∣∣∣
γ(t,ε)

.

It follows that

DΦ1DΦ2c(t, ε) =
(
∇αt,ε∇βt,εst,ε +

d

dt
∇βt,εst,ε +∇αt,ε

dst,ε
dε

+
d2st,ε
dtdε

)∣∣∣
γ(t,ε)

,

DΦ2DΦ1c(t, ε) =
(
∇βt,ε∇αt,εst,ε +

d

dε
∇αt,εst,ε +∇βt,ε

dst,ε
dt

+
d2st,ε
dεdt

)∣∣∣
γ(t,ε)

.

Taking the difference of these two equations, we obtain

DΦ1DΦ2c(t, ε)−DΦ2DΦ1c(t, ε)

=
(
∇αt,ε∇βt,εst,ε −∇βt,ε∇αt,εst,ε +∇ d

dt
βt,ε− d

dε
αt,ε

st,ε

)∣∣∣
γ(t,ε)

.

Using property (iii) from Proposition 10.17, we obtain the result

DΦ1DΦ2c(t, ε)−DΦ2DΦ1c(t, ε)

= (R∇(αt,ε, βt,ε)st,ε) ◦ γ(t, ε) = R∇(Φ1,Φ2)c(t, ε). �

Let us now turn to parallelism and parallel transport.

Definition 11.17. Let (E,∇) be a contravariant vector bundle over
(M,π). We say that c : [0, 1] → E is a parallel curve along a
cotangent path a : [0, 1]→ T ∗M if c lies above a and

Dac = 0.

Proposition 11.18. Let (E,∇) be a contravariant vector bundle over
(M,π). Given a cotangent path a : [0, 1] → T ∗M and a point u ∈ Eγa(0)

there is a unique parallel curve cu : [0, 1]→ E along a, starting at u. More-
over, the end point cu(1) of this curve depends linearly on u.

Proof. This result can be proven by pulling back ∇ via a to a classical
connection on γ∗aE → [0, 1], as in Exercise 11.15. This reduces the result to
the existence of parallel transport of a classical connection over the interval.
Here we give a self-contained argument.

Assume first that the base path γa belongs to the domain of a coordinate
chart (U, xi) where E admits a basis of sections {el}. By (11.4), a parallel
curve c(t) along a(t) with initial condition u is a solution of the system of
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ODEs {
d
dtck(t) = −

∑
1≤i≤n
1≤l≤r

Γil
k (γa(t)) ai(t) cl(t) (k = 1, . . . r),

c(0) = u.

Since a(t) and γa(t) are given, this is a linear system of ODEs with time-
dependent coefficients. So, for any u ∈ Eγa(0) a unique solution exists,
which is defined as long as the coefficients are defined, i.e., on [0, 1], and the
solution depends linearly on u.

In general, consider a partition 0 = t0 < t1 such that each segment
γa([tp, tp+1]) is covered by a chart as above. By the first part, we find
inductively parallel paths cp : [tp, tp+1] → E over a|[tp,tp+1] satisfying the
initial conditions

c0(0) = u and cp(tp) = cp−1(tp) (p ≥ 1).

The path c : [0, 1] → E obtained by gluing the paths cp is smooth at the
points t1, . . . , tq−1. This holds by local uniqueness around these points. �

In conclusion, any cotangent path a : [0, 1]→ T ∗M yields a linear map

τa : Eγa(0) → Eγa(1), u �→ cu(1).

The map τa is called the parallel transport of the contravariant connection
∇ along the cotangent path a. The uniqueness of parallel paths shows that
τa is injective, and so it is a linear isomorphism between the fibers.

Example 11.19. Consider a linear Poisson manifold (g∗, πg). Let ρ : g →
gl(W ) be a representation of g. We view g ⊂ Ω1(g∗) by interpreting elements
in g as constant 1-forms. Define a contravariant connection on the trivial
bundle g∗ ×W → g∗ by requiring that on constant sections it satisfies

∇vw := ρ(v)w.

The fact that ρ is a representation implies flatness of ∇.
Since the origin is a zero of πg, any element v ∈ T ∗

0 g
∗ � g defines the

constant cotangent path av(t) = v and parallel transport gives a map

τav : W →W.

Exercise 11.20. Show that τav = exp(ρ(v)).

11.3. Flat contravariant connections

Proposition 11.21. Let (E,∇) be a contravariant vector bundle over (M,π).
If ∇ is flat, then any two cotangent paths a0, a1 : [0, 1] → T ∗M that are
cotangent path-homotopic induce the same parallel transport: τa0 = τa1.
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Proof. Let Φ : T ([0, 1] × [0, 1]) → T ∗M be a cotangent path-homotopy
between a0 and a1 covering γ : [0, 1]× [0, 1]→M , with components

Φ(t, ε) = Φ1(t, ε)dt+Φ2(t, ε)dε.

Then {Φ1(·, ε)}ε∈[0,1] is a family of cotangent paths joining a0 to a1, all start-

ing at γ(0, 0). Fix u ∈ Eγ(0,0), and let τ t,0Φ1
(u) denote the parallel transport

of u along Φ1(·, ε)|[0,t]. This yields a map covering γ, which we denote

c : [0, 1]× [0, 1]→ E, c(t, ε) = τ t,0Φ1
(u) ∈ Eγ(t,ε),

and which satisfies DΦ1c = 0. We claim that c is parallel also along the
cotangent paths {Φ2(t, ·)}t∈[0,1]. At t = 0, since Φ is a path-homotopy, we
have that Φ2(0, ε) = ∂Φ(0, ε) = 0. Since c(0, ε) = u is constant, by (11.3)
we obtain

DΦ2(0,·)c =
d

dε
c(0, ·) = 0.

Next, using Proposition 11.16 and that ∇ is flat, we have

DΦ1DΦ2c = R∇(Φ1,Φ2)c+DΦ2DΦ1c = 0.

SoDΦ2c is parallel along Φ1(·, ε). Uniqueness of parallel paths yieldsDΦ2c =
0. At t = 1, we also have Φ2(1, ε) = ∂Φ(1, ε) = 0. So, again by (11.3),

d

dε
c(1, ·) = DΦ2(1,·)c = 0.

This shows that c(1, ε) = τΦ1(1,ε)(u) is constant, proving the result. �

Note that parallel transport is compatible with concatenation of cotan-
gent paths. Therefore, the proposition implies:

Corollary 11.22. Let (E,∇) be a flat contravariant vector bundle over
(M,π). For any base point x ∈M , parallel transport defines a representation
of the Poisson homotopy group on Ex

Π(M,π, x)→ GL(Ex), [a] �→ τa.

For line bundles, this map is described explicitly in the following propo-
sition, which relates parallel transport to the characteristic class.

Proposition 11.23. Let (L,∇) be a flat contravariant line bundle over
a Poisson manifold (M,π). Assume there is a nowhere vanishing section
μ ∈ Γ(L), and let cμ ∈ X(M) be the corresponding Poisson vector field
(11.2). The parallel transport along any cotangent path a : [0, 1] → T ∗M is
given by

τa(μγ(0)) = exp
(
−

∫
a
cμ

)
· μγ(1).
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In particular, if γa is a loop based at x ∈M , then

(11.5) τa = exp
(
−

∫
a
c(L,∇)

)
.

Proof. A path c : [0, 1]→ L covering γa has the form c(t) = g(t)μγa(t), for
some smooth map g : [0, 1]→ R. Using (11.3), we see that c is parallel iff

d

dt
g(t) = −cμ(a(t)) g(t).

The solution to this ODE is

g(t) = exp
(
−

∫ t

0
cμ(a(s)) ds

)
g(0),

and this implies the result. �

Remark 11.24. Up to isomorphism, a line bundle L → M is uniquely
determined by its first Stiefel-Whitney class w1(L) ∈ H1(M,Z2), which can
be defined as follows. If [γ] ∈ H1(M,Z) is represented by a loop γ based at
x, then the value 〈w1(L), [γ]〉 ∈ Z2 is either 0 or 1 depending on:

- whether the line bundle γ∗(L)→ S1 is trivial or not.

This condition can be expressed geometrically in several, equivalent ways.
For example, it is equivalent to the following:

- parallel transport along γ w.r.t. any classical connection is orienta-
tion preserving or reversing, or

- [γ] ∈ π1(M,x) does or does not induce the trivial deck transforma-
tion on the 2 : 1 covering space P(L)→M .

Exercise 11.25. If L is not orientable, show that formula (11.5) giving the
parallel transport along loops needs to be corrected by the factor

(−1)〈w1(L),[γa]〉,

where [γa] ∈ H1(M,Z) is the homology class of the base path γa.

We saw in Example 11.6 that a regular Poisson manifold (M,π) carries
a canonical flat contravariant connection, namely the Bott connection on
the conormal bundle ν∗(Fπ) := (TFπ)

◦. We look at parallel transport for
this connection.

Definition 11.26. Given a cotangent path a : [0, 1] → T ∗M on
a Poisson manifold (M,π) lying in a symplectic leaf S, the parallel
transport map for the contravariant Bott connection

Hola := τa : ν∗γa(0)(S)→ ν∗γa(1)(S)

is called the linear Poisson holonomy of a.
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Since the Bott connection is flat, the linear Poisson holonomy Hola de-
pends only on the cotangent path-homotopy class [a]. In fact, more is true:

Exercise 11.27. Show that Hola depends only on the path-homotopy class
of the base path γa.
(Hint: Show that ν∗(S) → S carries an ordinary flat connection ∇, such
that Hola coincides with the parallel transport τγa of ∇ along γa.)

For a regular Poisson manifold (M,π), we also have a canonical isomor-
phism of line bundles

(11.6) iπk :
n∧
T ∗M ∼−→

q∧
ν∗(Fπ), μ �→ μ⊥ := iπkμ

where 2k = rank(π), n = dim(M), q := n − 2k = codim(Fπ), and so πk

is a nowhere zero section of the line bundle
∧2k TFπ. For a volume form

μ ∈ Ωn(M) the form μ⊥ ∈ Γ(
∧q ν∗(Fπ)) can be thought of as a transverse

volume form to the foliation Fπ, hence the notation.

As an application of Proposition 11.23, we have the following:

Theorem 11.28 (Ginzburg and Golubev [78]). Let (M,π) be a regular
Poisson manifold with volume form μ and corresponding modular vector
field Xμ. For any cotangent path a : [0, 1]→ T ∗M , we have that

det(Hola) = exp
(
−

∫
a
Xμ

)
,

where the determinant is relative to the volume forms μ⊥
γa(0)

on ν∗γa(0)(Fπ)

and μ⊥
γa(1)

on ν∗γa(1)(Fπ). In particular, if γa is a loop,

det(Hola) = exp
(
−

∫
a
mod(M,π)

)
.

Proof. The Bott connection induces a contravariant, flat connection on∧q ν∗(Fπ) via the derivation rule

(11.7) ∇α(s1 ∧ · · · ∧ sq) = ∇αs1 ∧ · · · ∧ sq + · · ·+ s1 ∧ · · · ∧ ∇αsq.

We leave it to the reader to check that the parallel transport along a cotan-
gent path a : [0, 1] → T ∗M in ν∗(Fπ), i.e., the linear Poisson holonomy
Hola, and the parallel transport τa in

∧q ν∗(Fπ) are related by

τa =

q∧
Hola :

q∧
ν∗γa(0)(Fπ)→

q∧
ν∗γa(1)(Fπ).

Equivalently, if μ⊥ is a section of
∧q ν∗(Fπ), we have

(11.8) τa(μ
⊥
γa(0)

) = det(Hola) · μ⊥
γa(1)

.

Fix a volume form μ ∈ Ωn(M). As explained in Example 11.11, the mod-
ular class mod(M,π) coincides with the characteristic class c(

∧n T ∗M,∇),
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and the representatives associated to μ coincide: Xμ = cμ. Applying Propo-
sition 11.23, one obtains the following formula for the parallel transport of
the connection on

∧n T ∗M :

(11.9) τ̃a(μγa(0)) = exp
(
−

∫
a
Xμ

)
· μγa(1).

We now claim that the isomorphism (11.6) intertwines the contravariant
connections on

∧n T ∗M and
∧q ν∗(Fπ):

iπk ∇α ξ = ∇α iπk ξ, ∀α ∈ Ω1(M), ξ ∈ Ωn(M).

In view of formulas (11.8) and (11.9) the statement will follow. To prove
the claim, note that the definition of the Bott connection gives

∇dfs = [df, s]π = LXf
s, ∀ f ∈ C∞(M), s ∈ Γ(ν∗(Fπ)).

By the defining derivation rule (11.7), the connection on
∧q ν∗(Fπ) also

satisfies ∇df = LXf
. By definition — see Example 11.7 — the same also

holds for the connection on
∧n T ∗M . Hence, since LXf

πk = 0, we obtain
that

iπk ∇df ξ = iπk LXf
ξ = LXf

iπk ξ = ∇df iπk ξ.

The claim follows by C∞(M)-linearity, and this concludes the proof. �

Remark 11.29 (Linear Poisson holonomy for general leaves). How can one
make sense of the contravariant Bott connection and linear holonomy for
a nonregular Poisson manifold? In this case, the conormal bundle is not
a smooth vector bundle. However, we still have the conormal bundle over
each leaf and it still carries a canonical Bott connection. To define it we
need the more general notion of an A-connection for a Lie algebroid A —
see Problem 11.8.

Let (S, ωS) be a symplectic leaf of (M,π). The restriction T ∗
SM → S is

a Lie algebroid for which the inclusion T ∗
SM ↪→ T ∗M is a Lie algebroid map

— see Remark 9.43. Hence, the Lie bracket satisfies the relation

[α|S , β|S]T ∗
SM

:= [α, β]π|S , ∀α, β ∈ Ω1(M).

The conormal bundle ν∗(S) carries a Bott T ∗
SM -connection

Γ(T ∗
SM)× Γ(ν∗(S))→ Γ(ν∗(S)), ∇αs := [α, s]T ∗

SM
.

Next, one can define the parallel transport along a cotangent path a : [0, 1]→
T ∗M with base path γa contained in S:

Hola := τa : ν∗γa(0)(S)→ ν∗γa(1)(S).

This defines the linear Poisson holonomy map for a general leaf S. The
Bott T ∗

SM -connection is still flat, and then Hola depends only the cotangent
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path-homotopy class of a. Therefore:

Corollary 11.30. For each point in a Poisson manifold, linear Poisson
holonomy gives a canonical representation on the conormal space to the leaf:

Hol : Π(M,π, x)→ GL(ν∗x(S)).

However, compared to the case of regular leaves, Hola will depend on
more than just the path-homotopy class of the base map γa. This already
becomes clear for linear Poisson structures:

Exercise 11.31. For a linear Poisson structure (g∗, πg) and the leaf S =
{0}, show that the representation resulting from the corollary is the adjoint
representation of the 1-connected Lie group with Lie algebra g.
(Hint: See Examples 10.30 and 11.19.)

Theorem 11.28 also holds for nonregular leaves. Note that for a volume
form μ, the formula μ⊥

S := iπkμ|S still defines a nonzero section of
∧q ν∗(S).

11.4. Geodesics for contravariant connections

Contravariant connections on the cotangent bundle itself, i.e., on E = T ∗M ,
play a special and important role. For these we can define torsion:

Definition 11.32. A contravariant connection on a Poisson
manifold (M,π) is a contravariant connection∇ on the bundle T ∗M .
The torsion of ∇ is the T ∗M -valued bivector field

T∇ ∈ X2(M ;T ∗M), T∇(α, β) := ∇αβ −∇βα− [α, β]π.

Exercise 11.33. Check that T∇ is indeed C∞(M)-bilinear, so that it defines

a section of
∧2 TM ⊗ T ∗M .

Example 11.34. Consider a linear Poisson manifold (g∗, πg). We view
elements of g as constant 1-form in Ω1(g∗). Define a contravariant connection
by defining it on constant 1-forms as

∇vw := 1
2 [v, w]g,

and then extending it by imposing the properties of a connection. Using
skew-symmetry and the Jacobi identity, one sees that

T∇ = 0, R∇(v, w)z = 1
4 [v, [w, z]g]g.

So this connection is torsion-free and, in general, nonflat.
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Similar to the interpretation of curvature in terms of contravariant deriv-
atives from Proposition 11.16, torsion has the following interpretation:

Proposition 11.35. Let (M,π) be a Poisson manifold and consider a bun-
dle map Φ = Φ1 dt + Φ2 dε : T ([0, 1] × [0, 1]) → T ∗M with base map
γ : [0, 1]× [0, 1]→M . Assume that Φ is compatible with its base map

π� ◦ Φ = dγ.

Then Φ is a cotangent map if and only if it satisfies

T∇(Φ1,Φ2) = DΦ1Φ2 −DΦ2Φ1,

where ∇ is any contravariant connection.

We leave the proof as an exercise. As in the proof of Proposition 11.16
you will have to apply the crucial Proposition 10.17.

A contravariant connection ∇ on T ∗M induces a dual contravariant con-
nection ∇ on TM by requiring the following derivation rule:

Lπ�(α)〈X, β〉 = 〈X,∇αβ〉+ 〈∇αX, β〉,

for all α, β ∈ Ω1(M) and X ∈ X(M). Similarly, ∇ induces contravariant

connections on all associated tensor bundles such as
⊗k TM ,

⊗l T ∗M ,

SkTM ,
∧l T ∗M , etc., defined via similar derivation rules. For example, the

connection on
∧k TM is determined by

∇α(X1 ∧ · · · ∧Xk) = (∇αX1 ∧ · · · ∧Xk) + · · ·+ (X1 ∧ · · · ∧ ∇αXk).

In particular, given a contravariant connection ∇ on (M,π) we can write the
(3, 0)-tensor ∇π. We leave it as an exercise to show that a Poisson manifold
(M,π) always admits a contravariant connection ∇ for which

∇π = 0.

In contrast, note that (M,π) admits an ordinary covariant connection ∇
with ∇π = 0 if and only if π has constant rank: in this case, parallel
transport along any path would preserve the bivector field.

Definition 11.36. Let ∇ be a contravariant connection on (M,π).
A geodesic for ∇ is a cotangent path a : I → T ∗M which is parallel
along itself:

Daa = 0.

In general, geodesics exist only for a short time interval, even if M is
compact. To see this, we write the geodesics equations of a contravariant
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connection ∇ on a Poisson manifold (M,π) in local coordinates (U, xi). The

connection determines Christoffel symbols Γij
k ∈ C∞(U), via

∇dxidxj =
n∑

k=1

Γij
k dx

k (1 ≤ i, j ≤ n).

Using the local equations of the covariant derivative (11.4), one finds
that a(t) =

∑
i ai(t)dx

i with base path γa(t) = (γia(t)) is a geodesic if and
only if⎧⎨⎩

dak
dt (t) = −

∑
1≤i,j≤n Γ

ij
k (γa(t)) ai(t) aj(t),

dγk
a

dt (t) =
∑

1≤i≤n π
ik(γa(t)) ai(t)

(k = 1, . . . n).

In other words, the geodesics are the integral curves of the vector field
X ∈ X(T ∗M) given in local coordinates (xi, pi) by

(11.10) X =
∑

1≤i,k≤n

πik(x)pi
∂

∂xk
−

∑
1≤i,j,k≤n

Γij
k (x) pi pj

∂

∂pk
.

We call the vector field X the geodesic spray of the connection ∇, and we
call its flow the geodesic flow of the connection.

Exercise 11.37. Show that expression (11.10) leads to a well-defined vector
field on T ∗M , independent of the choice of coordinates.
Hint: There is a proof without local coordinate computations.

Exercise 11.38. Give an example of a compact Poisson manifold (M,π)
for which geodesics are not defined for all time. What if (M,π) has compact
symplectic leaves?
(Hint: The vector field p2 ∂

∂p on R is not complete.)

Two different connections can have the same geodesics, i.e., the same
geodesic spray. Moreover, expression (11.10) for the geodesic spray shows
that its local coordinate expression depends only on the symmetric part of

the Christoffel symbols, i.e., on 1
2(Γ

ij
k + Γji

k ). The coordinate independent
version of this statement is the following:

Proposition 11.39. For a contravariant connection ∇ on (M,π), there is

a unique torsion-free contravariant connection ∇̃ with the same geodesics.

Proof. Define the torsion-free connection ∇̃ by setting

∇̃αβ := ∇αβ −
1

2
T∇(α, β).

If we fix local coordinates (xi) for M , one finds that the Christoffel symbols
of the two connections are related by

Γ̃ij
k =

1

2

(
Γij
k + Γji

k +
∂πij

∂xk

)
.
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It follows from expression (11.10) that the two connections have the same
geodesic flows, and hence the same geodesics.

For the uniqueness of the connection, we note that the symmetric part

of the Christoffel symbols Γij
k +Γji

k is determined by the geodesic spray and
that being torsion-free determines the antisymmetric part of the Christoffel

symbols Γij
k − Γji

k = ∂πij

∂xk . �

It follows from the previous proposition that a torsion-free contravari-
ant connection ∇ on (M,π) is completely determined by its geodesic spray.
Moreover, we can even characterize the vector fields on T ∗M that are geo-
desic sprays of torsion-free connections:

Proposition 11.40. Let (M,π) be a Poisson manifold. The geodesic spray
X ∈ X(T ∗M) of any contravariant connection ∇ on (M,π) satisfies the
following:

(i) dξ pr(Xξ) = π�(ξ), for all ξ ∈ T ∗M ,

(ii) (mt)∗X = 1
tX, for all t > 0,

where pr : T ∗M → M denotes the projection and mt : T
∗M → T ∗M is the

scalar multiplication by t ∈ R.

Conversely, any vector field X ∈ X(T ∗M) satisfying (i) and (ii) is the
spray of a unique torsion-free contravariant connection ∇ on (M,π).

Proof. Using the local expression (11.10) for the geodesic spray, one checks
easily that it satisfies properties (i) and (ii).

For the converse, let X ∈ X(T ∗M) be a vector field, and fix local coor-
dinates (U, xi) for M , inducing local coordinates (T ∗U, (xi, pi)) for T ∗M . In
these local coordinates, we can write

X =
∑
k

uk(x, p)
∂

∂xk
−

∑
k

vk(x, p)
∂

∂pk

for smooth function uk, vk : T ∗U → R.

If X satisfies condition (i), then the coefficients uk are given by

uk(x, p) =
∑
i

πik(x)pi,

where the πij(x) are the structure functions of π relative to the coordinates
(xi). If X satisfies condition (ii), then the functions vk are quadratic in (pi):

vk(x, p) =
∑
ij

vijk (x)pipj .
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Let ∇ be the contravariant connection on U with Christoffel symbols Γij
k

satisfying the relations

Γij
k (x)− Γji

k (x) =
∂πij

∂xk
(x),

Γij
k (x) + Γji

k (x) = vijk (x) + vjik (x).

The first equation guarantees that ∇ is torsion-free, while the second equa-
tion guarantees that its geodesic spray is X. This shows that the desired
torsion-free connection exists in any local coordinate system.

By Proposition 11.39, two torsion-free contravariant connections with
the same geodesics coincide. Therefore, these local connections agree on
overlaps and hence define a torsion-free connection on M . �

Exercise 11.41. Show that the properties of a spray X from Proposition
11.40 are equivalent to the following properties of the flow φt

X of X:

(i) ⇔ the flow lines t �→ φt
X(ξ) are cotangent paths.

(ii) ⇔ the commutation relation

(11.11) φt
X ◦ms = ms ◦ φst

X (t, s ∈ R).

11.5. Existence of symplectic realizations

We now prove that every Poisson manifold (M,π) admits a symplectic real-
ization. We use a contravariant connection on (M,π) to give a global version
of the local construction discussed in Section 6.5.

Given a Poisson structure π on Rn, Theorem 6.36 produces a symplectic
realization with projection pr : T ∗Rn → Rn restricted to an open neighbor-
hood U ⊂ T ∗Rn = Rn × (Rn)∗ of the zero section and symplectic form

ω =

∫ 1

0

(
φt
)∗

ωcan dt ∈ Ω2(U).

Here φt : Rn × (Rn)∗ → Rn × (Rn)∗ is the map

(11.12) φt(x, p) = (φt
Xfp

(x), p),

and Xfp is the Hamiltonian vector field of the function fp(x) := 〈x, p〉. This
map is the flow of a vector field on T ∗Rn and satisfies the properties of a
geodesic flow given in Exercise 11.41.

Exercise 11.42. Check that the map (11.12) is the geodesic flow of the
following:

(a) the flat connection defined by

∇dxidxj = 0,
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(b) the torsion-free contravariant connection on (Rn, π) defined by

∇dxidxj =
1

2

n∑
k=1

∂πij

∂xk
dxk.

This suggests the following generalization of Theorem 6.36:

Theorem 11.43 (Crainic and Mărcut, [48]). Let X be the geodesic spray
of a contravariant connection on (M,π). There is an open neighborhood
U ⊂ T ∗M of the zero section on which the 2-form

ω :=

∫ 1

0
(φt

X)∗ωcan dt

is symplectic and μ = pr |U : (U, ω)→ (M,π) is a symplectic realization.

The rest of this section is devoted to the proof of this result. We identify
the zero section of T ∗M with M . Since a geodesic spray X vanishes along
M — see the local expression (11.10) — we can choose a small enough open
neighborhood U ⊂ T ∗M of M where the geodesic flow φt

X : U → T ∗M is
defined for all t ∈ [0, 1]. Thus, ω is defined on such a neighborhood U .

Let us look now at what happens with ω along M .

Lemma 11.44. For the canonical decomposition

(11.13) TM (T ∗M) = TM ⊕ T ∗M,

we have that

ω 0x

(
(u, ξ), (v, η)

)
= η(u)− ξ(v) + π(ξ, η),

for all (u, ξ), (v, η) ∈ TxM ⊕ T ∗
xM .

Proof. Under the identification (11.13), we have that the scalar multiplica-
tion and the flow satisfy

d

ds
ms(ξ)

∣∣
s=0

= (0, ξ), dφt
X(u, 0) = (u, 0),

where we used that φt
X |M = IdM . Thus, by (11.11), we find that

dφt
X(0, ξ) =

d

ds
φt
X ◦ms(ξ)

∣∣
s=0

=
d

ds
ms ◦ φst

X(ξ)
∣∣
s=0

=
d

ds
ms(ξ)

∣∣
s=0

+ dξ pr(tXξ) = (tπ�(ξ), ξ).

This shows that the differential of the flow along M is given by

dφt
X : TM (T ∗M)→ TM (T ∗M), (u, ξ) = (u+ t π�(ξ), ξ).
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Note that for (u, ξ), (v, η) ∈ T0x(T
∗M), we have that

ωcan

(
(u, ξ), (v, η)

)
= η(u)− ξ(v);

therefore, using the above formula for the differential of φt
X , we obtain that

(φt
X)∗ωcan

(
(u, ξ), (v, η)

)
= ωcan

(
(u+ tπ�(ξ), ξ), (v + tπ�(η), η)

)
= η(u)− ξ(v) + 2tπ(ξ, η).

Integrating for t ∈ [0, 1], we obtain the formula for ω. �

Using also the dual identification T ∗
M (T ∗M) = T ∗M ⊕TM , the formula

from the lemma is equivalent to

ω� : TM ⊕ T ∗M → T ∗M ⊕ TM, (u, ξ) �→ (−ξ, u+ π�(ξ)).

This implies that ω is invertible along the zero section, with inverse

(11.14) (ω−1)� : T ∗M ⊕ TM → TM ⊕ T ∗M, (η, v) �→ (v + π�(η),−η).

This immediately implies that at points of the zero section the differential
of the projection μ = pr : T ∗M →M fits into a commutative diagram:

T ∗
0xT

∗M
(ω−1

0x
)�
�� T0xT

∗M

dμ

��
T ∗
xM

π�
x

��

(dμ)∗
��

TxM

Since ω is nondegenerate along M , by shrinking U , we may assume that
ω is a symplectic structure on U . By shrinking U even more, we may assume
that the fibers of μ := p|U : U →M are connected. The strategy is to apply
Libermann’s Theorem to obtain a Poisson structure on M for which μ is a
symplectic realization. The previous diagram forces the resulting Poisson
structure on the base to coincide with π, and the proof will be complete.

In order to apply Liberman’s Theorem to μ, all we need to show is that

Ker(dμ)⊥ω ⊂ TU

is an involutive distribution. Involutivity will follow by showing that

(11.15) Ker(dμ)⊥ω = Ker(dτ), where τ = μ ◦ φ1
X : U →M.

In order to prove this equality, we will use some Dirac geometry. Let Lπ

be the Dirac structure associated to π, and consider the pullback Dirac
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structure μ!Lπ on T ∗M :

μ!Lπ = {v + μ∗ξ ∈ T(T ∗M) : dμ(v) = π�(ξ)}.

Let θL ∈ Ω1(T ∗M) denote the Liouville 1-form; i.e., θL,ξ = μ∗(ξ). Note that
the first spray condition from Proposition 11.40 is equivalent to

s := X + θL ∈ Γ(μ!Lπ).

Using Problem 7.10, the section s has a flow Φt
s := dφt

X ◦ edβt , where

βt :=

∫ t

0
(φε

X)∗θL dε.

By Problem 7.11, the flow preserves the Dirac structure μ!Lπ, and so we
have

dφ1
X ◦ edβ1(μ!Lπ)ξ = (μ!Lπ)φ1

X(ξ), ∀ ξ ∈ U.

Note that Ker(dμ) ⊂ μ!Lπ. Using the definition of τ , we obtain

Ker(dτ)ξ = (dφ−1
X )(Ker(dμ)φ1

X(ξ)) ⊂ (dφ−1
X )

(
(μ!Lπ)φ1

X(ξ)

)
= edβ1(μ!Lπ)ξ,

for all ξ ∈ U . Also, when t = 1, we find that

dβ1 = d

∫ 1

0
(φε

X)∗θL dε =

∫ 1

0
(φε

X)∗dθL dε

= −
∫ 1

0
(φε

X)∗ωcan dε = −ω.

We conclude that

eω(Ker(dτ)ξ), Ker(dμ)ξ ⊂ (μ!Lπ)ξ, ∀ ξ ∈ U.

Since μ!Lπ is a Dirac structure, it follows that ω(u, v) = 0 for all u ∈
Ker(dτ)ξ and v ∈ Ker(dμ)ξ. Thus,

Ker(dτ)ξ ⊂ Ker(dμ)⊥ω
ξ ∀ ξ ∈ U.

Since these vector spaces have the same dimension, we obtain (11.15). This
concludes the proof. �
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Problems

11.1. Let (M,π) be a Poisson manifold, and let E →M be a vector bundle.

(a) Given an ordinary connection ∇ on E show that the associated con-
travariant connection ∇α := ∇π�(α) satisfies

(11.16) π�(ξ) = 0 =⇒ ∇ξ = 0.

(b) If (M,π) is a regular Poisson manifold, show that any contravariant
connection satisfying (11.16) arises from a usual connection, as in (a).

(c) Show that (b) may fail without the regularity condition.
(Hint: Take M = R2.)

(d) Show that if a contravariant connection ∇ satisfies (11.16), then for each

symplectic leaf i : S ↪→ (M,π) there is a unique ordinary connection ∇S

on the pullback bundle i∗E → S such that

i∗(∇αs) = ∇
S
π�(α)(i

∗s) (α ∈ Ω1(M), s ∈ Γ(E)).

11.2. Let (M,π) be a Poisson manifold, and let E →M be a vector bundle.
Show that contravariant connections can be glued using partitions of unity:
if {σi}i∈I is a locally finite partition of unity subordinate to an open cover

{Ui}i∈I and the ∇(i) are contravariant connections on E|Ui , then

∇ :=
∑
i∈I

σi∇(i)

is a contravariant connection on E.

11.3. Show that every Poisson manifold (M,π) admits a contravariant con-
nection ∇ compatible with π, i.e., such that

∇απ = 0, ∀α ∈ Ω1(M).

11.4. Let (M,π) be a Poisson manifold, and let g be a Riemannian metric.
Show that there exists a unique torsion-free contravariant connection on
(M,π) compatible with g, i.e., such that

∇αg = 0, ∀α ∈ Ω1(M).

11.5. Let (E,∇) be a flat contravariant vector bundle over (M,π). For
any base point x ∈M , show that Ex is a representation of the isotropy Lie

algebra gx := Kerπ�
x

ρ : gx → gl(Ex), ξ �→ ∇ξ.

(Hint: You should check first that ρ is well-defined.)
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11.6. Let (M,π) be a Poisson manifold with a volume form μ, and let Xμ

be the corresponding modular vector field.

(a) For H ∈ C∞(M) and x ∈ M such that the flow line of XH starting at
x is defined up to t = 1, consider the cotangent path

a : [0, 1]→ T ∗M, a(t) := (dH)γ(t), where γ(t) := φt
XH

(x),

and consider the path of top forms over γ

c : [0, 1]→
top∧

T ∗M, c(t) :=
(
φ−t
XH

)∗
(μx) ∈

top∧
T ∗
γ(t)M.

Show that c is parallel along a for the canonical flat contravariant con-
nection on

∧top T ∗M from Example 11.7; i.e., Dac = 0.

(b) For H ∈ C∞(M) such that XH is complete, prove the following formula
for the Jacobian determinant relative to μ of its flow:(

φ1
XH

)∗
μ = exp

(∫ 1

0
LXμ(H) ◦ φt

XH
dt
)
· μ.

(Hint: Use Proposition 11.23.)

11.7. Let (M,π) be a Poisson manifold. Extend the Lie derivative operator
along a 1-form α ∈ Ω1(M) from multivector fields to differential forms (see
Problem 2.13) by requiring that

Lπ�(α)〈ϑ, β〉 = 〈Lαϑ, β〉+ 〈ϑ,Lαβ〉 (ϑ ∈ Xk(M), β ∈ Ωk(M)).

Show that Lα is the only linear operator on Ω•(M) that satisfies

Lαf = Lπ�αf, Lαβ = [α, β]π,

Lα(β1 ∧ β2) = Lαβ1 ∧ β2 + β1 ∧Lαβ2,

for all f ∈ C∞(M), β ∈ Ω1(M), and β1, β2 ∈ Ω•(M).

Moreover, for top degree forms, show that the Lie derivative coincides
with the canonical flat contravariant connection on

∧top T ∗M , introduced
in Example 11.7:

∇αμ = Lαμ, μ ∈ Ωtop(M).

11.8. Given a Lie algebroid (A→M, [·, ·]A, ρ) and a vector bundle E →M
one defines an A-connection on E to be an R-bilinear operator

Γ(A)× Γ(E)→ Γ(E), (α, s) �→ ∇αs,

satisfying

∇fαs = f∇αs, ∇α(fs) = f∇αs+ Lρ(α)(f)s.
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There are obvious definitions of curvature and torsion (the latter for A-
connections on E = A). Also, an A-path (see Problem 10.1) is a path
a : [0, 1]→ A with base path γa : [0, 1]→M such that

ρ(a(t)) =
dγa
dt

(t).

(a) Define parallel transport along A-paths. When A = T ∗M for a Poisson
manifold (M,π), or A = TM for any manifold, you should recover the
definitions you already know!

(b) Let (M,π) be a Poisson manifold, let S be a symplectic leaf, and let
(T ∗

SM, [·, ·]T ∗
SM

, π�) be the restricted cotangent algebroid. In Remark
11.29, we have introduced the following “Bott-type action” of T ∗

SM on
the conormal bundle ν∗(S) = (TS)◦:

Γ(T ∗
SM)× Γ(ν∗(S))→ Γ(ν∗(S)), ∇αs := [α, s]T ∗

SM
.

Show that this is indeed a flat T ∗
SM -connection.

(c) Show that if S is a regular leaf, then the parallel transport for the
connection defined in (b) coincides with linear Poisson holonomy —
therefore extending linear Poisson holonomy to nonregular leaves.

11.9. Let (M,π) be a Poisson manifold, and let ∇ be a contravariant con-
nection on (M,π). Define the exponential map exp∇ : T ∗M →M by

exp∇(a) := prM (φ1
X(a)),

where X is the geodesic spray of the connection ∇. Show the following:

(a) exp∇ is defined on a neighborhood of the zero section.

(b) For any x ∈M , the differential at 0x of the exponential map restricted
to the cotangent space exp∇ |T ∗

xM is given by

d0x exp∇ |T ∗
xM = π�

x.

(c) exp∇ yields a submersion from a neighborhood of 0x in T ∗
xM onto a

neighborhood of x in the symplectic leaf S containing x.
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Notes and References
for Part 3

Poisson cohomology was introduced by André Lichnerowicz in his seminal
paper [109] and so it is sometimes called Lichnerowicz-Poisson cohomology.
He found Poisson cohomology by looking at local versions of the Chevalley-
Eilenberg complex of the Lie algebra (C∞(M), {·, ·}), and [109] includes
comparisons of these cohomology groups. Various versions (formal, ana-
lytic, smooth) of Poisson cohomology were used early on in connection with
the linearization problem, although not always in complete explicit form —
see, e.g., [34,35,147]. The first nontrivial computations of Poisson coho-
mology are due to Vaisman [139,141] and Vorobjev and Karasev [143,144],
who introduced the spectral sequence and the Mayer-Vietoris sequence for
Poisson cohomology, and to Ginzburg and Weinstein [80] who calculated
the Poisson cohomology of duals of compact Poisson-Lie groups and, in par-
ticular, of linear Poisson structures associated to compact Lie algebras. The
techniques developed in [80] influenced many other works and also inspired
our discussion on linearization of Poisson structures in Chapter 9. The idea
of using Euler-like vector fields in linearization problems is an old one —
see, e.g., [85] — and was developed into a systematic method recently by
Bursztyn, Lima, and Meinrenken [25]. Note that there are also linearization
results not directly using Poisson cohomology, most notably the results on
the Ginzburg-Weinstein map by Alekseev and Meinrenken [5,7] and the ear-
lier results by Dufour [58] inspired by techniques from dynamical systems.

As we have pointed out, in general, finding the full Poisson cohomol-
ogy ring of a Poisson manifold is a very hard problem, and only very few
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examples have been worked out, mostly in low dimensions — see the mono-
graph by Dufour and Zung [59] for an account. Poisson homology (in the
sense of Problem 9.13) appears in Koszul [104] and Brylinski [19], but even
fewer computations and applications are known. There is also a version of
equivariant Poisson cohomology in the presence of a group action, which was
introduced and studied by Ginzburg [75,76]. The modular class of a Poisson
manifold was introduced by Koszul in [104] and its geometric interpretation
is due to Weinstein [155] — see also [63]. The much more amenable Poisson
cohomology relative to a symplectic leaf was introduced by Ginzburg and
Lu in [79]. It was also studied by Itskov, Karasev, and Vorobjev [93] and
explored in depth to understand the stability of symplectic leaves in [43].

The fact that a Poisson structure determines a Lie algebroid structure
on its cotangent bundle was first observed by Coste, Dazord, and Weinstein
in [37,152]. This is the first sign of a deep, far-reaching, relationship be-
tween Poisson manifolds and symplectic groupoids, to be studied in Part
4. The identification between Poisson cohomology and Lie algebroid coho-
mology was pointed out by Huebschmann in [92] and then further explored
by Xu [160] to study the Poisson cohomology of regular Poisson structures.
Many properties of Poisson cohomology where established exploring this
connection — see, e.g., [40,63,79,157,158].

The notion of cotangent path appeared first in the work of Ginzburg
and Golubev [78] to define the linear holonomy of a symplectic leaf of a
Poisson manifold. However, they lacked the more subtle notion of cotangent
homotopy, which was first introduced in [41, 42] in connection with the
integrability problem for Poisson manifolds, to be studied in Part 4. The
Poisson homotopy groups also appeared first in [42]. Their central role in
understanding global properties of Poisson manifolds became clear in the
last 15 years — see, e.g., [46,47,49]. The notion of variation of symplectic
area was independently discovered by Xu in [160] and Alcalde Cuesta and
Hector in [2]. Its relevance for the smoothness of the Poisson homotopy
groups was pointed out early on by Weinstein in [151] and plays a central
role in [42]. The Poisson homology groups of Chapter 10 were introduced
in [36]. Chapter 10 includes several new concepts and results such as the
notion of cotangent maps and contravariant Stokes’s Theorem, which we
have included mostly for pedagogical reasons.

Contravariant connections appeared in the form of contravariant deriva-
tives in Vaisman [140] and were used for constructing a prequantization of
a Poisson manifold. Flat contravariant connections (also called representa-
tions) on line bundles and their characteristic classes were studied by Evens,
Lu, and Weinstein in [63]. The holonomy of a flat connection is defined and
studied by Ginzburg and Golubev in [78], where Theorem 11.28 is stated
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and proved. A vector bundle with a flat contravariant connection is called a
Poisson vector bundle by Ginzburg in [77], where he studies the semiring of
isomorphism classes of Poisson vector bundles of a fixed Poisson manifold,
i.e., its Poisson K-theory. A systematic study of contravariant connections,
their torsion and curvature, parallel transport along cotangent paths, etc.,
can be found in [65, 66]. Invariance under cotangent path-homotopy was
studied in [41,42]. Contravariant connections show up naturally in different
contexts — such as deformation quantization [20] — and have now became
a basic tool in the study of global properties of Poisson manifolds.

The existence of symplectic realizations for any Poisson manifold ap-
peared in Karasev [94] and Coste, Dazord, and Weinstein [37]. Their proofs
establish first a local uniqueness result and then a gluing argument to ob-
tain a global realization. The simple formula given here has its origin in
the path-space approach to the symplectic groupoid [32, 42] and first ap-
peared explicitly in [48], where it was proven using the ideas of contravariant
geometry. The proof presented here, using Dirac geometry, is inspired by
[72].
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Symplectic Groupoids
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Since a Poisson bracket makes the algebra of smooth functions into a
Lie algebra, it is natural to wonder if there is a Lie group integrating this
Lie algebra. The theory of infinite-dimensional Lie algebras and Lie groups
poses considerable challenges. However, in our case there is a more sim-
ple, yet extremely profitable, approach: instead of the Poisson bracket on
functions we can consider the associated cotangent Lie algebroid and look
for a finite-dimensional groupoid integrating it. This groupoid turns out to
have a natural symplectic structure. In this last part, we will study how to
construct the symplectic groupoid of a Poisson manifold and we will explore
the consequences of the groupoid point of view.
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Chapter 12

Complete Symplectic
Realizations

Complete symplectic realizations turn out to play a major role since they
provide a bridge between Poisson manifolds and their symplectic groupoids.

Definition 12.1. A symplectic realization μ : (S, ω) → (M,π) is
called complete if for any complete Hamiltonian vector field XH ∈
X(M) the Hamiltonian vector field XH◦μ ∈ X(S) is also complete.

It is not difficult to see that, for symplectic realizations, one has

S is compact =⇒ μ is proper =⇒ μ is complete.

Note that the notion of complete Poisson map makes sense for maps
between any two Poisson manifolds. This generalizes the notion of a com-
plete Poisson submanifold. The implications above, and in fact many of the
results of this chapter, can be adapted to general Poisson maps.

In this chapter, after discussing the infinitesimal action associated to any
symplectic realization, we look at examples of complete symplectic realiza-
tions for several classes of Poisson manifolds. As we look deeper into these
examples, we will slowly unveil the structure of the symplectic groupoid. In-
spired by these examples, we then come back to general complete symplectic
realizations and clarify the connection with the Poisson homotopy groupoid.

283
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12.1. The infinitesimal action

Consider a symplectic realization

μ : (S, ω)→ (M,π).

By Libermann’s Theorem, we have two foliations on S:

• the vertical foliation with tangent distribution Ker dμ,

• the orbit foliation with tangent distribution (Ker dμ)⊥ω .

The name orbit foliation is due to the fact that it arises from an “action”

Definition 12.2. The infinitesimal action associated with a sym-
plectic realization μ : (S, ω)→ (M,π) is the bundle map

a : μ∗T ∗M → TS

defined by requiring

ia(α)ω = μ∗α, ∀α ∈ T ∗M.

The infinitesimal action can be thought of as follows:

- pointwise, as a linear map ap : T
∗
μ(p)M → TpS for each p ∈ S,

- at the level of sections, as a map a : Ω1(M)→ X(S).

There are several reasons for using the name infinitesimal action. A first
reason is that at the level of sections a is a Lie algebra map. This and the
main properties of a are listed in the following:

Proposition 12.3. Let μ : (S, ω) → (M,π) be a symplectic realization.
Then a : Ω1(M)→ X(S) is a Lie algebra map

a([α, β]π) = [a(α),a(β)], ∀α, β ∈ Ω1(M).

Moreover, for each p ∈ S, the action ap has the following properties:

(i) It lifts the map π�; i.e., the following diagram commutes:

TpS

dμ

��
T ∗
μ(p)M

ap

������������

π�

�� Tμ(p)M

(ii) It is pointwise free; i.e., ap : T
∗
μ(p)M → TpS is injective.

(iii) Its image is precisely the orbit foliation: Im(ap) = (Ker dpμ)
⊥ω .

(iv) Its restriction to the isotropy Lie algebra is a linear isomorphism

ap : gμ(p)
∼−→ (Ker dpμ) ∩ (Ker dpμ)

⊥ω .
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Proof. Item (i) follows because μ is a Poisson map, and so by the definition
of ap we have a commutative diagram

T ∗
pS

(ω�)−1

�� TpS

dpμ

��
T ∗
μ(p)M

(dpμ)∗
��

ap

���
�

�
�

�

π�

�� Tμ(p)M

This also shows that ap factors as the composition of an injective map and
an isomorphism, so it is injective and (ii) follows. For (iii) observe that the
image of ap is given by

Im(ap) = (ω�)−1((Ker dpμ)
◦) = (Ker dpμ)

⊥ω .

Since gμ(p) = Kerπ�
μ(p)

, the diagram gives ap(gμ(p)) = Ker dpμ ∩ Im(ap),

and then (iv) follows from (iii).

To see the a is a Lie algebra homomorphism, one first notes that

a(fα) = (f ◦ μ)a(α), ∀ f ∈ C∞(M), α ∈ Ω1(M).

Using this, the Leibniz identity, and (i), the difference a([α, β]π) − [a(α),
a(β)] is C∞(M)-bilinear. So it is enough to check the identity on exact 1-
forms. But for these one has a(df) = Xμ∗(f) and so, if α = df and β = dg,
then the equation becomes

Xμ∗({f,g}) = [Xμ∗(f), Xμ∗(g)],

which holds since μ is a Poisson map. �

We will see later how completeness of the symplectic realization can be
seen as completeness of the infinitesimal action — similar to the case of Lie
algebra actions recalled in Appendix A. An indication of this phenomenon
is provided by the following:

Corollary 12.4. Let μ : (S, ω) → (M,π) be a complete symplectic realiza-
tion, and let x ∈ M . Then the corresponding infinitesimal action restricts
to a complete action of the isotropy Lie algebra at x on the fiber of μ above
x:

a : gx → X(μ−1(x)).

In particular, it integrates to a group action of Π(gx) on μ−1(x) where Π(gx)
is the 1-connected Lie group with Lie algebra gx.

Proof. Write v ∈ gx as dxH with H compactly supported. Then a|gx :
gx → X(μ−1(x)) sends v to XH◦μ|μ−1(x), which is complete by assumption.
The action integrates to one of the Lie group Π(gx) — see Proposition
A.3. �
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Property (iii) shows that the leaves of the orbit foliation can be thought
of as the orbits of the infinitesimal action and will therefore be called orbits.
The compatibility with the brackets immediately gives:

Corollary 12.5. The fiberwise inverse of the infinitesimal action induces a
Lie algebroid map

Ψ : Im(a) = (Ker dμ)⊥ω → T ∗M, Ψ(v) := a−1(v).

Hence, for any orbit Op ⊂ S of the action, Ψ restricts to a cotangent map

(12.1) Ψp : TOp → T ∗M.

We also deduce that the orbits of the infinitesimal action are related to
the symplectic leaves as follows:

Proposition 12.6. Let μ : (S, ω)→ (M,π) be a symplectic realization. Let
Op be the orbit of the action through p ∈ S. Then μ maps Op to the sym-
plectic leaf Sμ(p) through μ(p) ∈M and μ|Op : Op → Sμ(p) is a submersion.

Moreover, we have the following diagram:

(S, ω)

Op
� �

i
������������

μOp ����
���

���
� i∗ω = μ∗

Op
ωSμ(p)

.

(Sμ(p), ωSμ(p)
)

Proof. Corollary 12.5 implies the first part. The second part follows be-
cause the Poisson condition gives

ω(a(α),a(β)) = −π(α, β) = ωSμ(p)
(π�(α), π�(β)). �

12.2. Case study: Linear Poisson structures

We start by looking at general symplectic realizations of a linear Poisson
structure πg. It was mentioned already in Example 1.35 that moment maps
for g-Hamiltonian spaces correspond to Poisson maps (S, ω)→ (g∗, πg). We
will now complete that discussion.

Consider a symplectic realization

μ : (S, ω)→ (g∗, πg).

The associated infinitesimal action a : Ω1(g∗)→ X(S) restricts to an infin-
itesimal g-action a : g → X(S) by interpreting elements in g as constant
1-forms. We recover the Lie algebra action from Example 1.35. Notice that
the fact that this is a Lie algebra action follows from Proposition 12.3. On
the other hand, the moment map condition amounts to the definition of the
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action a : Ω1(g∗)→ X(S) and we have the following:

Proposition 12.7. Let g be a Lie algebra. There is a 1-to-1 correspondence⎧⎪⎨⎪⎩
symplectic realizations
μ : (S, ω)→ (U, πg|U )
with U ⊂ g∗ open

⎫⎪⎬⎪⎭ ←̃→
⎧⎪⎨⎪⎩
infinitesimally free
g-Hamiltonian
spaces (S, ω)

⎫⎪⎬⎪⎭ .

Moreover, μ is a complete realization if and only if the infinitesimal action
of g comes from an action of the 1-connected Lie group G integrating g. In
particular, one obtains a 1-to-1 correspondence⎧⎪⎨⎪⎩

complete symplectic realizations
μ : (S, ω)→ (U, πg|U )

with U ⊂ g∗ open G-invariant

⎫⎪⎬⎪⎭ ←̃→
⎧⎪⎨⎪⎩

locally free
G-Hamiltonian
spaces (S, ω)

⎫⎪⎬⎪⎭ .

Proof. For the first 1-to-1 correspondence we already observed that by
Proposition 12.3 a symplectic realization yields a Lie algebra action and
this action is infinitesimally free since a is injective. The g-equivariance
also follows from (i) in Proposition 12.3. For the opposite direction, we ob-
serve that the moment map of a g-Hamiltonian action is a submersion iff
the Lie algebra action is infinitesimally free.

Assume now that μ : (S, ω) → (U, πg|U ) is a complete realization of an
open G-invariant subset U ⊂ g∗. Given v ∈ g, the evaluation evv : g∗ → R
yields a Hamiltonian vector field Xevv ∈ X(g∗), which coincides with the
coadjoint action ad∗v, and hence it is a complete vector field. It follows that

a(v) = Xμv = Xμ∗(evv)

is also complete. Therefore, a : g→ X(S) is a complete Lie algebra action,
so it integrates to a locally free G-action of the 1-connected Lie group G —
see Proposition A.3.

Conversely, if μ : (S, ω)→ g∗ is a locally free Hamiltonian G-space, then
a : g → X(S) is injective so the action is infinitesimally free and μ is a
submersion. It follows that its image is an open G-invariant subset U ⊂
g∗. We show now that the symplectic realization μ : (S, ω) → (U, πg|U ) is
complete. LetH ∈ C∞(U) be a smooth function with complete Hamiltonian
vector field. We show that for any p ∈ S the integral curve of XH◦μ starting
at p is defined on [0, 1]. Let x := μ(p) and denote

γ(t) := φt
XH

(x) : [0, 1]→ U and a(t) := dγ(t)H : [0, 1]→ T ∗
γ(t)g

∗ � g.

By Lemma 10.32, there exists a unique path g : [0, 1]→ G such that

d

dt
g(t) = dLg(t)(a(t)), g(0) = e.
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We claim that

γ(t) = Ad∗g(t)−1(x).

This follows from the calculation

d

dt
Ad∗g(t)(γ(t)) = Ad∗g(t)

(
− ad∗a(t) |γ(t) + γ̇(t)

)
= Ad∗g(t)

(
− π�

g|γ(t)(a(t)) +XH |γ(t)
)
= 0.

The result will now follow by showing that the integral curve of XH◦μ start-
ing at p is given by

γ̃(t) := g(t)−1 · p.
Since μ is G-equivariant, γ̃(t) covers γ(t). Its derivative is

d

dt
γ̃(t) =

d

ds

∣∣∣
s=t

(g(t)−1g(s))−1 · γ̃(t)

= aγ̃(t)(a(t))

= aγ̃(t)(dγ(t)H) = XH◦μ|γ̃(t).

This concludes the proof. �

Remark 12.8. Notice that the assumption about freeness of the g-action
is equivalent to the property that μ is a submersion. Omitting that assump-
tion, the first part of the proof establishes the 1-to-1 correspondence stated
in Example 1.35.

As a summary of this case study, keep in mind that any complete sym-
plectic realization of (g∗, πg) comes with a Lie group action

G (S, ω)�
μ

��
(g∗, πg)

12.3. Case study: The zero Poisson structure

We look at an arbitrary manifoldM endowed with the zero Poisson structure
π ≡ 0. We already know that it admits the canonical symplectic realization
pr : (T ∗M,ωcan)→ (M, 0), and we now look at more general ones.

Consider an arbitrary symplectic realization μ : (S, ω) → (M, 0). Items
(iii) and (iv) of Proposition 12.3 imply that the infinitesimal action satisfies

Im(ap) = (Ker dpμ)
⊥ω ⊂ Ker dpμ.

So the fibers of μ are coisotropic submanifolds. The converse also holds.
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Proposition 12.9. A symplectic realization μ : (S, ω)→ (M, 0) is the same
thing as a surjective submersion μ : (S, ω) → M with coisotropic fibers. In
particular, if dimS = 2dimM , μ is a symplectic realization if and only if
its fibers are Lagrangian submanifolds.

Proof. We already know that one implication holds. For the other one we
can invoke, e.g., Libermann’s Theorem. �

For each point x ∈M , the infinitesimal action restricts to a linear map

(12.2) a : T ∗
xM → X(μ−1(x)).

Again Proposition 12.3 shows that this map is a Lie algebra action of the
abelian Lie algebra T ∗

xM on the fiber μ−1(x). Completeness amounts to
integrability of this action.

Proposition 12.10. A symplectic realization μ : (S, ω) → (M, 0) is com-
plete if and only if for each x ∈ M the Lie algebra action (12.2) integrates
to an action of the abelian group (T ∗

xM,+) on the fiber μ−1(x).

Proof. The symplectic realization is complete if and only if all the vector
fields Xf◦μ = a(df), with f ∈ C∞(M), are complete. Since these vector
fields are vertical, this is equivalent to the vector fields a(ξ) ∈ X(μ−1(x))
being complete, for all x ∈ M and ξ ∈ T ∗

xM . By Proposition A.3, this is
equivalent to the Lie algebra actions (12.2) integrating to Lie group actions.

�

Example 12.11. For the symplectic realization μ : (T ∗M,ωcan)→ (M, 0),
the associated infinitesimal action is given by

aβ(α) = −α (α, β ∈ TxM).

The minus sign is due to our convention for the canonical symplectic form:
ωcan = −dθL. Therefore, this realization is complete and, by our convention
(A.6) for differentiating actions, the resulting group action is given by

(T ∗
xM,+)× T ∗

xM → T ∗
xM, α · β = α+ β.

Summarizing this case study, note that the actions from the proposition
fit together into a global “action” of the bundle of abelian groups T ∗M :

T ∗M

���
��

��
��

� (S, ω)�
μ

��
(M, 0)
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12.4. Case study: Nondegenerate Poisson structures

Next, we consider the other extreme case, when (M,π) is nondegenerate;
hence π is obtained by inverting a symplectic form ω ∈ Ω2(M). Of course,
the identity map Id : M → M is a symplectic realization, and so is any
surjective local diffeomorphism μ : S → M with the pullback symplectic
form μ∗ω. These are not necessarily complete, and in fact we have:

Proposition 12.12. If M is a nondegenerate Poisson manifold and μ :
S →M is a symplectic realization with dimS = dimM , then

μ is complete ⇐⇒ μ is a covering map.

This will soon become clear. Note that other symplectic realizations can
be obtained by taking products of (M,ω) with another symplectic manifold.

Let us look at the geometry of an arbitrary symplectic realization of a
nondegenerate Poisson structure

(12.3) μ : (S, ω)→ (M,π).

By Proposition 12.3, the image of the action Im(a) = (Ker dμ)⊥ω is an
Ehresmann connection for μ : S → M , i.e., a complement to the vertical
distribution

(12.4) TS = Ker dμ⊕ (Ker dμ)⊥ω .

By Libermann’s Theorem, this connection is flat ; i.e., (Ker dμ)⊥ω ⊂ TS is
an involutive distribution. The infinitesimal action can be reinterpreted as
the horizontal lift with respect to this Ehresmann connection

Horp : Tμ(p)M → TpS, Horp(π
�ξ) = a(ξ).

An Ehresmann connection allows one to lift paths from M to S. Given

γ : [0, 1]→M

and a point p ∈ μ−1(γ(0)) there is a unique horizontal path γ̃ p starting at
p and covering γ; i.e.,

γ̃ p : I → S, such that

{
dγ̃ p

dt (t) = Horγ̃ p(t)

(
γ̇(t)

)
,

γ̃ p(0) = p,

where, in general, 0 ∈ I ⊂ [0, 1] is a small interval. The Ehresmann
connection is called complete if for every curve γ : [0, 1] → M and any
p ∈ μ−1(γ(0)) the horizontal lift γ̃ p is defined on the whole interval [0, 1].
The following is a particular case of Theorem 12.22, which we will see later:

Proposition 12.13. A symplectic realization μ : (S, ω) → (M,π) of a
nondegenerate Poisson manifold is complete if and only if the Ehresmann
connection (Ker dμ)⊥ω is complete.
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For a complete Ehresmann connection, given any path γ with γ(0) = x0
and γ(1) = x1 we have a parallel transport map

τγ : μ−1(x0)→ μ−1(x1), p �→ γ̃ p(1).

Smoothness of this map follows from standard results on smooth dependence
on the parameters of solutions of ODEs. This map is actually a diffeomor-
phism because, if γ̄(t) = γ(1− t) denotes the reverse path, we find

τγ̄ ◦ τγ = Idμ−1(x0), τγ ◦ τγ̄ = Idμ−1(x1).

Also, if a smooth path is the concatenation of two paths, parallel transport
is transformed into composition of parallel transports:

τδ◦γ = τδ ◦ τγ .

Even more, since the connection is flat, it follows that path-homotopic paths
induce the same parallel transport:

γ0 ∼ γ1 =⇒ τγ0 = τγ1 .

If you are not familiar with these properties, the proofs are similar to the
ones given in Section 12.5 for parallel transport along cotangent paths —
however, our discussion there does not depend on these results.

The decomposition (12.4) also implies that the two complementary foli-
ations are symplectic; i.e., the fibers of μ and the orbits of the infinitesimal
actiona are symplectic submanifolds. Moreover, the parallel transport is by
symplectomorphisms. Therefore, under mild topological conditions on M ,
the geometry of complete symplectic realizations can be made completely
explicit:

Proposition 12.14. Let (M,π) be a nondegenerate, 1-connected Poisson
manifold. Then any complete symplectic realization μ : (S, ω) → (M,π) is
isomorphic to a product; i.e., there exists a symplectomorphism

Φ : (S, ω) ∼−→ (M,π)× (F, ωF )

under which μ becomes the projection.

Proof. Fix x0 ∈M , and set F = μ−1(x0) and ωF := ω|F . Define

Φ : S →M × F, Φ(p) = (μ(p), τγ(p)),

where γ is any path in M starting at μ(p) and ending at x0. Since M is
1-connected, this is well-defined. We leave it as an exercise to check that
this is the desired symplectomorphism. �

Exercise 12.15. Modify the previous proof to deduce Proposition 12.12.
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To summarize this discussion in a manner similar to the previous two
case studies, we rephrase it as follows. First of all, for any two points
x, y ∈ M , we consider path-homotopy classes of paths starting at x and
ending at y:

Π(M, y, x) :=
paths in M from x to y

path-homotopy
.

Concatenation of paths induces a group-like multiplication

Π(M, z, y)×Π(M, y, x)→ Π(M, z, x),

([δ], [γ]) �→ [δ] ◦ [γ] := [δ ◦ γ].

All these together form the so-called homotopy groupoid of M

Π(M) :=
paths in M

path-homotopy s
��

t �� M

where the maps s (for “source”) and t (for “target”) give the initial and the
end points of a path:

s : Π(M)→M, [γ] �→ γ(0),

t : Π(M)→M, [γ] �→ γ(1).

The multiplication [δ] ◦ [γ] is defined only when s([δ]) = t([γ]).

Now, the previous discussion concerning parallel transport yields an ac-
tion of Π(M) on S along the μ-fibers. For any x, y ∈M , one sets

Π(M, y, x)× μ−1(x)→ μ−1(y), ([γ], p) �→ [γ] · p := τγ(p),

and these satisfy the following action-like properties:

(i) The class of the constant path γ(t) ≡ x acts as an identity:

[x] · p = p, ∀ p ∈ μ−1(x).

(ii) Whenever [δ], [γ] ∈ Π(M) are composable one has

([δ] ◦ [γ]) · p = [δ] · ([γ] · p).
In the next chapter we will discuss groupoids in depth and this will be
referred to as an action of Π(M) ⇒ M on the map μ : S →M .

Therefore, summarizing this discussion, any complete symplectic realiza-
tion of a nondegenerate Poisson manifold carries a canonical action of the
homotopy groupoid:

Π(M)

���
��

��
��

�

���
��

��
��

�
(S, ω)�

μ

��
(M,π)
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12.5. Completeness

Note that item (i) in Proposition 12.3 yields the commutative diagram

μ∗T ∗M

��

a �� TS

dμ
��

T ∗M
π�

�� TM

This suggests that one should think of the infinitesimal action as a “hori-
zontal lift” of covectors in M to tangent vectors in S. Pursuing this point
of view, one is led to an operation of “horizontal lift” of cotangent paths.
We formalize this as follows:

Definition 12.16. Let μ : (S, ω) → (M,π) be a symplectic realiza-
tion. A lift of a cotangent path a : I → T ∗M to S is any path
γ̃a : I → S, such that

dγ̃a
dt

(t) = aγ̃a(t)(a(t)), ∀ t ∈ I.

Equivalently, by the definition of the infinitesimal action, the equation
for the lift can be written as

i dγ̃a
dt

ω = (dγ̃aμ)
∗a.

Exercise 12.17. Show that a path γ̃ : I → S is a lift of some (necessarily
unique!) cotangent path a : I → T ∗M if and only if

dγ̃

dt
(t) ∈ (Ker dμ)⊥ω , ∀ t ∈ I.

As for classical Ehresmann connections, we have:

Proposition 12.18. Let μ : (S, ω) → (M,π) be a symplectic realization.
Given a cotangent path a : [0, 1]→ T ∗M and an initial point p ∈ μ−1(γa(0)),
there exists a unique maximal lift γ̃ p

a : I → S of a starting at p, which is
defined on some interval 0 ∈ I ⊂ [0, 1].

Proof. By Lemma 10.3, there exists a smooth family of functions {Ht}t∈[0,1]
such that a(t) = dHt|γa(t) and γa(t) is an integral curve of XHt ; i.e., γa(t) =

φt
XH

(γa(0)). Let γ̃ p
a (t) = φt

XH◦μ
(p) : I → S be the maximal integral curve

of the time-dependent Hamiltonian vector field XHt◦μ starting at p. Since
XHt◦μ projects to XHt , it follows that μ ◦ γ̃

p
a (t) = γa(t). We have that γ̃ p

a is
a lift of a:

dγ̃ p
a

dt
(t) = XHt◦μ|γ̃ p

a (t) = aγ̃ p
a (t)(dHt|γa(t)) = aγ̃ p

a (t)(a(t)).
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These equations, read in a different order, reveal that any lift γ̃ : J → S
of a is an integral curve of XHt◦μ:

dγ̃

dt
(t) = aγ̃(t)(a(t)) = aγ̃(t)(dHt|γa(t)) = XHt◦μ|γ̃(t).

So the uniqueness of the maximal lift follows from the corresponding prop-
erty of integral curves of time-dependent vector fields. �
Exercise 12.19. If a : [0, 1]→ S is a cotangent path, show that the pullback
bundle γ∗aS → [0, 1] has an induced Ehresman connection and that the lifts of
a can be interpreted as the parallel transport with respect to this connection
— see Exercise 11.15 for the linear version.

It is hard not to notice the striking similarity between the operations
of lifting of cotangent paths for a symplectic realization, from the previous
proposition, and the lifting of ordinary paths for an Ehresmann connection,
discussed in the last case study. These are indeed instances of a very general
notion of lifting operation for nonlinear connections on Lie algebroids, as we
explain in the following remark.

Remark 12.20 (Nonlinear connections). Let (A, [·, ·]A, ρ) be a Lie alge-
broid, and let p : P → M be a surjective submersion. A nonlinear A-
connection on P is a vector bundle map covering IdP ,

hP : p∗A ≡ A×M P → TP,

that makes the following diagram commute:

(12.5)

p∗A

pr

��

hP �� TP

dp
��

A
ρ

�� TM

Given a nonlinear A-connection hP , let a : [0, 1]→ A be an A-path with
base path γa : [0, 1] → M — see Problem 10.1. For a point x ∈ Pγa(0), one
defines the horizontal lift γ̃ x

a : [0, ε) → P to be the unique path over γa
that satisfies the ODE { dγ̃ x

a
dt (t) = hP (a(t), γ̃

x
a (t)),

γ̃ x
a (0) = x.

One calls hP a complete nonlinear A-connection if the horizontal lifts of
any cotangent path are defined up to time 1. For a complete connection one
defines a parallel transport map between the fibers of p:

τa : Pγa(0) → Pγa(1), x �→ γ̃ x
a (1).

For example, if p : P → M is proper, then any nonlinear connection hP is
complete.
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With these notions at hand, one can explain the similarity between the
operations of lifts of paths and cotangent paths. These lifting operations
are obtained by considering the appropriate Lie algebroids:

(i) When A = TM with ρ = Id it follows from the diagram (12.5)
that a nonlinear connection is completely determined by its image,
which is a distribution complementary to the vertical distribution
Ker dp. So for A = TM , nonlinear connections are the same as
Ehresmann connections.

(ii) When A = T ∗M is the contangent algebroid of a Poisson manifold
(M,π), we have ρ = π�. In general, π� has kernel and a nonlinear
connection

hP : p∗T ∗M → TP

is not anymore determined by its image. In this case, we call hP a
contravariant nonlinear connection.

(iii) Any symplectic realization μ : (S, ω)→ (M,π) comes with a canon-
ical contravariant nonlinear connection, namely the infinitesimal
action

hS = a : μ∗T ∗M → TS.

You may also wonder about the name nonlinear connection. This is
explained in the following exercise.

Exercise 12.21. Assume that P = E is a vector bundle p : E →M . Then
note that both vertical arrows in (12.5) are naturally vector bundles — e.g.,
fiber addition on dp : TE → TM is obtained by differentiating that on
p : E → M . An A-connection hE is called linear if hE is a vector bundle
map for these vector bundle structures. Show the following:

(a) A linear connection hE is always complete.

(b) Parallel transport τa is a linear isomorphism.

For an A-path a : [0, 1]→ A and a path c : [0, 1]→ E above γa : [0, 1]→M
one defines

Dac(t) := lim
h→0

1

h

(
(τ t,t+h

a )−1c(t+ h)− c(t)
)
,

where τ t,t+h
a denotes parallel transport along the restriction a|[t,t+h]. Show

that Da is the derivative along A-paths associated to a unique A-connection

∇ on E →M in the sense of Problem 11.8.

Completeness of symplectic realizations can be equivalently character-
ized in terms of the completeness of the corresponding nonlinear connection.

Theorem 12.22. A symplectic realization μ : (S, ω) → (M,π) is complete
if and only if, for every cotangent path a : [0, 1] → T ∗M and every initial
point p ∈ μ−1(γa(0)), the maximal lift γ̃ p

a is defined on [0, 1].
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Proof. Assume first that all maximal lifts are defined on [0, 1]. Consider a
function H ∈ C∞(M) with complete Hamiltonian vector field XH . Then for
each x ∈ M the flow of XH yields a cotangent path a(t) := dγ(t)H, where

γ(t) = φt
XH

(x). By the proof of Proposition 12.18, the lift γ̃ p
a : [0, 1]→ S of

a starting at p ∈ μ−1(x) is precisely the integral curve of XH◦μ starting at
p. Since lifts exist, XH◦μ is complete. So the realization is complete.

To prove the converse, i.e., that cotangent paths can be lifted, we start
by making a few remarks:

- It is enough to prove existence of lifts for all symplectic realizations
μ : (S, ω)→M satisfying the (apparently) weaker property

H ∈ C∞(M) compactly supported =⇒ XH◦μ is complete.

Moreover, if μ : S → M satisfies this property, then for any open
U ⊂M the restriction μ : μ−1(U)→ U still satisfies this property.

- It suffices to show that each point in M has a neighborhood U over
which cotangent paths can be lifted. Indeed, given any cotangent
path a : [0, 1]→ T ∗M , one can cover the base path γa with a finite
number of open sets Ui where lifts exist, and then the lifts of a over
each Ui glue smoothly to a lift of a defined on [0, 1].

Hence, we can replace M by the domain of a splitting chart

U = (L, πcan)× (X, πX), 0 ∈ L ⊂ R2n, 0 ∈ X ⊂ Rq,

where πX vanishes at 0. Here L ≡ L×{0} ↪→M is an embedded symplectic
leaf and the splitting allows us to identify the isotropy Lie algebras at all
points of L:

g := Kerπ�
y,0 (y ∈ L).

Restricting the infinitesimal action a, we obtain a Lie algebra action of g
on μ−1(0), which we denote by the same symbol:

a : g→ X(μ−1(0)), ap(ξ) := ap(0, ξ) (p ∈ μ−1(0), ξ ∈ g).

The splitting also gives a flat Ehresmann connection on μ−1(L) → L,
with horizontal lift defined by
(12.6)

Hor : μ∗(TL)→ Tμ−1(L), Horp(π
�
canα) := ap(α, 0) (α ∈ T ∗

μ(p)L).

By Proposition 12.3(i) this is an Ehresmann connection. It is flat because

both π�
can : Ω1(L) ∼−→ X(L) and a : Ω1(M) → X1(S) preserve the Lie

brackets — see Proposition 12.3 — and so does the map α �→ (α, 0).
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Next, we claim that there exists a trivialization Φ of μ over an open set
0 ∈ V ⊂ L,

V × μ−1(0)
Φ ��

prL ����
��

��
��

��
μ−1(V )

μ
����
��
��
��
�

V

which has the property that it trivializes the action, i.e., that satisfies for
all y ∈ V and p ∈ μ−1(V )

(12.7) d(y,p)Φ
(
π�
canα,ap(ξ)

)
= aΦ(y,p)(α, ξ) (α ∈ T ∗

yL, ξ ∈ g).

To see this, fix a convex neighborhood V ⊂ L of 0 ∈ L and for each y ∈ V
denote by Hy the unique linear function Hy on (L, πcan) whose Hamiltonian
flow sends 0 to y. We extend these functions to L × X to be constant in
the second variable. Using a bump function in L × X which equals 1 in a
neighborhood of V ×{0} we make all the Hy with compact support. Hence,
keeping the same notation, the vector fields XHy◦μ are complete and we can
define

(12.8) Φ : V × μ−1(0)→ μ−1(L), Φ(y, p) := φ1
XHy◦μ

(p).

Notice that the integral curves of XHy◦μ cover the integral curves of XHy so
Φ fits in the previous commutative diagram. Hence, Φ is a diffeomorphism
onto μ−1(V ) with inverse

Φ−1(q) = φ−1
XHy◦μ

(q), where y := μ(q).

We still need to show that Φ satisfies (12.7) for any (α, ξ):

- Assume ξ = 0: By definition (12.6) of the flat Ehresmann con-
nection, we have XHy◦μ = HorXHy in μ−1(V ). It follows that
Φ(V × {p}) is included in a leaf of the corresponding horizontal

foliation. Therefore d(y,p)Φ(π
�
canα, 0) is horizontal, and by (12.8)

this vector projects to π�
canα. We conclude that

d(y,p)Φ
(
π�
canα, 0

)
= HorΦ(y,p)(π

�
canα) = aΦ(y,p)(α, 0).

- Assume α = 0: Given ξ ∈ g, write ξ = d0f for some f ∈ C∞(X).
Extending f to L ×X as a constant function in the first variable,
we have {Hy, f} = 0, for all y ∈ L. Since μ is a Poisson map, the
vector fields XHy◦μ and Xf◦μ commute. This implies that the flow
of XHy◦μ preserves Xf◦μ = a(df), and so

d(y,p)Φ
(
0,ap(ξ)

)
= d(y,p)Φ

(
0,ap(d0f)

)
= aΦ(y,p)(0, d0f) = aΦ(y,p)(0, ξ).
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This shows that Φ has the desired properties. Note that, by assumption,
the action of g on μ−1(0) is complete (see Corollary 12.4). Therefore, by
Proposition A.3 it comes from a Lie group action G×μ−1(0)→ μ−1(0) of a
1-connected Lie group G with Lie algebra g.

We can now show that any cotangent path a : [0, 1] → T ∗
LM can be

lifted. We decompose the path according to the splitting

a(t) = (α(t), ξ(t)), where π�
canα(t) =

dγa
dt

(t), ξ : [0, 1]→ g.

By Lemma 10.32, there exists a unique path g : [0, 1]→ G such that

d

ds

∣∣∣
s=t

g(t)−1g(s) = ξ(t), g(0) = e.

We claim that for q ∈ μ−1(γa(0)) the lift of a at q is given by

γ̃ q
a (t) := Φ(γa(t), g(t)

−1 · p), where q = Φ(γa(0), p).

This follows by a computation. First of all,

d

dt
g(t)−1 · p =

d

ds

∣∣∣
s=t

(g(t)−1g(s))−1 · (g(t)−1 · p) = ag(t)−1·p(ξ(t)).

Then, using (12.7) we obtain that γ̃ q
a (t) is indeed the lift of a:

d

dt
Φ(γa(t), g(t)

−1 · p) = dΦ(γa(t),g(t)−1·p)Φ
(
π�
V α(t),ag(t)−1·pξ(t)

)
= aΦ(γa(t),g(t)−1·p)(α(t), ξ(t))

= aΦ(γa(t),g(t)−1·p)(a(t)).

Moreover, this shows that the lift is defined for all t ∈ [0, 1]. �

In the literature, complete symplectic realizations are defined in various
ways. We prove now that these different approaches are all equivalent:

Corollary 12.23. For a symplectic realization μ : (S, ω) → (M,π) the
completeness assumption is equivalent to any of the following conditions:

(i) {XHt}t∈[0,1] is complete ⇒ {XHt◦μ}t∈[0,1] is complete,

(ii) {XHt}t∈[0,1] is compactly supported ⇒ {XHt◦μ}t∈[0,1] is complete,

(iii) {π�αt}t∈[0,1] is complete ⇒ {a(αt)}t∈[0,1] is complete,

(iv) {π�αt}t∈[0,1] is compactly supported ⇒ {a(αt)}t∈[0,1] is complete,

where Ht ∈ C∞(M) denotes any smooth family of functions, αt ∈ C∞(M)
denotes any smooth family of 1-forms, and compactly supported time-depend-
ent vector fields are defined as in Section A.3.

Proof. Any compactly supported time-dependent vector field is complete
— see Proposition A.12. Therefore, (i) ⇒ (ii) and (iii) ⇒ (iv). By taking
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αt = dHt, we clearly also have that (iii) ⇒ (i) and (iv) ⇒ (ii). So, we are
left with proving the implications

(ii) =⇒ completeness =⇒ (iii).

Assume that (ii) holds, and we check the equivalent condition for com-
pleteness from Theorem 12.22. By Lemma 10.3, for any cotangent path
a : [0, 1] → T ∗M there exists a smooth family of functions {Ht}t∈[0,1],
all supported in the same compact set, such that a(t) = dHt|γa(t) and

γa(t) = φt
XH

(γa(0)). By (ii), XHt◦μ is a complete vector field, so its integral

curve γ̃ p
a (t) = φt

XH◦μ
(p) starting at p ∈ μ−1(γa(0)) exists for all t ∈ [0, 1].

By the proof of Proposition 12.18, this is precisely the lift of a starting at
p. We obtained completeness.

Assume now that the connection is complete. To check (iii), consider
a time-dependent section αt ∈ Ω1(M) such that π�αt is a complete vector
field. We need to show that for any p ∈ S the integral curve ofa(αt) starting
at p exists for all t ∈ [0, 1]. The integral curve γ(t) of π�αt starting at μ(p)
satisfies

d

dt
γ(t) = π�αt|γ(t).

Therefore, a(t) := αt|γ(t) : [0, 1] → T ∗M is a cotangent path. Since the
connection is complete, Theorem 12.22 implies that a(t) has a complete lift
γ̃ p
a : [0, 1]→ S that starts at p. Note that γ̃ p

a satisfies

d

dt
γ̃ p
a (t) = aγ̃ p

a (t)(αt),

and so it is the integral curve of a(αt) starting at p. Hence, (iii) holds. �

12.6. The Poisson homotopy groupoid

The previous section shows that, given a complete symplectic realization
μ : (S, ω)→ (M,π), any cotangent path a : [0, 1]→ T ∗M yields an operation
of parallel transport

τa : μ−1(γa(0))→ μ−1(γa(1)), p �→ γ̃ p
a (1).

Next, we show that parallel transport is invariant under cotangent path-
homotopy.

Theorem 12.24. Let μ : (S, ω)→ (M,π) be a complete symplectic realiza-
tion. Let a, b : [0, 1] → T ∗M be cotangent paths with γa(0) = γb(0) =: x,
and fix p ∈ μ−1(x). Let Op be the orbit of the infintesimal action through
p. Then a and b are cotangent path-homotopic if and only if their lifts
γ̃ p
a , γ̃

p
b : [0, 1]→ S are path-homotopic inside Op.
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Remark 12.25. The theorem gives a geometric interpretation of cotangent
path-homotopy on a Poisson manifold in terms of ordinary path-homotopy,
once one finds a complete symplectic realization. This raises the important
question of finding complete symplectic realizations — the symplectic real-
izations constructed in Theorem 11.43 are rarely complete. We will come
back to this problem in the next chapters.

Proof. We assume first that γ̃ p
a and γ̃ p

b are path-homotopic inside Op as in
the statement. Fix a path-homotopy H : [0, 1]× [0, 1]→ Op, so that

H(t, 0) = γ̃ p
a (t), H(t, 1) = γ̃ p

b (t), H(0, ·) = const0, H(1, ·) = const1.

Viewing dH : T ([0, 1]× [0, 1])→ TOp as a Lie algebroid map and composing
it with the map Ψp : TOp → T ∗M from (12.1), we obtain a cotangent map

Φ = Φ1 dt+Φ2 dε : T ([0, 1]× [0, 1])→ T ∗M.

The boundary conditions in Definition 10.18 hold because, for i ∈ {0, 1},

H(i, ·) = consti =⇒ dH

dε
(i, ε) = 0 =⇒ Φ2(i, ·) = 0

and

H(t, 0) = γ̃pa(t) =⇒ Φ1(t, 0) = Ψp

(
˙̃γpa(t)

)
= a(t),

H(t, 1) = γ̃pb (t) =⇒ Φ1(t, 1) = Ψp

(
˙̃γpb (t)

)
= b(t).

Therefore, Φ is a cotangent path-homotopy between a and b.

In order to prove the converse, let

Φ = Φ1 dt+Φ2 dε

be a cotangent path-homotopy between the cotangent paths a and b, cover-
ing a path-homotopy γ : [0, 1] × [0, 1] → M . For each ε, s �→ Φ1(s, ε) is a
cotangent path that can be lifted to a path H(·, ε) in Op, starting at p. We
get a smooth map

H : [0, 1]× [0, 1]→ Op

sitting above γ : [0, 1]× [0, 1]→M and which, by construction, satisfies

dH

dt
(t, ε) = aH(t,ε)Φ1(t, ε), H(0, ε) = p,

and by definition

H(t, 0) = γ̃pa(t) H(t, 1) = γ̃pb (t).

As in the first part, consider the cotangent map Φ′ := Ψp◦dH. We know
that Φ′

1 = Φ1. We claim that Φ′
2 = Φ2. For this, note that the equation in

Proposition 10.17(ii) is satisfied both by Φ and Φ′. Therefore, the difference

Dε(t) := Φ2(t, ε)− Φ′
2(t, ε)
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satisfies for each ε and each vector field X the differential equation

d

dt
〈X,Dε(t)〉 = dπ(X)(Φ1, Dε(t)).

Writing this for a local basis of vector fields, we obtain that Dε satisfies
locally a linear ODE in t. Therefore, if Dε vanishes at a point, then it
must vanish around that point. Since the vanishing set is also closed and
Dε(0) = Φ2(0, ε)− Φ′

2(0, ε) = 0− 0, we must have Dε = 0. So Φ2 = Φ′
2.

Finally, since 0 = Φ2(1, ε) = Φ′
2(1, ε) and Ψp is a fiberwise isomorphism,

it follows that d
dεH(1, ε) = 0. Hence H(1, ε) is constant, showing that H is

a path-homotopy between the lifts γ̃pa and γ̃pb . �

Corollary 12.26. Let μ : (S, ω)→ (M,π) be a complete symplectic realiza-
tion. If a, b : [0, 1] → T ∗M are cotangent path-homotopic, then they induce
the same parallel transport: τa = τb.

Remark 12.27 (Flat nonlinear connections). When a complete Ehresmann
connection is flat, i.e., its horizontal distribution is involutive, then path-
homotopic paths induce the same parallel transport. The previous corollary
states that a similar fact holds for the infinitesimal action associated with a
complete symplectic realization. As we discussed in Remark 12.20, both of
these are instances of nonlinear connections on a Lie algebroid.

In general, a flat nonlinear A-connection hS : p∗A → TS is a non-
linear connection for which the induced map at the level of sections

hS : Γ(A)→ X(S),

preserves Lie brackets

hS([α1, α2]A) = [hS(α1), hS(α2)] (α1, α2 ∈ Γ(A)).

A flat nonlinear A-connection is often called an infinitesimal action of
the Lie algebroid A. Generalizing our previous results, parallel transport
for a flat nonlinear connection is invariant under the appropriate notion of
A-path-homotopy — see Problem 10.1.

This suggests proceeding as in the study case of nondegenerate Poisson
structures. To that end, we introduce the Poisson homotopy groupoid

Π(M,π) :=
cotangent paths

cotangent path-homotopy s
��

t �� M

where the maps s (for “source”) and t (for “target”) give the initial and end
points of the base path:

s : Π(M,π)→M, [a] �→ γa(0),

t : Π(M,π)→M, [a] �→ γa(1),
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and multiplication is defined by concatenation of cotangent paths:

[a] ◦ [b] := [a ◦ b] if s([a]) = t([b]).

We conclude the following:

Proposition 12.28. The Poisson homotopy groupoid Π(M,π) acts canon-
ically on any complete symplectic realization μ : (S, ω)→ (M,π):

[a] · p := τa(p) if s([a]) = μ(p)

Π(M,π)

���
��

��
��

�

���
��

��
��

�
(S, ω)�

μ

��
(M,π)

It satisfies the following action-like properties:

(i) The constant cotangent path a(t) ≡ 0x acts as an identity:

[0x] · p = p, ∀ p ∈ μ−1(x).

(ii) Whenever [a], [b] ∈ Π(M,π) are composable one has

([a] ◦ [b]) · p = [a] · ([b] · p).

12.7. Lagrangian fibrations

A surjective submersion μ : (S, ω) → M with connected, Lagrangian fibers
is called a regular Lagrangian fibration over M . The basic facts about
regular Lagrangian fibrations can be recast as part of the geometry of com-
plete symplectic realizations of (M,π ≡ 0). Since we will only consider
submersions, we will omit the word regular.

We have already seen the following facts about Lagrangian fibrations:

(i) Lagrangian fibrations μ : (S, ω) → M are the same as symplectic
realizations of the zero Poisson structures, with connected fibers
and dimS = 2dimM .

(ii) In particular, any such Lagrangian fibration comes with an infini-
tesimal action a : μ∗T ∗M → TS and Imap = Ker dpμ.

(iii) Any integrable lattice Λ ⊂ T ∗M yields a proper Lagrangian fibra-
tion (see Example 6.5)

μ : (TΛ = T ∗M/Λ, ωΛ)→M.

We now discuss a general proper Lagrangian fibration μ : (S, ω) → M .
Since μ is complete, by Proposition 12.10 the infinitesimal action integrates
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to an action of the bundle of abelian groups T ∗M on the fibers of μ:

T ∗M

���
��

��
��

� (S, ω)�
μ

��
(M, 0)

ξ · p := φ1
a(−ξ)(p)

In the language of the previous section, this is the action of the Poisson
homotopy groupoid from Proposition 12.28.

Note that the action on each fiber is transitive. This follows because the
fibers are connected and the action is infinitesimally transitive by (ii) above.
Therefore, points in the same fiber μ−1(x) share the same isotropy group

Λx := {ξ ∈ T ∗
xM : φ1

a(ξ) = Idμ−1(x)}.
Since the action is locally free, Λx is a discrete subgroup. It is called the
subgroup of periods of the Lagrangian fibration at x.

Proposition 12.29. For any proper Lagrangian fibration μ : (S, ω) →
(M, 0)

Λ :=
⋃
x∈M

Λx ⊂ T ∗M

is an integrable lattice.

Proof. We already know that the action of T ∗
xM/Λx on μ−1(x) is free and

transitive. Since the fiber is compact, it follows that T ∗
xM/Λx is compact,

and so Λx is a lattice in T ∗
xM .

It remains to prove that Λ is an integrable lattice, i.e., that it is locally
the span of closed 1-forms. For that we need to show that for every ξ0 ∈ Λx0

there is some neighborhood U of x0 and a closed 1-form α ∈ Ω1(U) such
that αx ∈ Λx, for all x ∈ U . From the definition of Λ we see that α should
be the solution of the equation

φ1
a(αx)

= Id ∀x ∈ U, αx0 = ξ0.

Let U be a neighborhood of x0 where one has a local section of μ, i.e., a
map s : U → S, such that μ ◦ s = Id. The equation we want α to satisfy is
equivalent to

(12.9) φ1
a(αx)

(s(x)) = s(x), ∀x ∈ U, αx0 = ξ0.

The left-hand side of this equation defines a map

Fs : T
∗U → μ−1(U), Fs(ξx) := φ1

a(ξx)
(s(x)),

which satisfies Fs(ξ0) = s(x0). We claim that Fs is a local diffeomorphism
around ξ0. This follows because Fs is a bundle map, it covers the identity,
and fiberwise it is a local diffeomorphism— since the action is infinitesimally
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free. Hence, after shrinking U , there is a unique 1-form α ∈ Ω1(U) satisfying
(12.9). This argument also shows that Λ is smooth.

Finally, we check that α is closed. Since φ1
a(α) = Id and μ ◦ φt

a(α) = μ,

0 = (φ1
a(α))

∗ω − ω =

∫ 1

0

d

dt
(φt

a(α))
∗ω dt =

∫ 1

0
(φt

a(α))
∗La(α)ω dt

=

∫ 1

0
(φt

a(α))
∗dia(α)ω dt =

∫ 1

0
(φt

a(α))
∗d(μ∗α) dt

=

∫ 1

0
(μ ◦ φt

a(α))
∗dα dt =

∫ 1

0
μ∗dα dt = μ∗dα.

Since μ is a submersion, it follows that dα = 0. �

In conclusion, any proper Lagrangian fibration μ : (S, ω)→M yields

(i) an integrable lattice Λ ⊂ T ∗M ,

(ii) a torus bundle TΛ := T ∗M/Λ,

(iii) a fiberwise free and transitive action

TΛ

  �
��

��
��

(S, ω)�
μ

��
M

[ξ] · p := φ1
a(−ξ)(p)

In particular, each fiber of μ is diffeomorphic to a torus.

One should also expect the symplectic structures of TΛ and S to be
related. In general, a section α of TΛ gives a diffeomorphism φ1

a(−α) : S → S

which is not a symplectomorphism. Indeed, it would be too naive to expect
that this action by sections is symplectic, since it ignores the symplectic
structure of TΛ. Instead, the action of the torus bundle is symplectic in a
sense that takes into account both symplectic structures:

Proposition 12.30. The action of the torus bundle (TΛ, ωΛ) on (S, ω) is
symplectic in the sense that on TΛ ×M S one has

(12.10) A∗ω = pr∗1 ωΛ + pr∗2 ω,

where the three maps denote the action and the two projections

A, pr2 : TΛ ×M S → S, pr1 : TΛ ×M S → TΛ.
In particular, the Lagrangian sections of TΛ act on S by symplectomor-
phisms.

Proof. For simplicity denote T := TΛ. For the proof we interpret T ×M S
as a principal T -bundle

pr2 : P := T ×M S → S,
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where T acts only the first factor. This action induces an infinitesimal action

ã : Ω1(M)→ X(P ), ã(α) := (aT (α), 0),

where aT is the infinitesimal action for the torus bundle μT : (T , ωΛ)→M
— see Example 12.11. The result will follow by showing the following:

(i) The form

Ω := A∗ω − pr∗1 ωΛ ∈ Ω2(P )

is basic; i.e., Ω = pr∗2 η for some η ∈ Ω2(S).

(ii) One has η = ω.

For (i), since Ω is closed — similar to the case of principal G-bundles —
one checks that being basic is equivalent to being horizontal:

iã(α)Ω = 0, ∀α ∈ Ω1(M).

To check this one observes the following:

- A : P → S is T -equivariant, so at the infinitesimal level, A∗ã = a.

- pr1 : P → T is also T -equivariant and (pr1)∗ã = aT .

- By the definition of the infinitesimal action, ia(α)ω = μ∗α.

- Similarly, for the torus bundle, iaT (α)ωΛ = μ∗
T α.

Using these, ones finds that

iã(α)Ω = A∗ia(α)ω − pr∗1 iaT (α)ωΛ

= A∗μ∗α− pr∗1 μ
∗
T α = 0,

since μ ◦A = μT ◦ pr1. This shows that Ω is horizontal, so (i) holds.

To prove (ii), one pulls back Ω = pr∗2 η along sections of P of the type

σα := (α ◦ μ, idS) : S → T ×M S (α ∈ Ω1(M)),

where α : M → T denotes the section of T induced by α. Observing that
φ1
a(−α) = A ◦ σα and using the definition of ωΛ one obtains

η = σ∗
αA

∗ω − σ∗
α pr

∗
1 ωΛ

= (φ1
a(−α))

∗ω − (α ◦ μ)∗ωΛ

= (φ1
a(−α))

∗ω − (α ◦ μ)∗ωcan

= (φ1
a(−α))

∗ω + μ∗dα = ω.

For the last step we have used the identity at the end of the proof of Propo-
sition 12.29 for −α. �

Corollary 12.31. Let μ : (S, ω) → M be a proper Lagrangian fibration.
If it has a global Lagrangian section, then μ is isomorphic, as a symplectic
realization, to μTΛ : (TΛ, ωΛ)→M . In particular, this always holds locally.
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Proof. Let s : M → S be a Lagrangian section. Consider the map

Φ : TΛ → S, Φ(λx) = λx · s(x),

where the subscript x is the base point. We claim that Φ is an isomorphism
of Lagrangian fibrations

Φ∗ω = ωΛ

TΛ Φ

�
��

μTΛ ����
���

� S

μ

���
���

M

Since Φ is built out of a free and proper action, it is a diffeomorphism.
To see that it is a symplectomorphism we pull back (12.10) along the map
(Id, s ◦ μTΛ) : TΛ → TΛ ×M S to obtain

Φ∗ω = ωΛ + μ∗
TΛs

∗ω,

and then we use that s is Lagrangian. �

Remark 12.32 (Integral affine structures). Here we explain that integrable
lattices are the same as integral affine structures. An integral affine atlas on
a manifold M is an atlas for which the transition functions are restrictions
of integral affine transformations, i.e., transformations of type

yi =
n∑

j=1

Ai
jx

j + vi, A ∈ GL(n,Z), v ∈ Rn.

An integral affine structure on M is a maximal integral affine atlas.

Any integral affine structure on M gives an integrable lattice Λ ⊂ T ∗M ,

Λx := {k1dx1|x + · · ·+ kndx
n|x : ki ∈ Z},

where (U, xi) is any integral affine chart containing x. Since the transition
functions are integral affine this is independent of the choice of chart.

Conversely, any integrable lattice Λ is locally spanned by closed 1-forms

Λ|U =
{
k1α

1 + · · ·+ knα
n : ki ∈ Z

}
.

By shrinking U , we may assume that the forms are exact: αi = dxi. Then
(U, xi) is a chart for M with the property that

Λ|U =
{
k1dx

1 + · · ·+ kndx
n : ki ∈ Z

}
.

We call such a chart (U, xi) an integral affine chart for Λ. The collection
of such charts forms an integral affine atlas. Indeed, if (U, xi) and (V, yi) are
two integral affine charts, then on the intersection we can write

dyi =
n∑

j=1

Ai
j dx

j , dxi =
n∑

j=1

Bi
j dy

j,
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for integer matrices A = (Ai
j) and B = (Bi

j) with AB = BA = I. This
implies that the transition functions are integral affine transformations.

We obtain a 1-to-1 correspondence⎧⎨⎩ integral affine
structures on M

⎫⎬⎭ ←̃→
⎧⎨⎩integrable lattices

Λ ⊂ T ∗M

⎫⎬⎭ .

We saw above that the base M of a proper Lagrangian fibration has a
natural integral affine structure. These special coordinates are called in the
theory of integrable systems action coordinates.

Fix an integral affine chart (U, xi) for M and a local Lagrangian section
s : U → S. One has an induced a chart (T ∗U/Λ, xi, θi) for TΛ and a local
isomorphism of Lagrangian fibrations

Φ∗ω =
n∑

i=1

dxi ∧ dθi
U × Tn Φ

�
��

pr 

  
   

  
μ−1(U)

μ��!!!
!!!

!

U

In the theory of integrable systems one calls the induced coordinates
(xi, θi) on S action-angle coordinates.

Exercise 12.33. Show that two action-angle charts on S are related by a
transformation of the form

yi =
n∑

j=1

Ai
jx

j + vi, ϕi =
n∑

j=1

Bj
i θj +

∂f

∂yi
,

with A ∈ GL(n,Z), B = A−1 ∈ GL(n,Z), v ∈ Rn, and f a smooth function.

One can use the previous result to classify proper Lagrangian fibrations
over a fixed manifold, up to isomorphism. For that we need to understand
how to “measure” the failure in having a Lagrangian section. Since these
always exist locally, we start by comparing two local Lagrangian sections:

Lemma 12.34. Let μ : (S, ω) → M be a proper Lagrangian fibration, and
let si : Ui → S, i = 1, 2, be two local Lagrangian sections. For x ∈ U1 ∩ U2

set

s2(x) = λ12(x) · s1(x), with λ12(x) ∈ TΛ.

Then λ12 is a local Lagrangian section of (TΛ, ωΛ).

Proof. Since the TΛ-action is proper and free, λ12 is a well-defined smooth
section of TΛ. Notice that s2 = A ◦ (λ12, s1), so pulling back (12.10) by
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(λ12, s1) we find

s∗2ω = λ∗
12ωΛ + s∗1ω.

Since the si are Lagrangian, we must have λ∗
12ωΛ = 0. �

Let {Ui} be an open cover of M such that for each open set there exists
a Lagrangian section of the proper Lagrangian fibration μ : (S, ω) → M .
The previous lemma then gives Lagrangian sections on double intersections:

λij : Ui ∩ Uj → TΛ.

Moreover, by the definition of the λij , on a triple intersection Ui ∩ Uj ∩ Uk

we have

λik · si = sk = λjk · sj = (λij + λjk) · si.

Since the action is free, we conclude that on a triple intersection

λij + λjk − λik = 0.

Therefore, denoting by TΛ Lagr
the sheaf of Lagrangian sections of the torus

bundle (TΛ, ωΛ), we introduce:

Definition 12.35. The Lagrangian Chern class of a proper La-
grangian fibration μ : (S, ω)→M is

c1(S, ω) = [λij] ∈ H1(M, TΛ Lagr
).

One should show that this class is well-defined, i.e., independent of the
choice of cover, which we leave as an exercise.

By construction, the Lagrangian Chern class expresses the obstruction
for a proper Lagrangian fibration to admit a Lagrangian section. More
importantly, as we mentioned before, we can use it to classify such fibrations
up to isomorphism:

Theorem 12.36 (Duistermaat [60]). For an integrable lattice Λ ⊂ T ∗M ,
the Lagrangian Chern class induces a bijection between

c1 :

{
isomorphism classes of proper

Lagrangian fibrations inducing Λ

}
−̃→H1

(
M, TΛ Lagr

)
.

The proof is similar to the standard construction of principal torus bun-
dles out of transition functions. The fact that the transition functions take
values in Lagrangian sections ensures that the result carries a symplectic
structure locally modeled on ωΛ.
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Problems

12.1. Let μ : (S, ω) → (M,π) be a proper symplectic realization with ori-
ented fibers. Show that the volume form on M obtained by integration of
the Liouville volume form

∧top ω along the fibers of μ is invariant under
Hamiltonian flows, so mod(M,π) = 0.

12.2. Consider a free and proper symplectic action of a Lie group G on a
symplectic manifold (S, ω). Consider M = S/G with the induced Poisson
structure π. Show that the quotient map μ : (S, ω)→ (M,π) is a complete
symplectic realization.

12.3. Let H be the Heisenberg Lie group

H =

⎧⎨⎩
⎛⎝ 1 a b

0 1 c
0 0 1

⎞⎠ : a, b, c ∈ R

⎫⎬⎭ .

Denote by h the Lie algebra of H, and let Λ ⊂ H be the closed subgroup
formed by matrices with integer entries. Show that one has a proper sym-
plectic realization

μ : (T ∗(H/Λ), ωcan)→ (h∗, πh).

Conclude that duals of Lie algebras of noncompact type may have proper
symplectic realizations.
Note: The homogeneous space H/Λ is an example of a nilmanifold.

12.4. A Poisson map Φ : (M,πM ) → (N, πN) is called complete if for
any complete Hamiltonian vector field XH ∈ X(N), with H ∈ C∞(M), the
Hamiltonian vector field XH◦Φ ∈ X(M) is also complete.

(a) A proper Poisson map Φ : (M,πM )→ (N, πN ) is complete.

(b) The image of a complete Poisson map Φ : (M,πM )→ (N, πN) is a union
of symplectic leaves.

12.5. Let Φ : (M,πM ) → (N, πN ) be a complete Poisson map. As for
symplectic realizations, we define the infinitesimal action of T ∗N on M :

a : Φ∗T ∗N → TM, ax(α) = π�
M,x

(
(dxΦ)

∗(α)
)
, α ∈ T ∗

Φ(x)N.

Show the following:

(a) Given x0 ∈ M and any cotangent path a : [0, 1] → T ∗N starting at
Φ(x0), there exists a path γ̃ : [0, 1]→M such that Φ(γ̃(t)) = γa(t) and

dγ̃

dt
(t) = aγ̃(t)(a(t)), γ̃(0) = x0.
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(b) One has a parallel transport map τa : Φ−1(γa(0)) → Φ−1(γa(1)) and
cotangent path-homotopic paths induce the same parallel transport map.

12.6. Let μ : (S, ω) → (M,π) be a complete symplectic realization. Let
O ⊂ S be the orbit of the infinitesimal action through p ∈ S. Recall that
any path γ lying in O is the unique lift of a cotangent path aγ in (M,π).
Show that this defines a map

Φ∗ : π1(O, p)→ Π(M,π, μ(p)), [γ] �→ [aγ ],

which is an injective group homomorphism.

12.7. Let μ : (S, ω)→ (M,π) be a symplectic realization. Show the follow-
ing:

(a) The fibers of μ are symplectic submanifolds if and only if (M,π) is a
nondegenerate Poisson manifold.

(b) If (M,π) is a nondegenerate Poisson manifold and the realization is
complete, then parallel transport τγ : μ−1(γ(0)) → μ−1(γ(1)) along a
path γ : [0, 1]→M is a symplectomorphism.

12.8. Let (M,ωM ) be a connected symplectic manifold. Assume one has a
symplectic action of π1(M,x0) on a symplectic manifold (F, ωF ). Show that
one obtains a complete symplectic realization

μ : (M̃ ×π1(M,x0) F, pr
∗
M ωM + pr∗F ωF )→ (M,ωM ),

where M̃ is the universal covering space of M . Conversely, prove that any
complete symplectic realization of (M,ωM ) is isomorphic to one of this type.

12.9. Let (θ, ω) be a cosymplectic structure on M (see Example 4.17).

(a) Show that pr : (S,Ω) → (S1, 0) is a symplectic realization, where S =
M × S1 and Ω = ω + θ ∧ dϕ.

(b) Relate the orbits of the induced infinitesimal action to the Reeb vector
field of (θ, ω).

(c) Give an example of a symplectic realization with compact total space
for which the orbits of the infinitesimal action are noncompact.

12.10. Let (θ, ω) be a cosymplectic structure on M , and consider the cor-
responding Poisson structure π as in Example 4.17. Considering Ω as in the
previous exercise, show that

prM : (M × S1,Ω)→ (M,π)

is a complete symplectic realization. Describe the orbits of the resulting
infinitesimal action in terms of the geometry of (θ, ω).
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12.11. Consider a complete symplectic realization μ : (S, ω) → (M,π) of
a regular Poisson manifold. Let A′

x : π2(Sx) → ν∗(Sx) be the variation of
symplectic area map, and denote by Nx its image — see Section 10.6.

(a) Show that the infinitesimal action integrates to an action of the group
(ν∗(Sx),+) on μ−1(x).

(b) Show that the abelian group Nx acts trivially on μ−1(x).

(c) Deduce that Nx is a discrete subgroup of ν∗(Sx).

12.12. Let μ : (S, ω) → (M,π) be a symplectic realization. Show that the
following are equivalent:

(a) The fibers of μ are isotropic submanifolds.

(b) (M,π) is regular with rankπ = 2dimM − dimS.

12.13. Let μ : (S, ω) → (M,π) be a proper symplectic realization with
connected isotropic fibers, so (M,π) is regular (see the previous problem).
Let

Λx := {ξ ∈ ν∗x(Fπ) : φ
1
a(ξ) = Idμ−1(x)}.

(a) Show that Λx is a lattice in ν∗x(Fπ).

(b) Show that Λ :=
⋃

x∈M Λx is locally generated by closed 1-forms whose
restriction to the symplectic leaves vanishes.

(c) If Fπ is the foliation by the fibers of a submersion q : M → B, show
that Λ = q∗Λ0, where Λ0 ⊂ T ∗B is an integrable lattice.

Note: One calls Λ ⊂ ν∗(Fπ) a transverse integrable lattice. It defines a
transverse integral affine structure on the foliated manifold (M,Fπ).

12.14. Classify up to isomorphism all proper Lagrangian fibrations over a
circle: μ : (S, ω)→ S1.
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Chapter 13

A Crash Course
on Lie Groupoids

In this chapter we give an overview of Lie groupoids. We recommend [45,
123] for more details and proofs.

13.1. Lie groupoids

Definition 13.1. A groupoid consists of a set M (“objects”), a set
G (“arrows”) together with the following structure maps:

(i) source s : G →M and target t : G →M ,
(ii) multiplication m : G(2) → G, (g, h) �→ m(g, h) =: g · h,

defined on the set of composable arrows

G(2) := {(g, h) ∈ G × G : s(g) = t(h)}
and which satisfies

- s(g · h) = s(h) and t(g · h) = t(g),
- (g · h) · k = g · (h · k),

(iii) unit map u : M → G, x �→ u(x) =: 1x, which satisfies
- s(1x) = t(1x) = x,
- g · 1s(g) = 1t(g) · g = g,

(iv) inverse map ι : G → G, g �→ ι(g) =: g−1, which satisfies
- s(g−1) = t(g) and t(g−1) = s(g),
- g−1 · g = 1s(g) and g · g−1 = 1t(g).

Sometimes one abbreviates all this by saying that G is a small category,
with space of objects M , for which every arrow as an inverse.

313
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For g ∈ G we write g : x→ y to indicate that s(g) = x, t(g) = y and we
also picture it as

y x.
g��

We will often represent such a groupoid by the symbols

G ⇒ M,

and we will say that G is a groupoid over M . We are interested in the
smooth version of groupoids:

Definition 13.2. A Lie groupoid is a groupoid G ⇒ M where G
and M are manifolds and

(i) s, t are submersions,
(ii) m, u, and ι are smooth maps.

Remark 13.3. Eventually, we will have to consider Lie groupoids with a
non-Hausdorff space of arrows. For now, the reader may safely assume that
all manifolds are Hausdorff. The precise assumptions that we will make
ensure that all the proofs actually also work in the non-Hausdorff setting.
All this will be explained in detail and motivated in Section 13.7.

Note that since s and t are submersions, the set of composable arrows
G(2) is a smooth submanifold of G × G, and so it makes sense to ask that
m : G(2) → G is smooth.

Exercise 13.4. Show that for a Lie groupoid G ⇒ M the multiplication
m is a submersion, the unit u is a closed embedding, and the inverse ι is a
diffeomorphism.

Given a (Lie) groupoid G ⇒ M one defines the following:

- The s-fiber and the t-fiber above a point x ∈M :

s−1(x) = {g ∈ G : s(g) = x},
t−1(x) = {g ∈ G : t(g) = x}.

These are submanifolds of G.
- The right translation Rg and the left translation Lg by an
arrow g : x→ y:

Rg : s−1(y)→ s−1(x), Rg(h) := h · g,
Lg : t

−1(x)→ t−1(y), Lg(h) := g · h.

They are diffeomorphisms with inverses Rg−1 and Lg−1 .
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- The isotropy group of G at x ∈M :

Gx := s−1(x) ∩ t−1(x) = {g ∈ G : s(g) = t(g) = x}.

The multiplication of G gives rise to a group structure on Gx. More-
over, Gx is a submanifold of G and becomes a Lie group.

- The orbit of G through x ∈M :

Ox := t
(
s−1(x)

)
= {y ∈M : ∃ g : x→ y in G},

which is an immersed submanifold of M .

The multiplication of G yields a free and proper right action of the
isotropy group on the s-fiber

(13.1) s−1(x)× Gx → s−1(x), (g, h) �→ g · h,

and Ox is identified with the resulting quotient,

s−1(x)� Gx
proj



���
���

���
�

t

��
s−1(x)/Gx ∼ �� Ox

The smooth structure on Ox is defined as the unique one that makes t :
s−1(x) → Ox into a submersion. With this, Ox becomes an immersed
submanifold of M which, in general, fails to be embedded. The orbits form
a partition of M called the orbit foliation of the Lie groupoid G ⇒ M .

Exercise 13.5. Show that, for any x, y ∈M in the same orbit of G, the Lie
groups Gx and Gy are isomorphic.

There is a natural notion of morphism between groupoids. The smooth
version is as follows:

Definition 13.6. A Lie groupoid morphism from G ⇒ M to
H⇒ N is a pair of smooth maps commuting with sources and targets

G
s��t ��

Φ �� H
s
��t ��

M
ϕ

�� N

and compatible with multiplications

Φ(g · h) = Φ(g) · Φ(h), ∀ (g, h) ∈ G(2).

It is easy to check how a Lie groupoid morphism interacts with the
various structures present in groupoids. For example, such a morphism
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Φ : G → H induces the following:

(i) smooth maps between the source fibers s−1(x) → s−1(ϕ(x)) and
between the target fibers t−1(x)→ t−1(ϕ(x)),

(ii) a morphism of Lie groups between isotropy Lie groups Gx → Hϕ(x),

(iii) a smooth map between orbits Ox → Oϕ(x).

By a Lie subgroupoid of a Lie groupoid G ⇒ M we mean a Lie
groupoid H ⇒ N together with a Lie groupoid morphism i : H → G which
is an injective immersion.

Note that groupoids need not have connected space of units or space of
arrows. We will need to make some connectedness assumptions at various
places. As we will see, these are usually assumptions on the t-fibers — or,
equivalently, on the s-fibers since inversion gives a diffeomorphism between
them. An example of this is the following:

Proposition 13.7. Let G ⇒ M be a Lie groupoid with connected t-fibers.
Then any open set U ⊂ G containing the units generate G; i.e., any g ∈ G
can be factored as a product of elements of U :

g = u1 · · ·un (ui ∈ U).

Proof. We will show that for any x ∈M the set

S = {g ∈ t−1(x) | g can be written as a product of elements in U}

is both open and closed in t−1(x). By t-connectedness, it is the entire target
fiber and the result follows.

Since left-translations are diffeomorphisms between the fibers, this set is
clearly open in t−1(x). We claim that the complement of S in t−1(x) is also
open. For that let g �∈ S with t(g) = x. Since left-translations and inversion
are diffeomorphisms, the set

gU−1 := {gu−1 : s(u) = s(g), u ∈ U}

is a neighborhood of g in t−1(x) which does not intersect S: if gu−1 ∈ S,
then g = u1 · · ·un · u ∈ S, contradicting g �∈ S. �

13.2. Lie groupoids: Examples and basic constructions

Example 13.8 (Lie groups). Lie groups are the same thing as Lie groupoids
over a point:

G
s
��t ��

{pt}
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Example 13.9 (Bundles of Lie groups). Bundles of Lie groups are the same
thing as Lie groupoids where the source and the target coincide:

G
st ��

M

Example 13.10 (Pair groupoids). For a manifold M , one has its pair
groupoid

M ×M
pr2��

pr1 ��
M

(
arrows:

y x
(y,x)��

)

with source s(y, x) = pr2(y, x) = x and t(y, x) = pr1(y, x) = y. This
groupoid has precisely one arrow between any two points, so multiplication
is given by

(z, y) · (y, x) = (z, x)

(
z y

(z,y)�� x
(y,x)��

)

and the units and inverses are 1x = (x, x) and (x, y)−1 = (y, x). Note that

the isotropy groups are trivial and that there is one single orbit.

Example 13.11 (Submersion groupoids). Given a submersion μ : M → N ,
one has the Lie subgroupoidM×μM ⇒ M of the pair groupoidM×M ⇒ M
consisting of arrows (y, x) such that μ(y) = μ(x):

M ×μ M

pr2��
pr1 ��

M

⎛⎝ arrows: if μ(y) = μ(x),

y x
(y,x)��

⎞⎠
This groupoid has precisely one arrow between any two points lying in the
same fiber of μ. Note that the isotropy groups are still trivial but now the
orbits are the fibers on μ. When μ : M → M is the identity map, the
corresponding submersion groupoid is called the identity groupoid of M and

is often denoted by M ⇒ M .

Example 13.12 (The homotopy groupoid of a manifold). For any manifold
M , we have its homotopy groupoid, mentioned in the previous chapter,

Π(M)

s��t ��
M

⎛⎜⎝arrows:

γ(1) γ(0)
[γ]��

⎞⎟⎠
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The multiplication is induced by concatenation, where one needs to repa-
rameterize paths in order to ensure smoothness. Note the following:

(i) The orbits are the connected components of M .

(ii) The isotropy group at x is the fundamental group π1(M,x).

Also, the principal π1(M,x)-bundle

t : s−1(x)→M

is the universal cover of M , in one of its standard realizations. The smooth

structure of Π(M) will be discussed below.

Example 13.13 (Action groupoids). Any Lie group action on a manifold

G×M →M, (g, x) �→ gx

gives rise to the so-called action groupoid G�M ⇒ M . It is the groupoid

G×M
s
��t ��

M

⎛⎜⎝arrows:

gx x
(g,x)��

⎞⎟⎠
with source map s(g, x) = x, target map t(g, x) = gx, and multiplication

(g, x) · (h, y) = (gh, y)
(

gx x
(g,x)�� y

(h,y)��

(gh,y)

!! "
�#�$	

�

ghy hy

)

For this groupoid we have the following:

(i) Each s-fiber is diffeomorphic to G.

(ii) The isotropy group at x is the isotropy group of the action

Gx = {g ∈ G : gx = x}.
(iii) The orbit through x coincides with the orbit of the action

Ox = {gx : g ∈ G}.
Example 13.14 (Flow of a vector field). Any vector field X ∈ X(M) gives
rise to a flow φt

X which is defined on an open D(X) ⊂ R ×M , so that we
have a smooth map

φX : D(X)→M, (t, x) �→ φt
X(x).

This gives rise to a Lie groupoid

D(X)

s��t ��
M

⎛⎜⎝arrows:

φt
X(x) x

(t,x)��

⎞⎟⎠
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with source map s(t, x) = x, target map t(t, x) = φt
X(x), and multiplication

(t, x) · (s, y) = (t+ s, y)
(

φt
X(x) x

(t,x)�� y
(s,y)��

(t+s,y)

�� �
�%�&�

�

φt+s
X (y) φs

X(y)

)

One finds the following:

(i) The orbits are precisely the images of the integral curves.

(ii) When X is complete, one has D(X) = R×M , φX defines an action

of R on M , and we recover the action groupoid R�M .

Example 13.15 (Gauge groupoid). Any principal G-bundle over M

P
pr

��

� G

M

gives rise to a Lie groupoid GaugeG(P ) ⇒ M called the gauge groupoid of
P . It is simply the quotient of the pair groupoid P × P ⇒ P , modulo the
diagonal action of G:

(q, p) · g := (qg, pg).

Denoting by [q, p] ∈ (P × P )/G the class of (q, p), the gauge groupoid
GaugeG(P ) ⇒ M is then

(P × P )/G

s��t ��
M

⎛⎜⎝arrows:

pr(q) pr(p)
[q,p]��

⎞⎟⎠
It is a good exercise to write down the multiplication. Also, note the follow-
ing:

(i) Each isotropy group is isomorphic to G (but not canonically!).

(ii) One has a single orbit.

A groupoid G ⇒ M is called transitive if it has only one orbit, i.e., if
any two points x, y ∈ M are connected by at least one arrow. Any such
groupoid is actually isomorphic to a gauge groupoid of a principal bundle.
However, to realize such an isomorphism, one has to make a choice of a base
point x ∈M , as shown by the following exercise.

Exercise 13.16. Let G ⇒ M be a transitive groupoid, and let x ∈M . Prove
that G is isomorphic to GaugeGx

(Px), where Px = s−1(x) is the source fiber
viewed as a principal Gx-bundle.
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Here is an interesting particular case: let M̃ be the universal covering
space of the manifold M . The action of the fundamental group G = π1(M)

on M̃ by deck transformations is a principal action, when we view π1(M)
as a discrete group

M̃
pr

��

� π1(M)

M

We leave it as an exercise to check that the associated gauge groupoid is
isomorphic to the fundamental groupoid Π(M) of M . It follows in particular

that Π(M) has a smooth structure so that it becomes a Lie groupoid.

Example 13.17 (Restrictions). Any set-theoretical (not yet Lie) groupoid
G ⇒ M can be restricted to any subset N ⊂ M to obtain a groupoid over
N , with space of arrows

G|N := {g ∈ G : s(g), t(g) ∈ N}.

If G is a Lie groupoid and N ⊂ M is a submanifold, the restriction
G|N ⇒ N , in general, will not be a Lie groupoid: one needs conditions on
N to ensure that G|N is smooth. One instance when this works is when
N = O is an orbit of G. In this case, the resulting restriction G|O is a
transitive groupoid. The corresponding principal bundle is, of course, the

s-fiber above any point x ∈ O.

Example 13.18 (Pullbacks). Restrictions are particular cases of pullbacks
arising from inclusions N ↪→ M . In general, one can pull back a groupoid
G ⇒ M along any map

ϕ : N →M,

resulting in a groupoid over N :

ϕ!G := N ×M G ×M N := { (y, g, x) ∈ N × G ×N : ϕ(y) ϕ(x)
g�� },

ϕ!G
s

��
t
��
N

( y x
(y,g,x)�� )

In the smooth context, when G is a Lie groupoid and ϕ is a smooth map,
the smoothness of ϕ!G as a submanifold of the product N × G × N is not
ensured. But if this happens, then ϕ!G ⇒ N is a Lie groupoid, called the
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pullback Lie groupoid, and we have a Lie groupoid morphism

ϕ!G Φ ��

s

��
t
��

G
s

��
t
��

N
ϕ

�� M

(y, g, x) �−→ g.

Exercise 13.19. Show that if ϕ is a submersion, then ϕ!G ⊂ N × G × N
is a submanifold and that, with this smooth structure, it becomes a Lie

groupoid over N .

Example 13.20 (The groupoid of a cover). Another interesting instance
of the pullback construction appears as follows. Let U = {Ui : i ∈ I} be a
countable open cover of a manifold M and consider the disjoint union

N :=
⊔
i∈I

Ui,

with the obvious map ϕ : N →M . If G = (M ⇒ M) is the identity groupoid
of M , the pullback groupoid ϕ!G is called the groupoid of the cover and is
denoted GU ⇒ N :⊔

i,j Ui ∩ UjGU = = {(i, x, j) : i, j ∈ I, x ∈ Ui ∩ Uj}

s

��
t

��⊔
i∈I Ui = {(i, x) : i ∈ I, x ∈ Ui}

(i, x, j)'
t

��((
((
((
(( )

s

��*
**

**
**

*

(i, x) (j, x)

Example 13.21 (Tangent Lie groupoid). For any Lie groupoid G ⇒ M ,
passing to tangent spaces and taking the differentials of all the structure
maps of G, one obtains a new groupoid

TG ⇒ TM,

called the tangent groupoid of G.
For instance, when G = G is a Lie group — so M is a point — TG is

again a Lie group which is canonically isomorphic to the semidirect product
G� g associated to the adjoint action of G on g. For general Lie groupoids,
while there is no analogue of adjoint action and representation, TG may be
seen as a possible replacement.

One can form the direct sum of the tangent groupoid with itself, obtain-
ing a groupoid

2⊕
TG := TG ⊕G TG ⇒

2⊕
TM := TM ⊕M TM,

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



322 13. A Crash Course on Lie Groupoids

with source, target, and unit given by

2⊕
ds(u, v) := (ds(u), ds(v)),

2⊕
dt(u, v) := (dt(u), dt(v)),

2⊕
du(w1, w2) := (du(w1), du(w2))

and multiplication defined by

2⊕
dm((u1, v1), (u2, v2)) := (dm(u1, u2), dm(v1, v2)).

This construction extends to any number of factors, producing Lie groupoids⊕k TG ⇒
⊕k TM .

There is also a cotangent groupoid T ∗G, but this notion is a bit more
subtle and it will be discussed after introducing the Lie algebroid of a Lie

groupoid, at the end of Section 13.5.

Example 13.22 (General linear groupoid). The same way that any finite-
dimensional vector space V gives rise to a Lie group

GL(V ) := {A : V → V : A = linear isomorphism},

a vector bundle E →M gives rise to a Lie groupoid over M :

GL(E)

s��t ��

:= {(y,A, x) : x, y ∈M, A : Ex → Ey linear isomorphism}

M

The reader should be able to figure out easily all the structure maps. When
M is a point and E = V is a vector space we recover the Lie group GL(V ).
In general, one has the isotropy groups

GL(E)x = GL(Ex).

Moreover, GL(E) ⇒ M is a transitive groupoid and so it comes from a
principal bundle. In this case there is a canonical choice for the principal
bundle, namely the frame bundle of E:

Fr(E) = {(x, u) : x ∈M, u : Rn → Ex linear isomorphism}.

Note that a linear isomorphism u : Rn → Ex is the same as a frame, i.e., a
basis (u1, . . . , un) in the fiber Ex. It is a right principal GLn-bundle, where
A ∈ GLn acts on frame u by precomposition: uA := u ◦A.

Exercise 13.23. Show that, indeed, there is an isomorphism of Lie groupoids

GL(E) ∼= GaugeGLn
(Fr(E)).
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Example 13.24 (Actions of Lie groupoids). Similarly to actions of groups,
one has actions of groupoids and the associated action groupoids. Given a
groupoid G ⇒ M , to make sense of an action on a set S we need a map

μ : S →M

along which the action takes place. The action by an arrow g : x → y is
now a map

μ−1(x)→ μ−1(y), p �→ g · p,
and the usual axioms of an action must be satisfied:

(i) 1μ(p) · p = p.

(ii) g · (h · p) = (g · h) · p for (g, h) ∈ G(2).
In order to talk about smoothness of the action of a Lie groupoid G ⇒ M

on a smooth map μ : S → M we reformulate the definition as follows. We
first form the fiber product

G ×M S := {(g, p) ∈ G × S : s(g) = μ(p)} ⊂ G × S.

Since s is a submersion, this is a smooth submanifold of G×S. Then we can
define an action of the Lie groupoid G ⇒ M on μ : S →M , pictured as

G

""+
++

++
++

""+
++

++
++

S�
μ

��
M

to be a smooth map

A : G ×M S → S, (g, p) �→ g · p,
such that μ(g · p) = t(g), and (i) and (ii) hold. Notice that, in particular,
one obtains for each x ∈ M a Lie group action of the isotropy group Gx on
the fiber over x:

Gx × μ−1(x)→ μ−1(x).

Exercise 13.25. Given an action of a Lie groupoid G ⇒ M on a map
μ : S → M define the action groupoid G � S ⇒ S. What are its orbits and
its isotropy groups? Check that the restriction of G � S ⇒ S to each fiber
μ−1(x) is isomorphic to the action groupoid Gx � μ−1(x) ⇒ μ−1(x).

Remark 13.26. Looking back at the case studies of symplectic realizations
in the previous chapter, one notices the following:

- For a proper Lagrangian fibration μ : (S, ω) → M , we have an
action of the bundle of Lie groups TΛ ⇒ M on μ : S →M .

- For a complete symplectic realization μ : (S, ω)→ (M,π) of a non-
degenerate Poisson structure, we found an action of the homotopy
groupoid Π(M) ⇒ M on μ : S →M .

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



324 13. A Crash Course on Lie Groupoids

Also, several of the examples of groupoids we have seen before come with
natural actions:

- For a vector bundle pr : E → M , the groupoid GL(E) ⇒ M from
Example 13.22 acts on pr : E →M .

- The gauge groupoid GaugeG(P ) of a principal bundle from Exam-

ple 13.15 acts on pr : P →M .

Example 13.27 (Homotopy and holonomy groupoids of a foliation). Recall
that a foliation F of M is a partition of M into leaves — see Section C.1 —
so it can be identified with an equivalence relation

(13.2) Rel(F) ⊂M ×M

consisting of the pairs (x, y) where x and y belong to the same leaf. Set
theoretically, this is a subgroupoid of the pair groupoid M ×M :

Rel(F)

����
���

���
�

����
���

���
�

� 	 �� M ×M

s
��t ��

M

Its orbits are precisely the leaves of F . In general, this is not a Lie sub-
groupoid. However, there are several “desingularizations” obtained by look-
ing at paths in the leaves connecting two points and imposing some equiv-
alence relation on those paths. One can show that any “desingularization”
lies in between the holonomy groupoid (smallest “desingularization”) and
the homotopy groupoid (largest “desingularization”):

Π(M,F)

���
��

��
��

��

���
��

��
��

��
�� �� G

����

�� �� Hol(M,F)
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�� ����� Rel(F)
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,,,,
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,,,,

,,,,
,,,,

,,,,
,,,

M

Let us start by discussing the homotopy groupoid Π(M,F) ⇒ M .
It consists of leafwise path-homotopy classes

Π(M,F) := leafwise paths

leafwise path-homotopy s
��

t �� M

where the source and target maps take the initial and end points of the path:

s : Π(M,F)→M, [γ] �→ γ(0), t : Π(M,F)→M, [γ] �→ γ(1),

and multiplication is defined, as usually, by concatenation of paths:

[γ1] ◦ [γ2] := [γ1 ◦ γ2] if s([γ1]) = t([γ2]).

In other words, this groupoid is the union of the homotopy groupoids of
the leaves. To describe the smooth structure of Π(M,F), fix a leafwise path
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γ : [0, 1] → M , with γ(0) = x0 and γ(1) = x1. Also, choose two foliation
charts centered at x0 and x1 (see Section C.1):

χi : Ui
∼−→ Vi ×Wi, χi(xi) = (0, 0), i ∈ {0, 1},

with Vi ⊂ Rp and Wi ⊂ Rq open contractible neighborhoods of the origin.
One obtains, in particular, transversals to the leaf at x0 and x1:

T0 = χ−1
0 ({0} ×W0), T1 = χ−1

1 ({0} ×W1).

We need the following lemma which summarizes the construction of the
holonomy of γ as a germ of diffeomorphism from (T0, x0) to (T1, x1).

Lemma 13.28. After possibly shrinking T0 to a smaller neighborhood of x0,
one can find a smooth map

T0 × [0, 1]→M, (x, t) �→ γx(t),

such that γx0 = γ and such that γx : [0, 1] → M is a leafwise path with
γx(0) = x and γx(1) ∈ T1. Moreover, the map

(13.3) Hol(γ) : T0 → T1, x �→ γx(1),

is a local diffeomorphism around x0, mapping x0 to x1.

Exercise 13.29. Prove the previous lemma.
Hint: Cover γ by foliation charts, i.e., divide [0, 1] into a finite number of
intervals [tk, tk+1], with γ([tk, tk+1]) inside a foliation chart, and then move
along γ using the information from the foliation chart.

Now, for each (w0, v0, v1) ∈W0×V0×V1, using the previous lemma and
the fact that the Vi’s were chosen contractible, we have the following:

(i) a leafwise path γx with γx(0) = χ(0, w0) and γx(1) = χ(0, w1),

(ii) a leafwise path joining χ−1(v0, w0) and γx(0),

(iii) a leafwise path joining γx(1) and χ−1(v1, w1).

Concatenating these three paths we find, for each (w0, v0, v1) ∈W0×V0×V1,
a path homotopy class in Π(M,F). This defines a chart in Π(M,F) with
codomain W0 × V0 × V1 ⊂ Rq × Rp × Rp. A tedious but rather straightfor-
ward argument shows that all these charts cover Π(M,F) and are smoothly
compatible. Therefore this defines a smooth structure for Π(M,F).

One can show that the germ of the diffeomorphism Hol(γ) only depends
on the leafwise homotopy class of γ. Also, one says that two leafwise paths
γ1 and γ2 with the same initial and end points have the same holonomy if
the germs of Hol(γ1) and Hol(γ2) coincide. Then the holonomy groupoid
of (M,F) is defined as

Hol(M,F) := leafwise paths

path-holonomy s
��

t �� M
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with multiplication induced by concatenation. One can also show that this
is a Lie groupoid. There is an obvious surjective groupoid morphism

Π(M,F) � Hol(M,F),

which is a local diffeomorphism.

Example 13.30 (Poisson homotopy groupoid). Coming back to our main
objects of study, recall that a Poisson manifold (M,π) gives rise to a groupoid

Π(M,π) :=
cotangent paths

cotangent path-homotopy s
��

t �� M

where the source and target maps give the initial and end points of a cotan-
gent path:

s : Π(M,π)→M, [a] �→ γa(0), t : Π(M,π)→M, [a] �→ γa(1).

Note that for this groupoid:

- The orbits are precisely the symplectic leaves.

- The isotropy groups are the Poisson homotopy groups introduced
in Definition 10.26.

Also, inspired by the example of the fundamental groupoid, one may think
of the principal isotropy bundle t : s−1(x)→ Sx as the Poisson homotopy
cover of the symplectic leaf Sx.

The question now is whether Π(M,π) can actually be made into a Lie
groupoid. This turns out to be a delicate and important question, which
will be discussed in the next chapter.

For a complete sympletic realization μ : (S, ω) → (M,π) we have seen
that parallel transport gives rise to an action of Π(M,π) on μ : S → M .
We see now that this is indeed a groupoid action. Denote by F the orbit
foliation of the symplectic realization, and consider its homotopy groupoid
Π(S,F) ⇒ S. Then the results of Section 12.5 give an isomorphism of
groupoids

Π(M,π)� S → Π(S,F), ([a], p) �→ [γ̃ p
a ].

In the next chapter we will be able to add smoothness to this discussion.

13.3. The Lie algebroid of a Lie groupoid

We have already introduced the notion of a Lie algebroid — see Definition
9.1. In this section, we construct the Lie algebroid (A, [·, ·]A, ρ) associated
to an arbitrary Lie groupoid G ⇒ M .

For a Lie group G one can think of its Lie algebra g as the space of
left-invariant vector fields. Similarly, given a Lie groupoid G ⇒ M , let us
look for its left-invariant vector fields. The main difference is that, for an
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arrow g : x→ y, the left-translation Lg is no longer defined on the entire G,
but only on the appropriate t-fibers:

Lg : t
−1(x)→ t−1(y), h �→ gh.

So, the notion of left-invariance only makes sense for vector fields tangent
to t-fibers.

Definition 13.31. A left-invariant vector field on a Lie groupoid
G is a vector field X ∈ X(G) satisfying the following:

(i) X is tangent to the fibers of t.
(ii) dhLg(Xh) = Xgh, whenever g and h are composable arrows.

We denote by Xinv(G) the space of left-invariant vector fields on G.

Exercise 13.32. Show that the Lie bracket of left-invariant vector fields is
a left-invariant vector field.

Now observe that given a left-invariant vector field X ∈ Xinv(G), the
restriction α := X|u(M) is a section of the vector bundle over M :

Ker(dt)|u(M)
∼= u∗Ker(dt).

Conversely, given a section α of Ker(dt)|u(M) we associate to it a left-
invariant vector field by

←−α ∈ Xinv(G), ←−α |g := dLg(α|1s(g)).

Exercise 13.33. Show that for any section α of u∗Ker(dt) the left-invariant
vector field ←−α is smooth.

It follows that left-invariant vector fields on a Lie groupoid G ⇒ M are
in 1-to-1 correspondence with sections of the vector bundle u∗Ker(dt).

Definition 13.34. The Lie algebroid of a Lie groupoid G ⇒ M
is the vector bundle

A := u∗Ker(dt)→M,

with the anchor map ρ : A→ TM ,

ρx = d1xs : Ax = (Ker dt)|1x → TxM,

and the Lie bracket [·, ·]A : Γ(A)× Γ(A)→ Γ(A) defined by
←−−−−−
[α1, α2]A = [←−α1,

←−α2].

Theorem 13.35. (A, [·, ·]A, ρ) is a Lie algebroid.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



328 13. A Crash Course on Lie Groupoids

Proof. We have already noticed that we have a bijection

Γ(A) ∼−→ Xinv(G), α1 �→ ←−α1,

and that the bracket of left-invariant vector fields is a left-invariant vector
field. Therefore, we get a Lie bracket [·, ·]A : Γ(A)× Γ(A)→ Γ(A).

It remains to check the Leibniz identity. For this, note that

←−−−
(f α2) = s∗(f)←−α2,

so we deduce that
←−−−−−−−
[α1, f α2]A = [←−α1, s

∗(f)←−α2]A = s∗(f)[←−α1,
←−α2]A + L←−α1

(s∗(f))←−α2.

Now observe that the vector fields ←−α1 and ρ(α1) are s-related, so we have

L←−α1
(s∗(f)) = s∗(Lρ(α1)(f)).

We conclude that
←−−−−−−−
[α1, f α2]A =

←−−−−−−−−−−−−−−−−−−
f [α1, α2]A + Lρ(α1)(f)α2 ,

so the Leibniz identity holds. �

Given a Lie groupoid G ⇒ M we denote by Lie(G) its Lie algebroid.

Definition 13.36. A Lie algebroid A → M is called integrable if
there is some Lie groupoid G ⇒ M and a Lie algebroid isomorphism
A � Lie(G). In this case, we call G ⇒ M an integration of A.

It may be surprising to learn that not every Lie algebroid is integrable.
In the next chapter, integrability will play an important role.

Let G ⇒ M be a Lie groupoid with Lie algebroid A→M . We say that
α ∈ Γ(A) is a complete section if the vector field ρ(α) is complete. The
following result will be used in the next chapter:

Proposition 13.37. If α ∈ Γ(A) is a complete section of A, then the left-
invariant vector field ←−α ∈ X(G) is complete.

Proof. Notice first that the left-invariant vector field←−α ∈ X(G) is s-related
to the vector field ρ(α) ∈ X(M):

ds(←−α |g) = ds(dLg(α|1s(g))) = ds(α|1s(g)) = ρ(α),

where we have used that s ◦ Lg = s.

Assuming now that α ∈ Γ(A) is a complete section, let g(t) be an integral
curve ←−α ∈ X(G) defined in an interval (a, b). The integral curve s(g(t)) of
ρ(α) can be extended to an integral curve γ(t) that is defined for all t ∈ R.
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Assuming b <∞, we let h(t) be the the integral curve of←−α with h(b) = 1γ(b).
The curve h(t) is defined in some interval (b− 2ε, b+ δ). Now the curve

g̃(t) :=

{
g(t) if t ∈ (a, b− ε],
g(b− ε)h(b− ε)−1h(t) if t ∈ (b− ε, b+ δ)

is an integral curve of ←−α , extending the curve g(t) and defined in (a, b+ δ).
An entirely similar argument also applies for a, so we conclude that integral
curves of ←−α exist for all t. �

A Lie groupoid morphism

G

����

Φ �� H

����
M

ϕ
�� N

maps t-fibers to t-fibers, and therefore we can define the bundle map

Lie(G)

��

Φ∗ �� Lie(H)

��
M

ϕ
�� N

(Φ∗)x := dΦ|(Ker dt)|1x

Theorem 13.38. Given a Lie groupoid morphism Φ : G → H, the map

Φ∗ : Lie(G)→ Lie(H)
is a Lie algebroid morphism.

Proof. Set A := Lie(G), B := Lie(H), and φ := Φ∗ : A→ B. Recall that φ
is a Lie algebroid morphism if and only if it commutes with the Lie algebroid
differentials:

(13.4) φ∗dB = dAφ
∗.

To check this we observe that algebroid forms Ωk(A) can be identified
with left-invariant forms on the Lie groupoid G. Again, one must be careful
to define left-invariant forms since left-translations are only defined along the
t-fibers. Consider the foliation of G by t-fibers and define a left-invariant
form on G to be a t-foliated form ω ∈ Ωk(Ker dt) such that for every pair of

composable arrows (g, h) ∈ G(2) one has

ωgh(dLg(v1), . . . , dLg(vk)) = ωh(v1, . . . , vk),

whenever v1, . . . , vk ∈ Ker dht. Denoting by Ω•
inv(G) the space of left-

invariant forms, we then have an isomorphism

Ω•
inv(G) ∼−→ Ω•(A), ω �→ ω|M .
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The foliated de Rham differential preserves left-invariant forms and this iso-
morphism intertwines the foliated de Rham differential and the Lie algebroid
differential.

Now, to prove (13.4) one observes that a groupoid morphism Φ : G → H
pulls back left-invariant forms to left-invariant forms. Under the identifica-
tion between left-invariant forms and Lie algebroid forms, the pullback by Φ
corresponds to the pullback by φ. Hence φ∗ intertwines the differentials. �

In general, if φ : Lie(G) → Lie(H) is a Lie algebroid morphism and
Φ : G → H is a Lie groupoid morphism such that Φ∗ = φ, we say that Φ
integrates φ. Note that already a morphism of Lie algebras φ : g → h

does need to integrate to a morphism of Lie groups Φ : G → H. However,
integrations of morphisms, if they exist, are unique, provided the target
fibers of the domain are connected.

Given a Lie algebroid A → M a Lie subalgebroid B → N is a Lie
algebroid together with an injective Lie algebroid morphism i : B ↪→ A
covering an immersion.

Exercise 13.39. Show that if H⇒ N is a Lie subgroupoid of G ⇒ M , then
Lie(H) is a Lie subalgebroid Lie(G).

13.4. Lie algebroids: Examples and basic constructions

In this section we recall the examples of Lie algebroids we have seen before
and we look at new examples. We also relate them to the examples of Lie
groupoids we have already discussed. We will keep an eye on what those
examples tell us about general Lie algebroids.

Example 13.40 (The tangent bundle). A basic example of Lie algebroid is
the tangent bundle of a manifold A = TM with anchor Id : TM → TM and
the usual Lie bracket of vector fields. For any Lie algebroid (A, [·, ·]A, ρ), the
anchor ρ : A→ TM is a morphism of Lie algebroids.

Exercise 13.41. Show that the pair groupoid M ×M ⇒ M of Example
13.10 and the fundamental groupoid Π(M) ⇒ M of Example 13.12 are both
integrations of TM . Show also that for any Lie groupoid G ⇒ M the map
(t, s) : G → M ×M is a morphism of Lie groupoids integrating the anchor

ρ : Lie(G)→ TM .

Example 13.42 (Lie algebras). Recall that a Lie algebra is the same as a
Lie algebroid over a point.

For a general Lie algebroid (A, [·, ·]A, ρ), one associates a Lie algebra to
each point x ∈M , called the isotropy Lie algebra of A at x

gx(A) := Ker(ρx : Ax → TxM),
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with Lie algebra structure induced from [·, ·]A:

Exercise 13.43. Show that there exists a Lie algebra bracket on gx =
gx(A),

[·, ·]gx : gx × gx → gx,

such that, for any α, β ∈ Γ(A) with α(x), β(x) ∈ gx, one has

[α, β]A(x) = [α(x), β(x)]gx.

Notice that the inclusion gx(A) ↪→ A is a Lie algebroid morphism. If A
is the Lie algebroid of a Lie groupoid G ⇒ M , then gx(A) is the Lie algebra

of the isotropy Lie group Gx ↪→ G.

Example 13.44 (Bundles of Lie algebras). Bundles of Lie algebras are the
same as Lie algebroids A→M with vanishing anchor map: ρ ≡ 0.

For any Lie algebroid A one can put together the isotropy Lie algebras

g(A) := Ker(ρ) ⊂ A.

In general, this is not a bundle of Lie algebras because the dimension of the
isotropy Lie algebras can vary. One calls A a regular Lie algebroid if
this dimension is constant. In this case, g(A) is a bundle of Lie algebras and
one has a short exact sequence of Lie algebroid morphisms

0 �� Ker(ρ) �� A
ρ �� TM �� 0.

Example 13.45 (Vector fields). Given a vector X ∈ X(M), one can define
a Lie algebroid structure on the trivial line bundle RM := M ×R→M with
anchor,

ρX(x, λ) = λXx,

and Lie bracket on Γ(RM ) = C∞(M) given by

[f, g]X := fLX(g)− gLX(f).

Conversely, a Lie algebroid structure on the trivial line bundle RM de-
fines a vector field X, namely the anchor map applied to the constant func-
tion 1. The Leibniz identity implies that the bracket takes the above form.

Therefore, there is a 1-to-1 correspondence⎧⎨⎩vector fields
X ∈ X(M)

⎫⎬⎭ ←̃→
⎧⎨⎩ Lie algebroid structures
on the trivial line bundle RM

⎫⎬⎭ .

Exercise 13.46. Given X ∈ X(M), show that its flow groupoid D(X) ⇒
M , as in Example 13.14, has Lie algebroid (RM , [·, ·]X , ρX).
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Example 13.47 (Action algebroids). A Lie algebra action a : g → X(M)
gives rise to an action Lie algebroid where the vector bundle A → M is
the trivial bundle with fiber g, the anchor is given by

ρ : M × g→ TM, (x, v) �→ a(v)x,

and the Lie bracket on the space of sections Γ(A) � C∞(M ; g) is defined by

[f, g](x) = [f(x), g(x)]g + (La(f(x))g)(x)− (La(g(x))f)(x).

We will denote this Lie algebroid by g�M →M .

Notice that the Lie algebroid associated with a vector field is a special
case of this construction.

Exercise 13.48. Given an action of a Lie group G on a manifoldM with in-
duced infinitesimal action a : g→ X(M), show that the action Lie groupoid
G�M ⇒ M from Example 13.13 has Lie algebroid the action Lie algebroid
g�M →M . In other words,

Lie(G�M) = Lie(G)�M

Example 13.49 (Actions of Lie algebroids). An action of a Lie algebroid
A→M on a map μ : S →M is defined to be a Lie algebra homomorphism

a : Γ(A)→ X(S)

which is

(i) C∞(M)-linear:

a(fα) = μ∗(f)a(α) ∀ f ∈ C∞(M), α ∈ Γ(A),

(ii) compatible with the anchor:

dμ(a(α)p) = ρ(α)p, ∀ p ∈ S.

Note that the C∞(M)-linearity means that a can also be viewed as a vector
bundle map a : μ∗A → TS. When A = g is a Lie algebra, the second
condition is void, and this notion of action reduces to the notion of a Lie
algebra action on a manifold S. In the language of Remark 12.27, a Lie
algebroid action on a surjective submersion is the same as a flat nonlinear
A-connection.

Given a Lie algebroid action a : μ∗A → TS, we can form the action
algebroid A � S generalizing the action algebroid of a Lie algebra action.
The underlying vector bundle is the pullback bundle μ∗A, the anchor map
is the action itself,

ρA�S = a : μ∗A→ TS,

while the Lie bracket is defined on pullback sections by

[μ∗(α), μ∗(β)]A�S = μ∗([α, β]A)
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and then extended to any sections by requiring the Leibniz identity to hold.

If a Lie groupoid G ⇒ M acts on a map μ : S →M , there is an induced
action of the Lie algebroid A = Lie(G) on μ : S → M . It is defined as
follows. For p ∈ S, we set x = μ(p), we consider the map

(13.5) Rp : t
−1(μ(p))→ S, g �→ g−1 · p,

and we take its differential at the unit 1x:

(13.6) ap : Ax → TpS, ap := dxRp.

Given a Lie algebroid action a : μ∗A→ TS, by an integration of the
action we mean a Lie groupoid G integrating A, together with an action of
G on μ : S →M inducing the infinitesimal action.

Exercise 13.50. Let G ⇒ M be a Lie groupoid which acts on a map
μ : S → M . Show that the action Lie groupoid G � S ⇒ S integrates the

action algebroid Lie(G)� S.

Example 13.51 (General linear Lie algebroid gl(E)). Let E → M be a
vector bundle. One defines a derivation of E to be a linear map

D : Γ(E)→ Γ(E)

satisfying the Leibniz identity

D(f s) = f D(s) + LXD
(f) s, ∀ f ∈ C∞(M), s ∈ Γ(E),

for some vector field XD ∈ X(M). This vector field is unique and is called
the symbol of D. Let Der(E) denote the space of derivations. Note the
following:

(i) The commutator of derivations

[D1, D2] := D1 ◦D2 −D2 ◦D1

is again a derivation, so (Der(E), [·, ·]) is a Lie algebra.

(ii) The symbol map

ρ : Der(E)→ X(M)

is a Lie algebra map.

This suggests that Der(E) is the space of sections of a Lie algebroid.

Exercise 13.52. Denote by gl(E) the Lie algebroid of the general Lie
groupoid GL(E) ⇒ M introduced in Example 13.22. Show that there is
a linear isomorphism

Γ(gl(E)) ∼= Der(E)

which takes the Lie bracket and the anchor of gl(E) into the commutator
bracket and the symbol map on Der(E).
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A derivation D with vanishing symbol XD ≡ 0 is just a C∞(M)-linear
endomorphism of Γ(E), i.e., a section of End(E). On the other hand, if
one chooses a connection ∇ on E → M , a vector field X ∈ X(M) defines
a derivation D := ∇X with symbol XD = X. This shows that the anchor
ρ : gl(E)→ TM is surjective. In conclusion, we have a short exact sequence
of Lie algebroids

0 �� End(E) �� gl(E)
ρ �� TM �� 0 ,

where End(E) is a bundle of Lie algebras equipped with the fiberwise com-
mutator. Note that a choice of a connection ∇ on E can be interpreted as
a choice of a splitting of this sequence and it yields a noncanonical isomor-
phism of vector bundles

gl(E) � End(E)⊕ TM.

Example 13.53 (Tangent Lie algebroid). The following construction can
be thought of as applying the tangent functor to Lie algebroids. For a Lie
algebroid p : A→M one obtains a Lie algebroid

dp : TA→ TM,

as we now explain. The vector bundle structure comes from differentiating
the vector bundle structure on A. The anchor is simply

dρ : TA→ T (TM).

For the Lie bracket one notes that a section α ∈ Γ(A) induces two different
types of sections of TA:

- a linear section dα : TM → TA,

- a core section α̂ : TM → TA:

α̂(vx) := vx + α(x) ∈ TxM ⊕Ax � T0xA.

These sections generate over C∞(TM) all other sections. One defines the
Lie bracket [·, ·]TA by setting, for α, β ∈ Γ(A),

[α̂, β̂]TA = 0, [dα, β̂]TA = [̂α, β]A, [dα, dβ]TA = d[α, β]A.

Exercise 13.54. Given a Lie groupoid G ⇒ M with Lie algebroid A→M ,
show that the tangent groupoid TG ⇒ TM from Example 13.21 has Lie
algebroid the tangent algebroid TA→ TM . In other words, we have

Lie(TG) = T Lie(G).

One can also look for a cotangent algebroid T ∗A. This notion is a bit
more subtle and it will be discussed in Section 13.5.
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As in Example 13.21 we can also form the double direct sum
⊕2 TA of

the tangent Lie algebroid TA→ TM , a Lie algebroid with vector bundle

2⊕
TA := TA⊕A TA→

2⊕
TM := TM ⊕M TM

and with anchor and bracket defined componentwise. To describe them
more precisely, we introduce a special type of sections of TA. Namely, we
call X ∈ ΓTM (TA) fibered if it covers a section αX ∈ Γ(A):

TM

pr

��

X �� TA

pr

��
M

αX

�� A

For example a linear section dα is fibered over α and a core section α̂ is
fibered over the zero section.

Exercise 13.55. Show that if X,Y ∈ ΓTM (TA) are fibered sections, then
so is [X,Y ]TA.

A pair X1, X2 ∈ ΓTM (TA) defines a section X1⊕X2 ∈ Γ⊕2 TM (
⊕2 TA)

if and only if both are fibered and cover the same section αX1 = αX2 . Then,

for Xi, Yi ∈ ΓTM (TA) defining sections X1⊕X2 and Y1⊕Y2 of
⊕2 TA, one

defines

ρ⊕2 TA(X1 ⊕X2) := ρTA(X1)⊕ ρTA(X2),

[X1 ⊕X2, Y1 ⊕ Y2]⊕2 TA
:= [X1, Y1]TA ⊕ [X2, Y2]TA.

We leave it as an exercise to check that this indeed defines a Lie algebroid.

Similarly, one defines the Lie algebroids
⊕k TA over

⊕k TM . Then one
can show that the Lie functor commutes with taking direct sums, so that

Lie
( k⊕

TG
)
=

k⊕
Lie(TG) =

k⊕
T Lie(G).

Example 13.56 (Pullback algebroids). Let (A, [·, ·]A, ρ) be a Lie algebroid
over M and let μ : S →M be a smooth map. Consider the fiber product

μ!A := A×TM TS = {(α, v) ∈ A× TS : ρ(α) = dμ(v)}.

In general, this may fail to be a vector bundle over S. However, under some
condition, e.g., if μ is transverse to ρ, this will be a vector subbundle of
A×M TS → S. Assuming that this is the case, we can define on this vector
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bundle a Lie algebroid structure where the following hold:

- The anchor is the projection on TS.

- The Lie bracket is defined on sections of μ!A of the form (α,X),
with α ∈ Γ(A) and X ∈ X(S), by

[(α1, X1), (α2, X2)]μ!A := ([α1, α2]A, [X1, X2])

and then is extended to all sections using the Leibniz identity.

The resulting Lie algebroid μ!A is called the pullback Lie algebroid of A
by the map μ : S →M .

We have already seen an instance of this construction. If μ : S → M is
a surjective submersion, this construction gives the underlying Lie algebroid
of the pullback Dirac structure. However, this fails for general maps μ.

Exercise 13.57. Let μ : S →M be a submersion. Show that the pullback
Lie groupoid μ!G ⇒ S of the groupoid G ⇒ M defined in Example 13.18

has Lie algebroid isomorphic to the pullback Lie algebroid μ! Lie(G).

Example 13.58 (Atiyah algebroids). Let pr : P → M be a principal G-
bundle. The lifted action on TP → P is by vector bundle isomorphisms, so
we have the quotient vector bundle

TP/G→M.

Sections of this vector bundle are canonically identified with G-invariant
vector fields X ∈ X(P ). Hence, on this vector bundle we have a natural Lie
algebroid structure, where the following hold:

- The anchor is given by the differential of the projection: ρ := d pr.

- The Lie bracket on sections is just the usual Lie bracket on vector
fields restricted to invariant vector fields.

One calls (TP/G, [·, ·], ρ) the Atiyah algebroid of the principal bundle.

Note the following:

(i) A G-invariant vector field X ∈ X(P ) which is in the kernel d pr can
be canonically identified with an equivariant map P → g, where G
acts on g via the adjoint action.

(ii) An equivariant map P → g can be canonically identified with a
section of the adjoint bundle P [g] := P ×G g.

Therefore, we have a short exact sequence of Lie algebroids

0 �� P [g] �� TP/G
ρ �� TM �� 0

where the adjoint bundle is viewed as a bundle of Lie algebras with the Lie
algebra structure on the fibers induced from g.
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Exercise 13.59. Show that the Atiyah Lie algebroid TP/G is the Lie al-
gebroid of the gauge groupoid GaugeG(P ) from Example 13.15.

One says that (A, [·, ·]A, ρ) is a transitive Lie algebroid if the anchor
ρ is surjective. So a transitive Lie algebroid can be seen as part of a short
exact sequence of Lie algebroids

0 �� g(A) �� A
ρ �� TM �� 0.

This may be thought of as an “abstract Atiyah sequence” because of the
following exercise:

Exercise 13.60. Let G be a Lie groupoid integrating a transitive Lie al-
gebroid A. If the base is connected, show that G is transitive and that A
is isomorphic to the Atiyah Lie algebroid of any of its isotropy principal

Gx-bundles t : s−1(x)→M .

Example 13.61 (Prequantization algebroids). Let ω ∈ Ω2(M) be a closed
2-form on a manifold M and consider the vector bundle

Aω := TM ⊕ R.

Let ρ : Aω → TM be the projection on the first factor and define a bracket
on the sections Γ(Aω) = X(M)× C∞(M) by

[(X, f), (Y, g)] := ([X,Y ],LX(g)−LY (f) + ω(X,Y )).

This bracket is R-bilinear and skew-symmetric and satisfies the Leibniz iden-
tity. The Jacobi identity is equivalent to ω being closed. We call (Aω, [·, ·], ρ)
the prequantization Lie algebroid of the closed 2-form ω.

This is a transitive algebroid with “abstract Atiyah sequence”

0 �� RM
�� Aω

ρ �� TM �� 0,

where RM is the trivial line bundle with zero bracket and zero anchor map.

We define a central Lie algebroid extension of TM by RM to be any
transitive algebroid A with isotropy Lie algebra bundle RM such that the
constant section 1 of RM commutes with all other sections of A.

Exercise 13.62. Define the notion of isomorphism of central extensions of
TM by RM and show the following:

(a) Any central extension A of TM by RM is isomorphic to Aω for
some closed form ω ∈ Ω2(M).

(b) Given ω1, ω2 ∈ Ω2(M) closed forms, the corresponding central ex-
tensions are isomorphic if and only if ω1 and ω2 are cohomologous.
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The name “prequantization algebroid” derives from the so-called pre-
quantization problem:

• Given a closed 2-form ω, does it represent the first Chern class of
a complex line bundle? Equivalently, does there exist a principal
S1-bundle pr : P → M and a connection 1-form θ ∈ Ω1(P ) such
that dθ = pr∗ ω?

One calls such a principal S1-bundle a prequantization bundle for ω.

Exercise 13.63. Show that if P is a prequantization bundle for ω, then the
associated gauge groupoid GaugeS1(P ) is an integration of the Lie algebroid
Aω. Hence, if ω is prequantizable, then Aω must be integrable.

One can show that Aω is integrable if and only if the group of spherical
periods of ω,

Per(ω) :=

{∫
γ
ω : γ ∈ π2(M)

}
⊂ (R,+),

is a discrete subgroup. Using this, it is easy to produce examples of nonin-

tegrable Lie algebroids!

Example 13.64 (Foliations). Recall that foliations on a manifold M are in
1-to-1 correspondence with involutive subbundles of TM , i.e., subalgebroids
of the tangent bundle. So we may say that foliations are the same as Lie
algebroids with injective anchor map.

This explains our search in Example 13.27 for “desingularizations” of
the equivalence relation Rel(F): we were just looking for Lie groupoids G
integrating TF .

Exercise 13.65. Show that the homotopy groupoid Π(M,F) ⇒ M and the
holonomy groupoid Hol(M,F) ⇒ M from Example 13.27 are both integra-
tions of TF .

Now observe that for a regular Lie algebroid (A, [·, ·], ρ), since the anchor
preserves Lie brackets, we obtain a foliation FA of M such that

TFA = Im ρ ⊂ TM.

One calls FA the orbit foliation of A and its leaves the orbits of A.

If A is not regular, one can still talk about the orbits of A, which admit
the following descriptions:

- If A comes from a Lie groupoid G ⇒ M , the orbits of A coincide with
the connected component of the orbits of G.

- In general, as in the proof of Theorem 4.1, using an algebroid version of
the Weinstein Splitting Theorem — see [59, Thm. 8.5.1] — one constructs
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the maximal integral submanifolds of the singular distribution Im ρ ⊂ TM .
These are the orbits of A.

- The orbit foliation FA can be described set theoretically quite easily:
x, y ∈M are in the same orbit of A if and only if they can be joined by the
base path of an A-path, i.e., if and only if there exists

γ : [0, 1]→M, with γ(0) = x, γ(1) = y,

and a path a : [0, 1]→ A, sitting above γ, such that

ρ(a(t)) =
dγ

dt
(t) (t ∈ [0, 1]).

One can put a smooth structure on these set-theoretical orbits using again
the Lie algebroid version of the Weinstein Splitting Theorem.

- Alternatively, the submodule of vector fields Im ρ ⊂ X(M) defines a
singular foliation and the orbits are obtained by the singular version of the

Frobenius Theorem — see Section C.3.

Example 13.66 (Cotangent algebroids). The most important example for
us is, of course, the cotangent bundle (T ∗M, [·, ·]π, π�) of a Poisson manifold.
The orbits of this Lie algebroid are the symplectic leaves of the Poisson
manifold and the isotropy Lie algebras also coincide.

In the next chapter we will see that, when the Poisson homotopy group-
oid Π(M,π) ⇒ M is smooth, then its Lie algebroid is isomorphic to the
cotangent algebroid (T ∗M, [·, ·]π, π�).

Note also that the infinitesimal action a : μ∗T ∗M → TS associated to a
symplectic realization μ : (S, ω)→ (M,π) — see Definition 12.2 — can now
be interpreted as a Lie algebroid action of the cotangent algebroid T ∗M
on μ : S → M . Moreover the resulting action Lie algebroid T ∗M � S is
isomorphic to the orbit foliation

T ∗M � S ∼−→ TF .
It is not surprising that this is related to the action of Π(M,π) ⇒ M on a
complete symplectic realization μ : (S, ω) → (M,π) discussed in Example
13.30. In the next chapter, when we add smoothness to this discussion,
we will see that the above isomorphism is the infinitesimal version of the
groupoid isomorphism from Example 13.30.

13.5. Duals of Lie algebroids

There is yet another very important connection between Poisson geometry
and Lie algebroid theory: the same way one can view Lie algebra structures
as linear Poisson structures, one can view Lie algebroid structures as fiber-
wise linear Poisson structures on a vector bundle. This gives an entirely
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new perspective on the notion of Lie algebroid and also provides a large
list of new, interesting examples of Poisson structures: the duals of all the
examples from the previous section!

In order to define the notion of a fiberwise linear Poisson structures on
a vector bundle pr : E →M we consider the scalar multiplication operation
along the fibers

mt : E → E, v �→ tv.

Note that for t �= 0 this is a vector bundle automorphism.

Definition 13.67. A multivector field ϑ ∈ Xk+1(E) on the total
space of a vector bundle E →M is called fiberwise linear if

(mt)∗ϑ = tkϑ, ∀ t > 0.

The space of fiberwise linear multivector fields is denoted by X•
lin(E).

Exercise 13.68. Show that the subspace X•
lin(E) ⊂ X•(E) is closed under

the Schouten bracket (but not under the wedge product!).

In degree 0, X0
lin(E) = C∞

lin(E) consists of the functions whose restriction
to the fibers are linear. These fiberwise linear functions are precisely the
evaluation functions evα ∈ C∞(E) on a section α ∈ Γ(E∗) of the dual
vector bundle.

In order to see what happens in higher degrees, choose local coordinates
(U, x1, . . . , xn) for M over which E admits a trivializing frame {e1, . . . , er}.
This yields local coordinates (xi, ξa) on pr−1(U). We leave it as an exercise
to check that ϑ ∈ Xk+1(E) is fiberwise linear if and only if it takes the form

ϑ =
∑

i,a1<···<ak

ϑi,a1···ak(x)
∂

∂xi
∧ ∂

∂ξa1
∧ · · · ∧ ∂

∂ξak

+
∑

a1<···<ak+1,b

ϑ
a1···ak+1

b (x) ξb
∂

∂ξa1
∧ · · · ∧ ∂

∂ξak+1
.

In particular, a bivector field π ∈ X2(E) is fiberwise linear if and only if for
any such choice of coordinates it takes the form

π =
∑
i,a

πi,a(x)
∂

∂xi
∧ ∂

∂ξa
+

∑
a<b,c

πab
c (x) ξc

∂

∂ξa
∧ ∂

∂ξb
.

Note that if we think of a vector space as a vector bundle over a point,
then fiberwise linear bivector fields are just linear bivector fields. The follow-
ing exercise gives another characterization of fiberwise linear bivector fields,
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generalizing what happens for a vector spaces:

Exercise 13.69. Show that a bivector field π ∈ X2(E) is fiberwise linear if
and only if the corresponding biderivation {·, ·} : C∞(E)×C∞(E)→ C∞(E)
satisfies

{C∞
lin(E), C∞

lin(E)} ⊂ C∞
lin(E).

Finally, we state the main result of this section:

Theorem 13.70. Given a vector bundle pr : A → M , there is a 1-to-1
correspondence⎧⎨⎩ Lie algebroid

structures on A

⎫⎬⎭ ←̃→
⎧⎨⎩ fiberwise linear
Poisson structures on A∗

⎫⎬⎭ .

Under this correspondence, the Poisson bracket {·, ·}A∗ corresponding to a
Lie algebroid structure (A, [·, ·]A, ρ) is uniquely determined by the conditions

(13.7) {evα, evβ}A∗ = ev[α,β]A ,

where evα ∈ C∞(A∗) is the evaluation on α ∈ Γ(A).

Remark 13.71. The condition (13.7) has some hidden consequences. Re-
placing β by fβ, with f ∈ C∞(M) arbitrary, and using the Leibniz identity
both for {·, ·}A∗ and for [·, ·]A, one obtains that

(13.8) {evα, pr∗ f}A∗ = pr∗
(
Lρ(α)(f)

)
.

Then replacing α by g α, a similar argument implies that

(13.9) {pr∗ f, pr∗ g}A∗ = 0.

We can use equations (13.7), (13.8), and (13.9) to find the expression in
local coordinates for the bivector field πA in terms of the local Lie algebroid
data. Choosing a chart (U, x1, . . . , xn) on M over which A admits a trivial-
izing frame {e1, . . . , er}, the Lie algebroid structure is encoded by structure
functions Bi

a, C
c
ab ∈ C∞(U) defined by

(13.10) ρ(ea) =
∑
i

Bi
a(x)

∂

∂xi
, [ea, eb] =

∑
c

Cc
ab(x)ec.

Then on the dual bundle A∗ we have local coordinates (x1, . . . , xn, y1, . . . , yr)
with ya(ξ) = ξ(ea). With respect to these coordinates any bivector field on
A∗ satisfying (13.7), (13.8), and (13.9) must be given by

(13.11) πA =
∑
i,a

Bi
a(x)

∂

∂ya
∧ ∂

∂xi
+

∑
a<b,c

Cc
ab(x) yc

∂

∂ya
∧ ∂

∂yb
.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



342 13. A Crash Course on Lie Groupoids

Exercise 13.72. Show that the structure functions Bi
a, C

c
ab ∈ C∞(U) of a

Lie algebroid satisfy the system of PDEs∑
j

(
Bj

a

∂Bi
b

∂xj
−Bj

b

∂Bi
a

∂xj

)
=

∑
c

Bi
cC

c
ab,

∑
i

(
Bi

a

∂Cd
bc

∂xi
+Bi

b

∂Cd
ca

∂xi
+Bi

c

∂Cd
ab

∂xi

)
=

∑
e

(
Cd
eaC

e
bc + Cd

ebC
e
ca + Cd

ecC
e
ab

)
.

Verify that these equations are also equivalent to the vanishing of the Schou-
ten bracket [πA, πA] = 0, where πA is given by (13.11).

One can also give a coordinate-free expression for the fiberwise linear
Poisson structure πA, by choosing an auxiliary connection on the vector
bundle A→M .

Exercise 13.73. Let (A, [·, ·]A, ρ) be a Lie algebroid, and let ∇ be an ordi-
nary connection on the vector bundle A→M . Let T∇ : A⊗A→ A be the
torsion of the associate A-connection

T∇(α, β) := ∇ρ(α)β −∇ρ(β)α− [α, β], ∀α, β ∈ Γ(A).

(a) Show that the horizontal spaces of ∇ induce a splitting of T ∗A∗:

T ∗
ξxA

∗ = Ax ⊕ T ∗
xM, ξx ∈ A∗

x.

(b) Show that (13.11) is the expression in local coordinates for the
bivector field on A∗ given by

πA(σ1, σ2) := 〈ρ(a1), α2〉 − 〈ρ(a2), α1〉 − 〈T∇(a1, a2), ξx〉,
where σi = ai + αi ∈ Ax ⊕ T ∗

xM denotes the decomposition of
σi ∈ T ∗

ξx
A∗ relative to the splitting in (a).

Proof of Theorem 13.70. Given a Lie algebroid structure (A, [·, ·]A, ρ), in
local coordinates as above, we have structure functions Bi

a, C
c
ab ∈ C∞(U)

defined by (13.10). In the dual local coordinates on A∗, we can define
a fiberwise linear bivector field πA by (13.11). By Exercise 13.72, this is
a Poisson bivector, and by what we have seen above, it is the unique one
satisfying (13.7). By local uniqueness, one obtains a global Poisson bivector.
Alternatively, one can also invoke Exercise 13.73 to show that (13.11) does
not depend on the local coordinates.

Conversely, given a fiberwise linear Poisson structure πA ∈ X2
lin(A

∗),
with associated Poisson bracket {·, ·}A∗ we construct a Lie algebroid struc-
ture (A, [·, ·]A, ρ). By Exercise 13.69 the Lie bracket {·, ·}A∗ restricts to a
Lie bracket [·, ·]A on C∞

lin(A
∗) � Γ(A), satisfying

(13.12) {evα, evβ}A∗ = ev[α,β]A , ∀α, β ∈ Γ(A).
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Since πA is fiberwise linear, it follows that the Poisson bracket of a fiberwise
linear function with a fiberwise constant one is fiberwise constant:

{evα, pr∗ f}A∗ = pr∗ (X(α, f)) , X(α, f) ∈ C∞(M).

By applying the Leibniz identity in f , we obtain that X(α, f) is a derivation
in f . By replacing α by gα and using that the Poisson bracket of fiberwise
constant functions is zero, it follows that X(α, f) is C∞(M)-linear in α.
Therefore there is a bundle map ρ : A→ TM such that X(α, f) = Lρ(α)(f).
As in Remark 13.71, in (13.12) we replace β by fβ, and we obtain that [·, ·]A
satisfies the Leibniz identity with respect to ρ. �

Example 13.74. By Exercise 1.18, for A = TM , the fiberwise linear Pois-

son structure on T ∗M is πTM = ω−1
can.

Under the correspondence between Lie algebroids (A, [·, ·]A, ρ) and fiber-
wise linear Poisson structures (A∗, πA) one has the following:

(i) Lie algebroid maps φ : A→ B covering the identity correspond to
vector bundle maps φ∗ : (B∗, πB)→ (A∗, πA) covering the identity
that are Poisson maps.

(ii) Lie ideals I of A — i.e., subbundles I ⊂ Ker ρ such that Γ(I) is
an ideal in Γ(A) — correspond to vector subbundles I◦ ⊂ (A∗, πA)
that are Poisson submanifolds.

Let us look a bit more into the Poisson geometry of (A∗, πA).

Proposition 13.75. Let (A, [·, ·]A, ρ) be a Lie algebroid. The corresponding
fiberwise linear Poisson structure πA ∈ X2

lin(A
∗) satisfies the following:

(i) The zero section is a coisotropic submanifold of A∗.

(ii) For any orbit O ⊂M of A, the immersion of the cotangent bundle
(T ∗O, ωcan) given by

i : T ∗O ↪→ A∗, αx �→ ρ∗x(αx)

is a symplectic leaf of A∗.

Proof. The map τ : A∗ → A∗, τ(v) = −v is an anti-Poisson involution;
therefore its fixed point set, i.e., the zero section of A∗, is a coisotropic
submanifold — see Proposition 8.71.

Let O ⊂ M be an orbit. It follows easily — for example from the
local expression of πA — that A∗|O is a Poisson submanifold of (A∗, πA).
Moreover, the induced Poisson structure on A∗|O is the fiberwise linear
Poisson structure πA|O corresponding to the restricted Lie algebroid A|O.
By varying the orbit, the collection of such Poisson submanifolds gives a
partition of A∗. Therefore, Problem 8.6 implies that A∗|O is a complete
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Poisson submanifold. Thus it suffices to check the result for the transitive
Lie algebroid A|O → O.

By Example 13.74, ωcan = π−1
TO, and using that the anchor ρ : A|O → TO

is a Lie algebroid morphism, we obtain by property (i) above a Poisson
embedding with closed image

ρ∗ : (T ∗O, ωcan)→ (A∗|O, πA|O).

Therefore, by Problem 8.6 its image is a symplectic leaf. �

Assume now that (A, [·, ·]A, ρ) is an integrable Lie algebroid with inte-
gration G ⇒ M . In contrast to the case of duals of Lie algebras, in gen-
eral, there is no “coadjoint action” of G on A∗ giving the symplectic leaves.
The “coadjoint orbits” should now be defined as the symplectic leaves of
(A∗, πA). However, there is still a canonical groupoid that morally encodes
such a coadjoint action. It is called the cotangent Lie groupoid of G,

T ∗G ⇒ A∗,

and it is defined as follows:

- For ξg ∈ T ∗
g G where g : x→ y, one defines its source and target by

s(ξg) ∈ A∗
x, s(ξg)(αx) = ξg(dxLg(αx)),

t(ξg) ∈ A∗
y, t(ξg)(βy) = −ξg(dyRg(dyι(βy))).

- For ξg ∈ T ∗
g G and ηh ∈ T ∗

hG we define a covector ξg⊕ηh ∈ T ∗
(g,h)G(2)

by setting

ξg ⊕ ηh(vg, wh) := ξg(vg) + ηh(wh).

If ξg and ηh are composable, then ξg⊕ηh vanishes on Ker d(g,h)m ⊂
T(g,h)G(2), so there exists a unique ξg · ηh ∈ T ∗

ghG such that

ξg ⊕ ηh = (d(g,h)m)∗(ξg · ηh).

Note that s(ξg · ηh) = s(ηh) and t(ξg · ηh) = t(ξg).

- The unit map u : A∗
x → T ∗

xG is the inclusion arising from the
decomposition of T ∗

xG dual to TxG = TxM ⊕Ax.

- The inversion ι : T ∗G → T ∗G is the transpose of the differential of
the inversion of G.

You should check that when A = g is a Lie algebra and G = G is
a Lie group integrating g, this construction yields a groupoid T ∗G ⇒ g∗

isomorphic to the coadjoint action groupoid G� g∗ ⇒ g∗. The analogue of
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this for an arbitrary algebroid can be stated as follows:

Proposition 13.76. For any Lie groupoid G ⇒ M with Lie algebroid A, its
cotangent bundle T ∗G ⇒ A∗ is a Lie groupoid with Lie algebroid isomorphic
to the cotangent Lie algebroid T ∗A∗ of the Poisson manifold (A∗, πA). In
particular, the symplectic leaves of A∗ are the connected components of the
orbits of T ∗G.

This result will follow from the theory of symplectic groupoids, to be
discussed in the next chapter — see Example 14.24.

13.6. The Lie philosophy

The passage from Lie groupoids to Lie algebroids is an instance of the “Lie
philosophy”, much like the passage from Lie groups to Lie algebras. Other
instances are the passage from Lie group actions to infinitesimal Lie algebra
actions, from Lie groupoid morphisms to Lie algebroid morphisms, etc. The
advantage of passing from global to infinitesimal via “differentiation” comes
from the fact that, while the infinitesimal side of the story is more tractable,
very little (sometimes nothing!) is lost by passing to it. Moreover, often
one can go backwards via “integration”, such as integrating vector fields,
constructing parallel transport with respect to connections, recovering a Lie
group from its Lie algebra, etc.

Underlying the Lie philosophy are the three basic “Lie Theorems”, which
we discuss next. The integration part of these theorems requires an assump-
tion, which in the context of Lie groupoids takes the form “1-connected
t-fibers”. By this we mean that the target fibers are connected and simply
connected. This assumption is not too restrictive and the first two of these
theorems state the following:

Theorem 13.77 (Lie I). If A is an integrable Lie algebroid, then A admits
a unique, up to isomorphism, integration G with 1-connected t-fibers.

Theorem 13.78 (Lie II). Let G and H be two Lie groupoid, with Lie al-
gebroids denoted A and B, respectively. If G has 1-connected t-fibers, then
any morphism of Lie algebroids φ : A→ B integrates to a unique morphism
of Lie groupoids Φ : G → H.

These two theorems are not very hard to prove with the methods dis-
cussed so far in this book. However, Lie’s First Theorem requires one to
consider non-Hausdorff Lie groupoids, even for some simple classes of exam-
ples such as bundles of Lie algebras and foliations. Since Lie’s First Theorem
may give rise to non-Hausdorff groupoids, it is helpful to know that Lie’s
Second Theorem continues to hold in the non-Hausdorff setting. See the
detailed discussion in Section 13.7.
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Lie’s Third Theorem is more delicate and is the hardest one to prove. In
the case of ordinary Lie groups and Lie algebras, it can be stated as follows:

Theorem 13.79 (Lie III for Lie algebras). Any finite-dimensional Lie al-
gebra g is integrable.

As we have already pointed out, a Lie algebroid does not necessarily
integrate to a Lie groupoid, so there is not a straightforward analogue of this
result for Lie algebroids. However, this failure is by now well understood
and there are several equivalent characterization for integrability.

First of all, one can construct a candidate for integrating A, namely the
A-homotopy groupoid

Π(A) :=
A-paths

A-path homotopy t
��

s �� M

which is always defined as a set-theoretical groupoid. Here A-paths and
A-path homtopies are defined as Lie algebroid morphisms, exactly as for co-
tagent paths and cotangent path-homotopies. In constructing this groupoid
one can show the following:

(i) The space of all C1-paths a : [0, 1] → A with C2 base path
γa : [0, 1] → M has a natural structure of Banach manifold. The
subspace P (A) := {A-paths} is a Banach submanifold — still infi-
nite dimensional.

(ii) The equivalence relation ∼ defined by “A-path homotopy” gives
a foliation FBig on the Banach manifold P (A) by leaves of finite
codimension equal to dimA = rankA+ dimM .

(iii) The quotient topology on the leaf space Π(A) = P (A)/ ∼ of the
foliation FBig makes Π(A) ⇒ M into a topological groupoid with
1-connected target fibers.

The groupoid Π(A) is often called the Weinstein groupoid of A. The
question now is if the smooth structure on the Banach manifold P (A) de-
scends to the leaf space Π(A) = P (A)/ ∼. In fact, one has the following
version of Lie’s Third Theorem for Lie algebroids:

Theorem 13.80 (Crainic and Fernandes [41]). A Lie algebroid A is in-
tegrable if and only if the smooth structure on the Banach manifold P (A)
descends to the leaf space Π(A) = P (A)/ ∼. In this case, Π(A) ⇒ M is
a Lie groupoid with 1-connected t-fibers and its Lie algebroid is isomorphic
to A.

Again, the correct setting for this theorem is that of non-Hausdorff Lie
groupoids, in the sense explained in Section 13.7. In general, even if A
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is integrable by a Hausdorff Lie groupoid, the Lie groupoid Π(A) may be
non-Hausdorff. This can happen already for a bundle of Lie algebras.

The smoothness of Π(A) ⇒ M is controlled by the so-called mon-
odromy map, which is a group homomorphism

∂x : π2(Ox)→ Π(gx) (x ∈M),

where Π(gx) is the 1-connected Lie group integrating the Lie algebra gx.
In [41] necessary and sufficient conditions for the integrability of A are
expressed in terms of the image of this homomorphism. Although these
results are beyond the scope of this book, let us point out some consequences:

- For a Lie algebra g, the monodromy map is trivial, which explains
why Lie III holds.

- For a Poisson manifold (M,π), we have Π(T ∗M) = Π(M,π). So if
(T ∗M, [·, ·]π, π�) is integrable, then Π(M,π) ⇒ M is a Lie groupoid
with Lie algebroid (T ∗M, [·, ·]π, π�).

- For a regular Poisson manifold, gx = ν∗(Sx) is abelian and the
monodromy map is given by the variation of symplectic areas map

A′
x : π2(Sx)→ ν∗x(Sx)

studied in Section 10.6. A necessary condition for (T ∗M, [·, ·]π, π�)
to be integrable is that the image of this map is discrete.

We refer the reader to [41,45] for proofs and much more information about
Lie algebroids, Lie groupoids, and the integration problem. In the next
chapter we will discuss the groupoids associated to Poisson manifolds. For
now we illustrate how the Lie philosophy can simplify and bring extra insight
into a problem in Poisson geometry discussed earlier.

Example 13.81. Given a Poisson structure (M,π) with a zero x, with no
smoothness assumption on Π(M,π) ⇒ M , we constructed in Example 10.30
an isomorphism

Ψ : Π(g)→ Π(M,π, x),

where g = Kerπ�
x is the isotropy Lie algebra. Here we give another inter-

pretation of this construction using the Lie philosophy.

We identify Π(g) with the universal cover of a fixed Lie group G inte-
grating g, so that Π(g) = P (G, e)/∼, the quotient of the set P (G, e) of paths
in G starting at e modulo path-homotopy. Denoting by P (g) the collection
of all paths in g, the isomorphism Ψ was induced by the map

Ψ̃ : P (G, e)→ P (g), g(t) �→ a(t) :=
d

ds

∣∣∣
s=t

g(t)−1g(s).
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Here is the extra insight that the Lie philosophy brings. The main
remark is that, while paths in g can be interpreted as algebroid morphism

adt : TI → g (I = [0, 1]),

paths g ∈ P (G, e) are in 1-to-1 correspondence with groupoid morphisms

g̃ : I × I → G.

This 1-to-1 correspondence is determined by

g̃(t, s) = g(t)−1g(s), g(s) = g̃(0, s).

Of course, given g, differentiating the groupoid morphism g̃ one obtains

precisely the path a = Ψ̃(g). Hence part (i) of Lemma 10.32, i.e., the 1-to-1

correspondence Ψ̃, can be seen as an instance of Lie’s Second Theorem.

The situation is completely similar for homotopies, i.e., part (ii) of
Lemma 10.32. Again, maps h = h(t, ε) : I × I → G satisfying h(0, 0) = e
are in 1-to-1 correspondence with groupoid morphisms defined on the pair
groupoid of the square J = I × I:

h̃ : J × J → G, h̃((t1, ε1), (t2, ε2)) := h(t1, ε1)
−1h(t2, ε2).

By differentiation one recovers Lie algebroid maps TJ → g, i.e., maps Φ
satisfying (10.12). The boundary conditions (10.13) corresponds to the fact
that h is a path-homotopy. Since J is 1-connected one can appeal again to

Lie’s Second Theorem and one recovers (ii) of Lemma 10.32.

13.7. The non-Hausdorff setting

In the last part of the book we will allow certain manifolds to be non-
Hausdorff. Recall however that all our manifolds will be assumed to be
second countable. The reasons for these are twofold: on the one hand,
some very natural examples of Lie groupoids are non-Hausdorff and, on the
other hand, both Lie’s First and Third Theorems require one to consider
non-Hausdorff groupoids.

Example 13.82 (Bundles of Lie algebras). The trivial bundle of Lie alge-
bras pr1 : R×R→ R is integrated by the trivial bundle of groups with fiber
(R,+). Another smooth but non-Hausdorff integration is obtained as the
quotient

G =
(
R× R

)
/Λ, Λt =

{
Z, t < 0,

0, t ≥ 0.

More interesting examples, which show the need of non-Hausdorff Lie
groupoids, were discovered by Douady and Lazard [55] in their study of
integrations of families of Lie algebras. Consider the family of Lie algebras
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A = R×R3 → R, where the Lie bracket at t ∈ R on the standard generators
e1, e2, and e3 is given by

(13.13) [e1, e2] = e3, [e2, e3] = t e1, [e3, e1] = e2.

In other words, A→ R is a Lie algebroid with zero anchor. In our language,
Douady and Lazard show that G = Π(A) → R is a smooth non-Hausdorff
groupoid. In fact, it is a smooth bundle of Lie groups, each fiber being
a 1-connected Lie group integrating (R3, [·, ·]t). They find another bundle
of groups G → R, which is Hausdorff and still integrates A. Finally, they
also find an example which exhibits another phenomenon: a bundle of Lie
algebras B = R×R3 → R which does not admit any Hausdorff integration.
The bracket is given explicitly by
(13.14)

[e1, e2]t = e3 + η(−t)e2, [e2, e3]t = η(t)e1, [e3, e1]t = e2 − η(−t)e3,

where η : R → R is a smooth functions such that η(t) = 0 for t ≤ 0 and
η(t) > 0 for t > 0. By allowing non-Hausdorff manifolds, Douady and

Lazard show that any bundle of Lie algebras is integrable.

Example 13.83 (Foliations). Consider the foliation F of M = R3\{0}
by horizontal planes z = c and its homotopy groupoid Π(M,F) ⇒ M —
recall Example 13.27. This groupoid is non-Hausdorff: the homotopy class
[γ] ∈ Π(M,F) of a loop γ in the leaf z = 0 around the origin cannot
be separated from the trivial loop starting at the same point. Hence, the
homotopy groupoid is a smooth but non-Hausdorff manifold. On the other
hand, because the foliation is simple, the holonomy groupoid is Hausdorff:
Hol(M,F) � M ×R M . As in the case of Lie algebra bundle, there are

foliations which do not admit any Hausdorff integration.

We begin by discussing some general constructions on possibly non-
Hausdorff manifolds. In full generality, notions that are local in nature can
be introduced in a similar way in the non-Hausdorff setting.

The non-Hausdorff manifolds we consider come naturally with an involu-
tive distribution. We make the assumption that the corresponding foliation
has Hausdorff leaves, and this is the key which allows us to do usual differ-
ential geometry along the leaves.

The notion of a foliation is introduced the same way: as a partition
into connected immersed submanifolds admitting a foliation atlas. On the
other hand, for a constant rank subbundle

D ⊂ TS
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on a possibly non-Hausdorff manifold S, one must consider the local version
of involutivity. We say that D is involutive if, for any open set U ⊂ S,

[X,Y ] ∈ Γ(U,D), ∀X,Y ∈ Γ(U,D).

This condition is imposed because on a non-Hausdorff manifold some germs
of sections might not come from global sections.

The Local Frobenius Theorem, Theorem C.4, does not require any
changes, but the Global Frobenius Theorem, Theorem C.3, requires
more care. More precisely:

- The leaves of D are the equivalence classes with respect to the
equivalence relation on S given by x ∼ y iff there is a path γ :
[0, 1]→ S from x to y which is tangent to D.

- The Local Frobenius Theorem provides the local foliated charts,
and also charts for the leaves.

One obtains:

Proposition 13.84. The leaves of D are connected immersed submanifolds
of S forming a foliation.

Example 13.85. If μ : S →M is a submersion with connected fibers, then
D := Ker(dμ) is involutive and its leaves are precisely the fibers of μ. For a
concrete example, consider the plane with a double line, i.e., the product of
the line with two origins with R:

P := (R ∪R∗ R)× R.

The two projections pr1 and pr2 give rise to two foliations on P :

- F1 with leaves all copies of R,

- F2 with leaves all copies of a line with a double point (R ∪R∗ R).

Notice that in the non-Hausdorff case bump functions can no longer be
used and that there are serious problems with uniqueness of integral curves
and therefore making sense of flows and completeness of vector fields. To
make sense of this, we will use foliations with Hausdorff leaves.

Definition 13.86. Let S be a possibly non-Hausdorff manifold. Given a
foliation F with Hausdorff leaves, a vector field V ∈ X(F) = Γ(TF) is said
to be complete if, for each leaf L of F , V |L ∈ X(L) is complete in the usual
sense. We define its flow φt

V : S → S by using the flow along the leaves

(φt
V )|L = φt

V |L .
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Although φt
V is now defined on each leaf at a time, locally it is still

governed by the usual local existence and uniqueness for ODEs and the
smooth dependence on parameters. Therefore, one still has the following
very useful property:

Lemma 13.87. If F is a foliation with Hausdorff leaves and V ∈ X(F) is
complete, then φt

V : S → S is a 1-parameter group of diffeomorphisms.

It is useful to remark that the construction of the homotopy groupoid

Π(S,F) ⇒ S

carries over to the setting of foliations with Hausdorff leaves on a possibly
non-Hausdorff manifold S. Over each leaf L ⊂ S, one has the homotopy
groupoid of the leaf

Π(S,F)|L = Π(L) ⇒ L.

One observes that the notion of holonomy and the related Lemma 13.28 do
not use that the ambient manifold is Hausdorff. A careful inspection of the
discussion carried out in Example 13.27 shows that the smooth structure on
Π(S,F), as described there, still has the main properties:

Lemma 13.88. For any foliation F with Hausdorff leaves, the total space
of the homotopy groupoid

Π(S,F) ⇒ S

is a smooth manifold, s and t are submersions, and all other structure maps
are smooth. Moreover, its s- and t-fibers are diffeomorphic to the homotopy
covers of the leaves of F ; hence they are Hausdorff.

Example 13.89. The foliation F1 on the manifold P from Example 13.85
has Hausdorff leaves, whereas the foliation F2 does not. The homotopy
groupoid of F1 is

Π(P,F1) � (R ∪R∗ R)× R× R ⇒ (R ∪R∗ R)× R.

Geometrically, this consists of path-homotopy classes of paths in lines paral-
lel to the double line. Two arrows cannot be separated precisely when both
their start points as well as their end points cannot be separated.

We have already remarked that we need to consider non-Hausdorff group-
oids for Lie’s First and Third Theorems to hold true. Non-Hausdorff group-
oids over a Hausdorff base still have some reasonable properties:

Proposition 13.90. A possibly non-Hausdorff Lie groupoid G ⇒ M over a
Hausdorff base has Hausdorff t-fibers.
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We defer the proof for later. Based on this result, we have the following
convention:

Convention 13.91. For a Lie groupoid G ⇒ M , we assume the
following:

- The total space G is a possibly non-Hausdorff manifold.
- The base is a Hausdorff manifold.

These conditions imply that the t-fibers are Hausdorff manifolds.

In what follows, we will explain that basically all results of this chapter
continue to hold in the non-Hausdorff setting, with certain simple adapta-
tions. The main reason why the entire theory works the same way as for
Hausdorff Lie groupoids is that most constructions for Lie groupoids are
performed along Hausdorff manifolds, namely along the t- and s-fibers, or
involve flows of vector fields that are tangent to one of these foliations.

For instance, the Lie algebroid of a possibly non-Hausdorff groupoid is
constructed in the same way using left-invariant sections, hence vector fields
along the t-fibers, and the result is a usual Lie algebroid. Since left-invariant
and right-invariant vector fields are tangent to the t- and s-fibers, they
have well-defined flows, which are complete if the corresponding sections are
complete; i.e., Proposition 13.37 holds. The orbits of the Lie groupoid are
still immersed submanifolds, being quotients of the Hausdorff s-fibers by the
action of the Hausdorff isotropy groups. The restriction of the groupoid to
such an orbit becomes a usual Hausdorff Lie groupoid. Also the proof of
Proposition 13.7 clearly does not use Hausdorffness, and in fact not even
Hausdorffness of the t-fibers.

Finally, let us stress that when we say that a Lie algebroid A → M is
integrable, we mean that there exists a possibly non-Hausdorff Lie groupoid
G ⇒ M with Lie algebroid isomorphic A. Moreover, for an integrable Lie
algebroid, Π(A) ⇒ M is a possibly non-Hausdorff Lie groupoid.

Still, it is a very interesting problem to decide whether an integrable Lie
algebroid A is Hausdorff integrable, i.e., admits a Hausdorff integration
and, in particular, whether Π(A) ⇒ M is Hausdorff — see [54] and [117]
for first results.

Remark 13.92. A related and equally interesting problem is to decide
whether an integrable Lie algebroid A is Riemannian integrable, i.e.,
whether it admits an integration which carries a Riemannian metric on the
space of arrows. This is equivalent to the existence of a Riemannian metric
on Π(A).

The existence of a Riemannian metric on a Lie groupoid G ⇒ M is
equivalent to the existence of a splitting of the exact sequence of vector
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bundles

Ker dt ↪→ TG → t∗TM.

Example 14.74 gives a Poisson manifold whose cotangent bundle is inte-
grable, but not Riemannian integrable. That example builds on the following
example of a non-Hausdorff Lie groupoid with no Riemannian structure.

Example 13.93. The first bundle of Lie groups from Example 13.82 carries
a Riemannian metric. However, this can be destroyed by a simple modifica-
tion. Consider the quotient

G =
(
R× R

)
/Λ, Λt =

⎧⎪⎨⎪⎩
Z, t < 0,

0, t = 0,

(1 + t)Z, t > 0.

To prove that the manifold G does not admit a Riemannian metric, it suf-
fices to show that there exists no vector field on G which projects to ∂

∂t .
Assume such a vector field exists. Since the projection R×R→ G is a local
diffeomorphism, we can lift X to a vector field X̂ = ∂

∂t + f(t, ξ) ∂
∂ξ which is

invariant under translation by local sections of Λ. The invariance condition
means that, if σ(t) = (t, s(t)) is a local section if Λ, then

f(t, ξ + s(t)) = f(t, ξ) +
∂s

∂t
(t).

Applying this to s(t) = 1, we obtain for t < 0

f(t, ξ + 1) = f(t, ξ).

Applying invariance to s(t) = 1 + t, we obtain for t > 0

f(t, ξ + 1 + t) = f(t, ξ) + 1.

By taking the limit t = 0 in these equalities, we obtain a contradiction.

Later we will use this example to build a Lie algebroid A which is inte-

grable, but none of its integrations admit a Riemannian metric.

We will also consider actions of a Lie groupoid G ⇒ M on non-Hausdorff
manifolds μ : S →M . Of course, the associated action groupoid G�S ⇒ S
is still a “Lie groupoid”, but it violates our conventions: the base is non-
Hausdorff. Nevertheless, the orbits of the action are still Hausdorff and the
restrictions to these orbits provides a partition of G�S ⇒ S into Hausdorff
Lie subgroupoids.

We have already encountered a similar phenomenon in Lemma 13.88.
The homotopy groupoid of a foliation with Hausdorff leaves may fail to be
a Lie groupoid in the sense of Convention 13.91, because the base manifold
may be non-Hausdorff.
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There are simple criteria to decide when a Lie groupoid is Hausdorff:

Proposition 13.94. For a Lie groupoid G ⇒ M , the following are equiva-
lent:

(i) G is Hausdorff.

(ii) The unit section u(M) is closed in G.
(iii) For every x ∈M , any g ∈ Gx can be separated from 1x.

Proof. (i) ⇒ (ii). Consider a convergent sequence 1xn → g. We check that
g is a unit. Since t is continuous, we have

x := t(g) = t(lim1xn) = limxn.

Since u : M → G is continuous and G is Hausdorff, we conclude that

1x = u(x) = u(limxn) = lim1xn = g.

(ii) ⇒ (iii). Assume that g ∈ Gx cannot be separated from 1x. Let
U and V be charts centered at 1x and at g, and let Bn(1x) and Bn(g) be
open balls of radius 1/n in these charts. Since g and 1x cannot be separated
there exists gn ∈ Bn(1x) ∩ Bn(g) with gn → 1x and gn → g. Then, using
continuity of multiplication and inverse, we find that

1t(gn) = gng
−1
n → g(1x)

−1 = g.

This contradicts (ii).

(iii) ⇒ (i). Let g, h ∈ G, with g �= h. If t(g) �= t(h), then we choose
nonintersecting opens U, V ⊂M such that t(g) ∈ U and t(h) ∈ V . The open
sets t−1(U) and t−1(V ) separate g and h. Similarly, if s(g) �= s(h), then g
and h can be separated. So we can assume g, h ∈ G have the same source
and target. If g and h cannot be separated, then we can find a sequence
kn converging to both g and h. The sequence of units 1t(kn) := knk

−1
n

convergees to both gh−1 ∈ Gt(g) and to 1t(g), contradicting (iii). �

Proof of Proposition 13.90. Since M is Hausdorff, it suffices to show
that any fiber of the map s : t−1(x)→ M is contained in a Hausdorff open
set.

First we show that the isotropy group Gx = t−1(x)∩s−1(x) is Hausdorff.
By using translations, it suffices to show that any g ∈ Gx with g �= 1x can be
separated from 1x. Since G is a manifold, we can find an open set U ⊂ Gx
such that 1x ∈ U and g /∈ U . Since Gx is a topological group, the division
map d : Gx × Gx → Gx, (g1, g2) �→ g1g

−1
2 is continuous for the product

topology on Gx × Gx. Therefore, there exists an open set 1x ∈ O ⊂ Gx such
that d(O × O) ⊂ U . Then O and Lg(O) separate 1x and g. Otherwise if

g1 = gg2, with g1, g2 ∈ O, we obtain a contradiction: g = g1g
−1
2 ∈ U .
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Next we observe that s : t−1(x)→M is a constant rank map. For this,
note that for any h1, h2 ∈ t−1(x) we can find a local bisection

b : O → G, t ◦ b = IdO, such that b(s(h1)) = h−1
1 h2.

Consider the induced right translation

Rb : s
−1(O)→ s−1(O′), Rb(h) = hb(s(h)),

where O′ = s◦b(O). This map sends h1 to h2, maps source fibers diffeomor-
phically to source fibers, and preserves target fibers. Thus, s : t−1(x)→M
has constant rank.

By the local normal form theorem for constant rank maps, we obtain
the following:

- All the fibers of s : t−1(x)→M are embedded submanifolds of t−1(x).
In particular, Gx = t−1(x) ∩ s−1(x) is a Lie group.

- Any h ∈ t−1(x) has an open neighborhood U ⊂ t−1(x) such that
V := s(U) is an embedded submanifold of M , over which s admits a local
section σ : V → U .

Note that s−1(V ) is open in t−1(x), because

s−1(V ) =
⋃
g∈Gx

Lg(U).

Finally, we have a diffeomorphism

ψ : Gx × V ∼−→ s−1(V ) ⊂ t−1(x), (g, y) �→ gσ(y),

with inverse is given by

ψ−1(h) = (hσ(s(h))−1, s(h)).

In particular, this show that s−1(V ) is a Hausdorff open subset of t−1(x). �

We now turn to symplectic realizations μ : (S, ω) → (M,π) where S is
not necessarily Hausdorff. In this case, the following still hold:

- Libermann’s Theorem, Theorem 6.27 — though each argument in
the proof has to be replaced by its local version,

- Propositions 6.32, 12.3, and 12.6 and Corollary 12.5.

In particular, Proposition 12.3 gives the associated infinitesimal ac-
tion

a : μ∗T ∗M → TS.

Hence, we still have the orbit distribution a(μ∗T ∗M) ⊂ TS and this is an
involutive distribution in the sense discussed above. By Proposition 12.6,
its leaves, i.e., the orbits, are included in preimages of symplectic leaves.
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Definition 13.95. A symplectic realization μ : (S, ω)→ (M,π) is of Haus-
dorff type if for every symplectic leaf L of (M,π) the preimage μ−1(L) is
Hausdorff.

Note that for a symplectic realization of Hausdorff type both the fibers
and the orbits are Hausdorff. This condition allows us to talk about com-
pleteness of Hamiltonian vector fields of type XH◦μ — since they are tangent
to orbits — and mimic Definition 12.1 to define completeness of the realiza-
tion. Therefore our convention for symplectic realizations is the following:

Convention 13.96. For a symplectic realization μ : (S, ω)→ (M,π):

- The total space S may be non-Hausdorff.
- The base is a Hausdorff manifold.

A complete symplectic realization is a Hausdorff-type symplectic
realization for which XH◦μ is a complete vector field whenever XH is
complete.

Under the same assumption of Hausdorff type, the following results re-
main valid without any changes:

- Existence of maximal lifts from Proposition 12.18 and the charac-
terization of completeness from Theorem 12.22.

- Parallel transport is invariant under cotangent path-homotopy:
Theorem 12.24 and Corollary 12.26.

Actually, a closer inspection of the proofs of these results will show that
only the Hausdorffness of the orbits is used. However, our assumption of
Hausdorf type ensures that exactly the same proofs work.

Example 13.97. Non-Hausdorff symplectic realizations can be easily con-
structed by starting with any Hausdorff one μ : (S, ω)→ (M,π) and taking
the product with another, possibly non-Hausdorff, symplectic manifold S0.
Of course, this produces examples which are not of Hausdorff type.

Here are some simple examples of non-Hausdorff symplectic realiza-
tions. Start with the plane with the double line from Example 13.85, P =
(R ∪R∗ R) × R. The projection to R2 provides local coordinates (x, y) on
each of the two sheets. Define

S := P × R2, ω := dx ∧ dx+ dy ∧ dy.

On S consider the two foliations

TF = Span
〈 ∂

∂x

〉
, TF⊥ = Span

〈 ∂

∂y
,
∂

∂x
,
∂

∂y

〉
.

They have Hausdorff leaves and they are symplectic orthogonal to each
other. We end up with two symplectic realizations of Hausdorff type, which
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are in fact complete:

μ : (S, ω)→
(
R3,

∂

∂y
∧ ∂

∂y

)
, μ(x, y, x, y) = (x, y, y),

μ⊥ : (S, ω)→ (R, 0), μ⊥(x, y, x, y) = x.

Note that the presence of the double line is also reflected in the topology
of the fibers: for both maps, the fiber above x = 0 has two connected
components, while all the other fibers are connected.

Exercise 13.98. With the same (S, ω) as above, show that the symplectic
realization

μ : (S, ω)→
(
R3,

∂

∂y
∧ ∂

∂y

)
, μ(x, y, x, y) = (y, x, y)

is not of Hausdorff type. Exhibit a cotangent path for which the parallel

transport map is not well-defined.

Problems

13.1. Describe the groupoid of the flow of a time-dependent vector field X.

13.2. Let R : TM → TM be an endomorphism with vanishing Nijenhuis
torsion; i.e., for all X,Y ∈ X(M) we have

[R(X), R(Y )]−R([R(X), Y ])−R([X,R(Y )]) +R2([X,Y ]) = 0.

Show that the bilinear operation on vector fields given by

[X,Y ]R := [R(X), Y ] + [X,R(Y )]−R([X,Y ])

defines a Lie algebroid structure on A = TM with anchor ρ = R.

13.3. Consider the Möbius bandM = (S1×R)/Z2, where Z2 acts by (θ, t) �→
(θ + π,−t) and the foliation F of M acts by circles t = ±c.
(a) Show that the relation groupoid Rel(F) ⇒ M associated with the foli-

ation F is not a Lie subgroupoid of the pair groupoid M ×M ⇒ M .

(b) Describe the holonomy groupoid Hol(M,F) ⇒ M as a smooth manifold
together with its groupoid structure.

13.4. Let G ⇒ M be a Lie groupoid with possibly disconnected source/target
fibers and units. Denote by G0 ⊂ G the union of all the connected compo-
nents of the t-fibers containing the units.

(a) Verify that G0 is an open set in G which is invariant under inversion,
so it coincides with the union of all the connected components of the
s-fibers containing the units.
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(b) Show that G0 is a Lie subgroupoid of G, so in particular they have the
same Lie algebroid.

(c) Give an example of a Lie groupoid G ⇒ M with connected space of
arrows G and connected space of units M , but with disconnected t-
fibers.

One calls G0 the t-connected component of the identity of G. Note that by
(c) this does not to coincide with the connected component of the space G
containing the units.

13.5. Let A → M be a Lie algebroid, let N ⊂ M be a submanifold, and
consider the “restriction”

AN := {a ∈ A : ρ(a) ∈ TN}.

Prove the following:

(a) If AN is a vector subbundle of A|N , then it is a subalgebroid of A.

(b) If G ⇒ M is an integration of A and the restriction G|N is a Lie sub-
groupoid of G, then (a) holds and AN is the Lie algebroid of G|N .

13.6. Consider a proper Lagrangian fibration μ : (S, ω) → M with associ-
ated lattice Λ and torus bundle TΛ. Show the following:

(a) TΛ is a Lie groupoid with Lie algebroid isomorphic to T ∗M with zero
anchor and zero Lie bracket.

(b) The action of TΛ on S is a Lie groupoid action and the corresponding
infinitesimal action is precisely the infinitesimal action a : μ∗T ∗M →
TS associated to the symplectic realization.

13.7. Let G be a Lie group acting on a manifold M and form its action
groupoid G �M ⇒ M . Show that an action of G�M ⇒ M on a smooth
map μ : S → M is the same thing as an action of the Lie group G on S
together with a G-equivariant map μ : S →M .

13.8. An action of a Lie groupoid G ⇒ M on a vector bundle p : E →M is
called a linear action if the action of each arrow g ∈ G is a linear map

g : Es(g) → Et(g), u �→ gu.

Show that a linear action is the same thing as a Lie groupoid morphism

Φ : G → GL(E)

covering the identity map. For this reason, a linear action of G is also called
a representation of G.
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13.9. A linear action of a Lie algebroid A on a vector bundle p : E →M
is an action a : Γ(A)→ Xlin(E). Show the following:

(a) Linear actions on E can be identified with Lie algebroid morphisms
φ : A→ gl(E) covering the identity map.

(b) Linear actions on E can be identified with flat A-connections ∇ on E.

For this reason, a flat A-connection is often called a representation of A.

13.10. Let (M,π) be a Poisson manifold, and let p : E → M be a vector
bundle.

(a) Show that the parallel transport with respect to a flat contravariant
connection ∇ yields an action of Π(M,π) on E by linear isomorphisms
of the fibers, i.e., a representation of Π(M,π).

(b) Show that flat contravariant connections on E can be interpreted as
algebroid morphisms T ∗M → gl(E) covering the identity map, i.e., rep-
resentations of T ∗M .

(c) What is the relationship between the first two items and Lie’s Theorems?

13.11. Let P be a manifold endowed with a free and proper action of a Lie
group G. Recall that the lifted action of G on T ∗P is Hamiltonian; hence
M := T ∗P/G carries a quotient Poisson structure π. Shows that (M,π) is
of type (A∗, πA) for some Lie algebroid A.
Hint: Atiyah Lie algebroid.

13.12. Let A be a Lie algebroid, and consider the fiberwise linear Poisson
structure (A∗, πA). Show the following:

(a) The symplectic leaves of πA are all of the form (T ∗O, ωcan) if and only
if the anchor is injective.

(b) πA is regular if and only if A is a regular Lie algebroid and all isotropy
Lie algebras are abelian.

13.13. Let G ⇒ M be a Lie groupoid. Define a bisection of G ⇒ M to
be a smooth map b : M → G such that t ◦ b = Id and s ◦ b : M → M is a
diffeomorphism. Denote by Γ(G) the set of bisections. Show the following:

(a) For b1, b2 ∈ Γ(G) one has a bisection b1 � b2 ∈ Γ(G) defined by

(b1 � b2)(x) := b1(x) · b2(s ◦ b1(x)).
(b) (Γ(G), �) is a group.

(c) For each b ∈ Γ(G) the conjugation by b defined by

Ψb(g) := b(t(g))−1 · g · b(s(g))
is a Lie groupoid automorphism. Moreover, Ψ : Γ(G) → Aut(G) is a
group antimorphism.
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13.14. Let G ⇒ M be a Lie groupoid with Lie algebroid A → M . For a
complete section α ∈ Γ(A) — see Proposition 13.37 — define the bisection

exp(α) : M → G, exp(α)(x) := φ1←−α (u(x)).

We call exp : Γcpl(A) → Γ(G) the exponential map of G ⇒ M . Fix a
complete section α and show the following (see the previous problem for
notation):

(a) We have a group homomorphism

(R,+)→ (Γ(G), �), t �→ exp(tα).

(b) For each t ∈ R, the Lie groupoid automorphism

Φt
α : G → G, Φt

α := Ψexp(tα),

is an integration of the flow of the section φt
α : A → A, defined in

Problem 9.18.

13.15. Let G be a Lie group with Lie algebra g, and let θG ∈ Ω1(G, g) be
the Maurer-Cartan form of G. Given a Maurer-Cartan form θ ∈ Ω1(M, g)
— see Definition 6.21 — on a 1-connected manifold M show that there is a
map f : M → G such that

θ = f∗θG.

Moreover, show that f is unique up to a left-translation by an element of
G. What happens if M is not 1-connected?
Hint: Lie’s Second Theorem and the homotopy groupoid of M .
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Chapter 14

Symplectic Groupoids

In the previous chapter, we have seen that a Lie groupoid has an associated
Lie algebroid. We will now look at groupoids whose associated Lie algebroid
is isomorphic to the cotangent Lie algebroid of a Poisson structure. These
should be thought of as the group-like objects “integrating” Poisson brack-
ets. It turns out that they are characterized by the presence of a symplectic
structure on the space of arrows compatible with the multiplication.

14.1. Symplectic groupoids and Poisson structures

In order to introduce the notion of symplectic groupoid, we first discuss
“compatibility” between a differential form and the groupoid structure.

Let G ⇒ M be a Lie groupoid, and first consider a degree 0 form, i.e., a
function f ∈ C∞(G). Then the compatibility condition is the obvious one:
the function must be a homomorphism of groupoids f : (G, ·)→ (R,+):

f(g · h) = f(g) + f(h) ∀ (g, h) ∈ G(2).

We can interpret this equation as an equality of 0-forms on G(2) as follows.
Consider the multiplication map and the projections

m, pr1, pr2 : G(2) → G.

Then the compatibility equation can be written as

m∗f = pr∗1 f + pr∗2 f,

and this now makes sense for forms of arbitrary degree.

361
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362 14. Symplectic Groupoids

Definition 14.1. A multiplicative form on a Lie groupoid G is a
differential form ω ∈ Ωk(G) satisfying

m∗ω = pr∗1 ω + pr∗2 ω.

A groupoid may or may not carry many such forms, depending on its
structure.

Exercise 14.2. Show that on a Lie group G:

(a) A 1-form on G is multiplicative if and only if it is bi-invariant.

(b) For k ≥ 2, all multiplicative k-forms on G vanish identically.

The following useful lemma gives some insight into the multiplicativity
condition.

Lemma 14.3. For k ≥ 1, let ω ∈ Ωk(G) be a multiplicative form. The
restriction of ω to the s-fibers (respectively, t-fibers) is a right-invariant
(respectively, left-invariant) foliated form

(dgRh)
∗ω|Kerdghs = ω|Kerdgs, (dhLg)

∗ω|Kerdght = ω|Ker dht.

Proof. Note that

dgRh(v) = d(g,h)m(v, 0h), ∀ v ∈ Ker(dgs), s(g) = t(h).

Therefore, using multiplicativity of ω,

ω(dgRh(v1), . . . , dgRh(vk)) = ω(v1, . . . , vk).

Similarly for the second equation. �

It is also instructive to realize that multiplicativity may be seen as a
cohomological condition. Namely, we have a map

δ : Ωk(G)→ Ωk(G(2)), δω := pr∗1 ω −m∗ω + pr∗2 ω,

which is preceded by a similar map

δ : Ωk(M)→ Ωk(G), δα := s∗α− t∗α.

A simple computation shows that δ ◦ δ = 0. The condition that ω ∈ Ωk(G)
is multiplicative now means that ω is a cocycle:

δω = 0.

One has the “obvious” cocycles, namely the boundaries

ω = δ(α) = s∗α− t∗α (α ∈ Ωk−1(M)).

A form ω of this type is called a multiplicatively exact form.

We can now introduce symplectic groupoids. We will use the symbol
Σ ⇒ M to distinguish symplectic groupoids from arbitrary Lie groupoids.
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Definition 14.4. A symplectic groupoid is a Lie groupoid Σ ⇒ M
together with a multiplicative symplectic form Ω ∈ Ω2(Σ).

Example 14.5. Let (M,ω) be a symplectic manifold and consider the pair
groupoid Σ := M ×M ⇒ M — see Example 13.10 — with the symplectic
form

Ω := pr∗1 ω − pr∗2 ω = −δω ∈ Ω2(M ×M).

This form is clearly multiplicative and symplectic. Hence,

(M ×M,Ω) ⇒ M

is a symplectic groupoid.

Example 14.6. Let Σ = T ∗M be the cotangent bundle of any manifold
M , endowed with the canonical symplectic form Ω = ωcan. Addition on
the fibers makes T ∗M into a bundle of abelian Lie groups over M , which is
actually a symplectic groupoid:

(T ∗M,ωcan) ⇒ M.

The multiplicativity of ωcan follows from that of the Liouville 1-form θL. For
that, note that the space of composable arrows is Σ(2) = T ∗M ⊕ T ∗M and
then multiplication is given by

m : T ∗M ⊕ T ∗M → T ∗M, (α, β) �→ α+ β.

If (v1, v2) ∈ T(α,β)(T
∗M ⊕ T ∗M), then d pr(v1) = dpr(v2) = v ∈ TM , so

θL(dm(v1, v2)) = (α+ β)(v)

= α(v) + β(v)

= θL(d pr1(v1, v2)) + θL(d pr2(v1, v2)).

Therefore δθL = 0, so θL is indeed multiplicative.

For any integrable lattice Λ ⊂ T ∗M , we have seen that ωcan descends to
a symplectic form ωΛ on TΛ := T ∗M/Λ, which makes

(TΛ, ωΛ) ⇒ M

into a symplectic groupoid. Multiplicativity of ωΛ follows because the quo-
tient map is a groupoid morphism or, alternatively, by applying Proposition

12.30 to S = TΛ.

Example 14.7. Let G be a Lie group, and let Σ = G � g∗ ⇒ g∗ be the
action groupoid associated with the coadjoint action — see Example 13.13.
Using the isomorphism l : T ∗G � G× g∗ induced by left translation — see
(6.15) — we consider the symplectic form

Ω := −l∗ωcan = d(l∗θL) ∈ Ω2(G� g∗).
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The choice of the minus sign will be clear soon. We claim that Ω is multi-
plicative, so that

(G� g∗,Ω) ⇒ g∗

is a symplectic groupoid.

For this we show that θ := l∗(θL) ∈ Ω1(G � g∗) is multiplicative. This
form was computed explicitly in (6.17):

θ : T(g,ξ)(G× g∗)→ R, (vg, η) �→ 〈ξ, dLg−1(vg)〉.

We identify Σ(2) = G×G× g∗:(
(g, η), (h, ξ)

)
↔ (g, h, ξ), where η = Ad∗h ξ.

Then we have

m(g, h, ξ) = (gh, ξ), pr1(g, h, ξ) = (g,Ad∗h ξ), pr2(g, h, ξ) = (h, ξ),

and it follows that

m∗θ(g,h,ξ)(v, w, η) =
〈
ξ, dL(gh)−1(dRhv + dLgw)

〉
=

〈
ξ,Adh−1(dLg−1v) + dLh−1w〉,

pr∗1 θ(g,h,ξ)(v, w, η) =
〈
Ad∗h ξ, dLg−1v〉,

pr∗2 θ(g,h,ξ)(v, w, η) =
〈
ξ, dLh−1w〉.

We obtain that θ is multiplicative, as claimed.

There is also a more geometric interpretation of the multiplicativity
condition.

Lemma 14.8. A form Ω ∈ Ω2(Σ) on a Lie groupoid Σ ⇒ M is multiplica-
tive if and only if the graph of the multiplication,

Graph(m) =
{
(g, h, g · h) : (g, h) ∈ Σ(2)

}
⊂ Σ× Σ× Σ,

is isotropic in (Σ,Ω)× (Σ,Ω)× (Σ,−Ω).

Proof. Note that Graph(m) is the image of the immersion

φ : Σ(2) → Σ× Σ× Σ, (g, h) �→ (pr1(g, h), pr2(g, h),m(g, h))

and that

φ∗(pr∗1Ω+ pr∗2Ω− pr∗3Ω) = pr∗1 ω + pr∗2 ω −m∗ω.

Hence, the lemma follows. �

Next we discuss the basic properties of symplectic groupoids.
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Proposition 14.9. A symplectic form Ω ∈ Ω2(Σ) on a Lie groupoid Σ ⇒ M
is multiplicative if and only if

Graph(m) ⊂ (Σ,Ω)× (Σ,Ω)× (Σ,−Ω)

is a Lagrangian submanifold.

Moreover, any symplectic groupoid (Σ,Ω) has the following properties:

(i) The t-fibers and s-fibers are symplectic orthogonal:

(Ker dt)⊥Ω = Ker ds.

(ii) The unit section u : M ↪→ Σ is a Lagrangian embedding:

(TM)⊥Ω = TM.

(iii) The inversion map ι : Σ→ Σ is antisymplectic:

ι∗Ω = −Ω.

In particular, dimΣ = 2dimM .

Proof. If the graph of m is Lagrangian, the previous lemma shows that Ω
is multiplicative. Conversely, assume that (Σ,Ω) is a symplectic groupoid.
We will see that dimΣ = 2dimM , and hence

dim(Graph(m)) = 2 dimΣ− dimM = 3dimM =
1

2
dim(Σ× Σ× Σ).

So, again by the lemma, the graph is Lagrangian.

We start by observing that u∗Ω = 0. For this, we pull back the multi-
plicativity condition along the map ũ : M → Σ(2), x �→ (u(x),u(x)):

0 = ũ∗δΩ = ũ∗ pr∗1Ω− ũ∗m∗Ω+ ũ∗ pr∗2Ω

= (pr1 ◦ũ)∗Ω− (m ◦ ũ)∗Ω+ (pr2 ◦ũ)∗Ω
= u∗Ω− u∗Ω+ u∗Ω = u∗Ω.

Next, to show that inversion is an antisymplectomorphism, consider

Δ : Σ→ Σ(2), g �→ (g, g−1)

and observe that

u ◦ t = m ◦Δ, pr1 ◦Δ = Id, pr2 ◦Δ = ι.

Pulling back the multiplicativity condition along Δ and using that u∗Ω =
0, we obtain

0 = t∗u∗Ω = Δ∗m∗Ω = Δ∗(pr∗1Ω+ pr∗2Ω) = Ω + ι∗Ω.
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Now, recalling that the fixed point set of an antisymplectomorphism is
a coisotropic submanifold, we see that the unit section is both coisotropic
and isotropic. Hence it is Lagrangian and, in particular, we have

dimΣ = 2dimM.

Finally, we claim that source and target fibers are Ω-orthogonal. Since
we already know they have dimension equal to dimM = 1/2 dimΣ it is
enough to check that

Ω(v, w) = 0, ∀ v ∈ Ker dgs, w ∈ Ker dgt.

For that we observe the following:

(i) If v ∈ Ker dgs, then

(v, 01s(g)) ∈ T(g,1s(g))Σ
(2) and v = dm(v, 01s(g)).

(ii) If w ∈ Ker dgt, then w0 := dLg−1w ∈ Ker d1s(g)t satisfies

(0g, w0) ∈ T(g,1s(g))Σ
(2) and w = dm(0g, w0).

Therefore, using the multiplicativity of Ω, we obtain

Ω(v, w) = Ω(dm(v, 01s(g)), dm(0g, w0))

= Ω(d pr1(v, 01s(g)), dpr1(0g, w0)) + Ω(d pr2(v, 01s(g)), dpr2(0g, w0))

= Ω(v, 0g) + Ω(01s(g), w0) = 0. �

Finally we explain the connection between symplectic groupoids and
Poisson structures. Recalling Libermann’s Theorem, property (i) in the
previous proposition already shows the existence of a Poisson structure on
the base of a symplectic groupoid.

Theorem 14.10. Let (Σ,Ω) ⇒ M be a symplectic groupoid. There exists a
unique Poisson structure π on M such that the target map is Poisson:

t : (Σ,Ω)→ (M,π).

Moreover:

(i) t is a complete symplectic realization.

(ii) The symplectic leaves of (M,π) are the connected components of
the orbits of Σ.

(iii) There is a canonical Lie algebroid isomorphism

(14.1) σ
Ω
: Lie(Σ)→ T ∗M, α �→ −u∗(iαΩ).

In particular π� = ρ ◦ σ−1
Ω

, where ρ is the anchor of Lie(Σ).
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Proof. We can apply Liberman’s Theorem only locally, because the t-fibers
are not necessarily connected. Therefore we give a direct argument: we show
that t pushes forward the inverse of Ω to a bivector π on M , which is smooth
and Poisson because t is a submersion — see, e.g., Theorem 7.39.

We claim that, for any g ∈ t−1(x), the bivector πg
x induced from the

symplectic form Ωg via the surjective linear map dgt : TgΣ → TxM does
not depend on g. The bivector πg

x is uniquely determined by a subspace
W ⊂ TxM together with a nondegenerate bilinear form ωW on W . Using
the diagram

TgΣ

Ω�
g

��

dgt �� TxM

T ∗
gΣ

(Ω−1
g )�

		

T ∗
xM

(πg
x)

�

��

(dgt)∗
��

and the previous proposition, we find that

W = dgt
(
(Ker dgt)

⊥Ω
)
= dgt(Ker dgs).

This is the tangent space to the orbit of Σ through x, and so it is independent
of g ∈ t−1(x). The diagram also shows that ωW is uniquely determined by

(dt|Ker dgs)
∗ωW = Ω|Ker dgs.

Also this form is independent of g ∈ t−1(x) since any two such points are re-
lated by a right translation and Ω|Ker dgs is invariant under right translations
— see Lemma 14.3.

We are left to check that σΩ is a Lie algebroid isomorphism. We will
denote the Lie algebroid of Σ by (A, [·, ·]A, ρ).

Since TxM ⊂ Tu(x)Σ is a Lagrangian subspace, it is the kernel of

Tu(x)Σ→ T ∗
xM, v �→ −(ivΩ)|TxM .

Since Tu(x)Σ = TxM ⊕Ax, it follows that σΩ
is a linear isomorphism.

Since ι : (Σ,Ω) → (Σ,−Ω) is a symplectomorphism which switches s
and t, it follows that s : (Σ,−Ω) → (M,π) is a symplectic realization. We
claim that the corresponding infinitesimal action is given by

a : Ω1(M)→ X(Σ), a(σ
Ω
(α)) =←−α (α ∈ Γ(A)).

Since the infinitesimal action preserves Lie brackets and since the bracket
on A comes from the left-invariant vector fields on Σ, this claim implies that
σ

Ω
preserves Lie brackets, and therefore also anchors, and thus, it is a Lie

algebroid isomorphism.

The claim is equivalent to

(14.2) i←−αΩ = −s∗(σ
Ω
(α)).
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This follows by observing that for any left-invariant vector field ←−α we have

Ωg(
←−α , v) = Ωs(g)(α, dgs(v)), ∀ v ∈ TgΣ.

To see that this last identity holds, we set x = s(g) and then write

←−α g = d(g,1x)m(0g, αs(g)), v = d(g,1x)m(v, dgs(v))

and use multiplicativity of Ω.

For (i), using inversion, it suffices to show that s : (Σ,−Ω) → (M,π)
is a complete symplectic realization. We start with H ∈ C∞(M) such that
XH ∈ X(M) is complete. By (14.2)

XH◦s =
←−α , where α = σ−1

Ω
(dH) ∈ Γ(A).

Since ρ(α) = XH ∈ X(M) is complete, it follows by the general properties
of left-invariant vector fields — see Proposition 13.37 — that ←−α ∈ X(Σ) is
a complete vector field; i.e., XH◦s is complete.

The connected components of the orbits of Σ and the symplectic leaves
of π give two partitions of M by immersed submanifolds. By the definition
of the orbits, their tangent spaces are given by Im ρ — see Section 13.1.
Since Im ρ = Imπ� ◦ σΩ , Proposition 1.8 implies that the symplectic leaves
coincide with the connected components of the orbits of Σ. �

Exercise 14.11. Find the Poisson structure induced on the base of the
symplectic groupoids given in Examples 14.5, 14.6, and 14.7.

14.2. Examples

In this section, we look at various examples of Poisson manifolds and try to
realize them as the base of a symplectic groupoid. The general integrability
theory behind this procedure will be discussed in the next sections.

It is useful to observe that, given a Poisson manifold (M,π), the search
for a symplectic groupoid (Σ,Ω) ⇒ M inducing the given π on the base is
part of the search for symplectic realizations of (M,π): Theorem 14.10 shows
that the target map of Σ will give such a symplectic realization — even a
complete one! Although finding a symplectic realization μ : (S, ω)→ (M,π)
is typically quite far from finding an actual symplectic groupoid, even when
dimS = 2dimM , the examples will show that often “natural” symplectic
realizations of (M,π) end up being symplectic groupoids. One reason behind
this phenomenon is the following result. The existence part in the theorem
will be proved later.

Theorem 14.12 (Coste, Dazord, and Weinstein [37]). Let μ : (S, ω) →
(M,π) be a symplectic realization with connected fibers and a Lagrangian
section u : M → S. Then there exists at most one symplectic groupoid
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structure on (S, ω) ⇒ M with target map t = μ and unit section u = u.
This exists precisely when the following hold:

(i) The symplectic realization is complete.

(ii) Each leaf of the symplectic orthogonal foliation (Ker dμ)⊥ω inter-
sects the Lagrangian section in precisely one point.

Proof. Assume that there is a symplectic groupoid structure on (S, ω) ⇒ M
with target t = μ and unit u = u. Then (i) must hold by Theorem 14.10.
Since the t-fibers of S are connected, so are the s-fibers, and since they
are symplectic orthogonal to each other, it follows that the s-fibers are the
leaves of (Ker dμ)⊥ω . Hence (ii) must hold.

Next we show that such a groupoid structure is unique. We already
know that s : S → M is determined uniquely. Next note that ω, u, and
μ = t determine the Lie algebroid as a vector space is A := u∗(Ker dμ) and
the corresponding map σω : A ∼−→ T ∗M . Therefore, the left-invariant vector
fields are determined by (14.2):

i←−αω = −s∗(σω(α)), ∀α ∈ Γ(A).

Using left-invariance of ←−α , the multiplication satisfies

m(g, φt←−α (u(s(g)))) = φt←−α (g).

This determines the multiplication around the unit section. Since the s-
fibers are connected, it determines the multiplication everywhere — see
Proposition 13.7.

The proof of existence is deferred to Section 14.7. �

The proof above gives a recipe to construct the groupoid structure. For
the source map we have to find the leaves of the symplectic orthogonal
foliation, i.e., the orbit foliation. Each orbit will intersect the section u
at a single point and that defines the source map. The proof also shows
how to find the multiplication, but this method is hard to apply in practice
— however, see Problem 14.6 for an example where this works. We now
illustrate the use of these techniques.

Example 14.13. Consider the linear Poisson structure on R2 given by

{x, y} = x

and the symplectic realization we found in Section 6.3,

μ : R4 → R2, (x, y, u, v) �→ (x, y),

with symplectic form — see (6.10):

ω = ev (du ∧ dx+ xdu ∧ dv) + dv ∧ dy.
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This is a symplectic realization with connected fibers and it admits the
global Lagrangian section

u : R2 → R4, u(x, y) = (x, y, 0, 0).

We proceed to calculate the orbit foliation, which is spanned by

a(dx) = (ω−1)�(dx) = x
∂

∂y
+ e−v ∂

∂u
, a(dy) = (ω−1)�(dy) = −x ∂

∂x
+

∂

∂v
.

These vector fields have flows given by

φt(x, y, u, v) = (x, y + xt, u+ e−vt, v), ψt(x, y, u, v) = (e−tx, y, u, t+ v).

Let f : R4 → R be a smooth function constant on the orbits of a. Using
t = −v for the second flow and then t = −u for the first, we obtain that

f(x, y, u, v) = f(xev, y, u, 0) = f(xev, y − xuev, 0, 0).

So the orbit foliation coincides with the fibers of the submersion

R4 → R2, (x, y, u, v) �→ (xev, y − xuev).

Since μ is the simpler map, we choose it to be the source map, and
we choose the last map to be the target map. Since the source map is
anti-Poisson, we are forced to change the sign of the symplectic form on R4:

Ω := −ω = ev (dx ∧ du+ xdv ∧ du) + dy ∧ dv.

Next, to find the multiplication, consider two composable “arrows”

s(x′, y′, u′, v′) = t(x, y, u, v) ⇐⇒ x′ = xev, y′ = y − xuev.

The expression for t(x′, y′, u′, v′) then yields

x′ev
′
= xev+v′ , y′ − x′u′ev

′
= y − x(ue−v′ + u′)ev+v′.

It follows that the product arrow (x, y, U, V ) = (x′, y′, u′, v′) · (x, y, u, v) can
be depicted schematically as

(x′ev
′
, y′ − x′u′ev

′
) (x′, y′)

(x′,y′,u′,v′)�� (x, y)
(x,y,u,v)��

(x,y,U,V )

�� -�%./0�123&�

(xev+v′, y − x(ue−v′ + u′)ev+v′) (xev, y − xuev)

,

which suggests taking

U = ue−v′ + u′, V = v + v′,
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so there is a natural candidate for a multiplication on R4. Altogether, we
obtain

R4

s

��
t
��
R2

with

⎧⎪⎪⎨⎪⎪⎩
Ω = ev (dx ∧ du+ xdv ∧ du) + dy ∧ dv,
s (x, y, u, v) = (x, y),
t (x, y, u, v) = (xev, y − xuev),

(x′, y′, u′, v′) · (x, y, u, v) = (x, y, ue−v′ + u′, v + v′).

One can check directly that this is, indeed, a symplectic groupoid for
which the induced Poisson structure on the base is precisely {x, y} = x.
Note also that, as a groupoid, this is an action groupoid: G = R2 is the
group with multiplication

(u′, v′) · (u, v) = (ue−v′ + u′, v + v′),

acting on R2 from the left by

(u, v) · (x, y) = (xev, y − xuev).

It is easy to check that G integrates the 2-dimensional, nonabelian Lie alge-
bra g and that this action is the coadjoint action of G on g∗, which matches

what we have seen in Example 14.7.

Example 14.14. Consider the symplectic realization of the LV-type Poisson
structure on R2

{x, y} = xy,

discussed in Example 6.12. As in the previous example, we look for a sym-
plectic groupoid with source

μ : R4 → R2, (x, y, u, v) �→ (x, y),

and so we change the sign in the symplectic form:

Ω = −d(xu) ∧ d(yv) + dx ∧ du+ dy ∧ dv.

Then s := μ has connected fibers and admits the Lagrangian section

u : R2 → R4, (x, y) �→ (x, y, 0, 0).

To find the target map, we can proceed the same way as in the previous
example. We look for functions f : R4 → R constant on the orbits of the
action and, hence, constant on the integral curves of the vector fields

(Ω−1)�(dx) = −xy ∂

∂y
− ∂

∂u
+ xv

∂

∂v
, (Ω−1)�(dy) = xy

∂

∂x
− yu

∂

∂u
− ∂

∂v
.

Their flows are given by

φt(x, y, u, v) = (x, ye−tx, u− t, vetx), ψt(x, y, u, v) = (xety, y, ue−ty, v − t),

so if f is constant on the orbits, using t = u for φt and then t = vexu for ψt

we find that

f(x, y, u, v) = f(x, ye−ux, 0, vexu) = f(xeyv, ye−xu, 0, 0).
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This gives the expression for the target map

t(x, y, u, v) = (xeyv, ye−xu),

which appeared in Exercise 6.31.

Next, to find the multiplication, consider two composable “arrows”

s(x′, y′, u′, v′) = t(x, y, u, v) ⇐⇒ x′ = xeyv, y′ = ye−xu,

and replacing these in t(x′, y′, u′, v′), one finds

x′ey
′v′ = xey(v+e−xuv′), y′e−x′u′

= ye−x(u+eyvu′).

Given this information, the product (x, y, U, V ) of the two arrows can be
depicted schematically as

(x′ey
′v′ , y′e−x′u′

) (x′, y′)
(x′,y′,u′,v′)�� (x, y)

(x,y,u,v)��

(x,y,U,V )

�� 
�#450�126$�

(xey(v+e−xuv′), ye−x(u+eyvu′)) (xeyv, ye−xu)

,

which suggests taking

U = u+ eyvu′, V = v + e−xuv′.

We find the symplectic groupoid

R4

s

��
t
��
R2

with

⎧⎪⎪⎨⎪⎪⎩
Ω = −d(xu) ∧ d(yv) + dx ∧ du+ dy ∧ dv,
s (x, y, u, v) = (x, y),
t (x, y, u, v) = (xeyv, ye−xu),
(x′, y′, u′, v′) · (x, y, u, v) = (x, y, u+ eyvu′, v + e−xuv′),

inducing the Poisson structure {x, y} = xy on the base. Inversion in this
groupoid is the antisymplectic involution of Exercise 6.13(c). This groupoid
is no longer an action groupoid.

Exercise 14.15. Consider the Poisson structure on R2 given by {x, y} =
a xy, with a ∈ R fixed. Show that one has a symplectic groupoid R4 ⇒ R2

integrating it, with symplectic form

Ω = dx ∧ du+ dy ∧ dv − ad(xu) ∧ d(yv),

while the source, target, and multiplication maps are

s(x, y, u, v) = (x, y), t(x, y, u, v) = (xeayv, ye−axu),

(x′, y′, u′, v′) · (x, y, u, v) = (x, y, u+ eayvu′, v + e−axuv′).

This should be compared with the symplectic realization (6.5).
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Example 14.16. Let us consider now the Poisson structure on R2 given by

{x, y} = x2 + y2,

discussed in Example 6.16. One can proceed along the same lines as the
previous two examples or, alternatively, exploit the relationship with the
Poisson structure in the previous example, as in Example 6.16. In any case,
using complex coordinates z = x + iy and η = v − iu, the outcome is the
symplectic groupoid

C2

s

��
t
��
C

with

⎧⎨⎩
s(z, η) = z,
t(z, η) = z · ezη,
(z′, η′) · (z, η) = (z, η + ezηη′)

with symplectic form

Ω =
i

2

(
η η dz ∧ dz − z zdη ∧ dη+z ηdz ∧ dη+

− z ηdz ∧ dη − dz ∧ dη + dz ∧ dη
)
.

This example was first constructed in [3] by using a different method.

We now move to examples of symplectic groupoids integrating general
classes of Poisson manifolds.

Example 14.17 (Symplectic manifolds). Given a symplectic manifold
(M,ω), we saw in Example 14.5 that the pair groupoid M ×M ⇒ M is
a symplectic groupoid for the symplectic form

(14.3) Ω := t∗ω − s∗ω.

The target map t = pr1 : (M×M,Ω)→ (M,ω) is clearly Poisson. Moreover,
the Lie algebroid of M ×M is the tangent bundle TM and the isomorphism
of Theorem 14.10 is just the isomorphism σΩ = ω� : TM ∼−→ T ∗M .

For a concrete example consider M = R2 with the canonical Poisson
structure {p, q} = 1. The symplectic groupoid is

R4

s

��
t
��
R2

with

⎧⎪⎪⎨⎪⎪⎩
Ω = dq1 ∧ dp1 − dq2 ∧ dp2,
s (q1, p1, q2, p2) = (q2, p2),
t (q1, p1, q2, p2) = (q1, p1),
(q1, p1, q2, p2) · (q2, p2, q3, p3) = (q1, p1, q3, p3).

Actually for any Lie groupoid integrating TM the 2-form (14.3) is sym-
plectic and multiplicative. In particular, the homotopy groupoid Π(M) ⇒
M — see Example 13.12 — is a symplectic groupoid.
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Exercise 14.18. Given a Lie groupoid Σ ⇒ M and a 2-form ω ∈ Ω2(M),
show that the multiplicative form

Ω = t∗ω − s∗ω

is symplectic if and only if Σ integrates TM and ω is symplectic.

Example 14.19 (Zero Poisson structure). We saw in Example 14.6 that the
cotangent bundle of any manifoldM , endowed with the canonical symplectic
form, can be viewed as a symplectic groupoid

(T ∗M,ωcan) ⇒ M.

We now have pr = s = t, so the induced Poisson structure on the base is
the zero Poisson structure. In this case, the Lie algebroid is T ∗M and the
isomorphism given by Theorem 14.10 is the identity map. For example, if
M = R2, we find the symplectic groupoid

R4

s

��
t
��
R2

with

⎧⎨⎩
Ω = dx ∧ du+ dy ∧ dv,
s (x, y, u, v) = t (x, y, u, v) = (x, y),
(x, y, u′, v′) · (x, y, u, v) = (x, y, u+ u′, v + v′).

We saw in Example 14.6 that any integrable lattice Λ ⊂ T ∗M gives a
symplectic groupoid inducing the zero Poisson structure

(TΛ, ωΛ) ⇒ M.

The following exercise discusses even more general such symplectic groupoids.

Exercise 14.20. Let (Σ,Ω) ⇒ M be a symplectic groupoid. Show that the
following are equivalent:

(i) The induced Poisson structure on the base vanishes.

(ii) The anchor of the Lie algebroid of G vanishes.

(iii) Σ is a bundle of Lie groups.

In this case, if the t-fibers are connected, then (Σ,Ω) must be a quotient
of (T ∗M,ωcan) modulo a family of discrete subgroups Λ ⊂ T ∗M which is a

Lagrangian submanifold — but not necessarily a lattice.

Example 14.21 (Constant Poisson structures). Consider a constant Pois-

son structure πV ∈
∧2 V on a vector space V . As we saw in Example 6.10,

the Poisson manifold (V, πV ) can be written as the product of a symplectic
manifold (W,ωW ) and a Poisson manifold endowed with the zero Poisson

structure (C, 0): W = Imπ�
V and C is any complement to W in V . Their

symplectic groupoid can be constructed by noting that, in general, the prod-
uct of two symplectic groupoids (Σi,Ωi) ⇒ Mi gives a symplectic groupoid

(Σ1 × Σ2, pr
∗
1Ω1 + pr∗2 Ω2) ⇒ M1 ×M2.
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Moreover, the induced Poisson structure on M1 ×M2 is the product of the

two Poisson structures induced by Σi on Mi.

Example 14.22 (Linear Poisson structures). As we saw in Example 14.7,
for a Lie group G we have the symplectic groupoid

(T ∗G � G× g∗,Ω) ⇒ g∗,

where Ω = −ωcan and the source map is the projection. Since the projection
is an antisymplectic realization of the linear Poisson structure — see Section
6.3 — this symplectic groupoid is an integration of (g∗, πg).

We have already observe that Example 14.13 is a particular case of this
construction. For another concrete example, consider the linear Poisson
structure on R3 discussed in Section 6.3:

{x, y} = z, {y, z} = x, {z, x} = y.

This is associated with the Lie algebra so(3,R) which admits as integrations
the Lie groups SO(3,R) and SU(2). Let us consider SU(2) and identify it
with S3 viewed as the quaternions of norm 1:

ζ = (u, v, s, t) �→ u+ v�i+ s�j + t�k.

If we also identify R3 with purely imaginary quaternions via

�r = (x, y, z) �→ x�i+ y�j + z �k,

one finds the explicit symplectic groupoid

S3 × R3

s

��
t

��

((u, v, s, t), (x, y, z)) = (ζ, �r)7
t

��8888
8888

8888
88 9

s

�����
����

����
����

R3 ζ · �r · ζ−1 �r = (x, y, z)

with the symplectic form Ω = dΘ, where Θ corresponds to the Liouville
1-form and is given explicitly by (see also Exercise 6.19)

Θ = −(xv + ys+ zt)du+ (xu− yt+ zs)dv

+ (xt+ yu− zv)ds+ (−xs+ yv + zu)dt.

Example 14.23 (LV-type Poisson structures). For the general LV-type
Poisson structure,

{xi, xj} = aijxixj,

we found in Example 6.12 the symplectic realization

μ : R2n → Rn, μ(xi, ui) = (xi).

The fibers of μ are 1-connected, and μ admits the Lagrangian section

u : Rn → R2n, (xi) �→ (xi, 0).
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Generalizing Example 14.14, one obtains a symplectic groupoid R2n ⇒ Rn

integrating this Poisson structure, with source map s = μ, unit section u,
and symplectic form the opposite of (6.6)

Ω =
n∑

i=1

dxi ∧ dui −
n∑

i,j=1

1

2
aijd(xiui) ∧ d(xjuj).

Applying the same reasoning as in that example, one obtains as target map

t : R2n → Rn, (xi, ui) �→ (xie
∑n

j=1 a
ijxjuj

)

and as multiplication

(xi, ui) · (xi, ui) = (xi, ui + uie
∑n

j=1 a
ijxjuj

).

Interesting enough, precisely this symplectic groupoid was also discovered

in [107] in the context of cluster manifolds.

Example 14.24 (Duals of Lie algebroids). Recall that for any Lie algebroid
(A, [·, ·]A, ρ), the dual vector bundle A∗ is endowed with the fiberwise linear
Poisson structure πA — see Section 13.5. The cotangent Lie groupoid

(T ∗G,Ω) ⇒ A∗

then becomes a symplectic groupoid where Ω = −ωcan = dθL. This gener-
alizes the previous example, and we leave the proof as an exercise.

Exercise 14.25. Show that the Liouville 1-form θL ∈ Ω1(T ∗G) is multi-
plicative. Moreover, verify that the induced Poisson structure on the base
is the fiberwise linear Poisson structure πA.

In particular, Theorem 14.10 implies Proposition 13.76.

Example 14.26 (Quotient Poisson structures). Consider a quotient Poisson
manifold (M = S/G, π) of a free and proper Hamiltonian G-space (S, ω, μ).
Since the moment map μ : S → g∗ is a submersion, we can form the sub-
mersion groupoid (see Example 13.11)

S ×μ S ⇒ S.

The 2-form

pr∗1 ω − pr∗2 ω ∈ Ω2(S ×μ S)

is multiplicative and closed, and its kernel is given by the orbits of the
diagonal action of G on S ×μ S. This action leaves invariant the form and
is by groupoid automorphisms. It follows that the quotient

Σ := (S ×μ S)/G ⇒ S/G = M
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is a symplectic groupoid where Ω is the unique form satisfying

(14.4) q∗Ω = pr∗1 ω − pr∗2 ω,

where q : S ×μ S → (S ×μ S)/G is the quotient map.

For the Poisson structure on M = S/G, we have a commutative diagram

(S ×μ S, pr∗1 ω − pr∗2 ω)
pr1 ��

��

(S, ω)

��
(Σ,Ω)

t
�� (M,π)

where the top row and the vertical arrows are forward Dirac maps. Since all
maps are submersions, the bottom row must also be a forward Dirac map,
i.e., a Poisson map — see Problem 7.6. Hence, π is the Poisson structure
induced on M by this symplectic groupoid.

The Lie algebroid of Σ is the subalgebroid of the Atiyah algebroid TS/G
given by the quotient bundle

A = (Ker dμ)/G→M.

The isomorphism σ
Ω
: A→ T ∗M , given by Theorem 14.10 can be described

as the composition of two bundle maps

A = (Ker dμ)/G
� �� (Ima)◦/G

� �� T ∗M .

The second map is induced by pullback along the quotient map S → S/G,
and the first map is the one induced on the quotients by

Ker(dμ)→ T ∗S, v → ivω,

whose image is the annihilator of the image of a : g× S → TS.

Exercise 14.27. Apply the above construction to obtain a symplectic

groupoid integrating the linear model of Section 4.4.

14.3. Integrability of Poisson structures I

The results in the previous section raise the following question:

Integrability Problem: Given a Poisson manifold (M,π), is there
a symplectic groupoid (Σ,Ω) ⇒ M inducing π?

Whenever a solution of the integrability problem exists we say that
(M,π) is an integrable Poisson manifold. A solution (Σ,Ω) is called
a symplectic integration of (M,π). One should think of it as a “sym-
plectic desingularization” of (M,π). The rest of this chapter is dedicated to
this fundamental problem.
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We already know that if a symplectic integration (Σ,Ω) exists, then its
Lie algebroid must be isomorphic to (T ∗M, [·, ·]π, π�). So the integrability
problem can be split into two steps:

1) Is there a Lie groupoid Σ ⇒ M with Lie algebroid isomorphic to
T ∗M?

2) If Σ ⇒ M has Lie algebroid isomorphic to T ∗M , does Σ carry a
multiplicative symplectic form Ω?

We will consider the first step in later sections. For now, we will assume
that the Poisson manifold (M,π) has integrable Lie algebroid T ∗M and
study if an integration Σ ⇒ M carries a symplectic form Ω. In general, the
answer to this question is no, as shown already by examples with the zero
Poisson structure.

Example 14.28. Consider the 3-sphere S3 with the zero Poisson structure.
We saw that it has the symplectic integration T ∗S3 � S3 × R3 → S3, which
is a bundle of Lie groups with addition on the fibers and multiplicative
symplectic form Ω = ωcan. The bundle of Lie groups G = S3 × T3 → S3

with the usual abelian Lie group structure on T3 is also an integration of
the cotangent Lie algebroid T ∗S3. However, G is not a symplectic groupoid
since S3×T3 does not carry any symplectic form. This follows because every

class c ∈ H2(S3 × T3) squares to zero: c2 = 0.

By Lie’s First Theorem, given any integration of the cotangent Lie al-
gebroid of a Poisson manifold we can find one that has 1-connected t-fibers.
It turns out that such an integration is always a symplectic integration:

Theorem 14.29 (Mackenzie and Xu [115]). Let (M,π) be a Poisson mani-
fold, let Σ ⇒ M be a Lie groupoid with 1-connected t-fibers, and let σ : A→
T ∗M be a Lie algebroid isomorphism. Then there exists a unique multi-
plicative symplectic form Ω ∈ Ω2(Σ) with the property that the Lie algebroid
isomorphism σ

Ω
given by (14.1) coincides with σ.

There are several approaches to proving this theorem, each of them
exhibiting a different facet of Poisson geometry. We will present two proofs,
which will occupy the rest of this section.

First proof of Theorem 14.29. The following result for general 2-forms
on groupoids will play a crucial role.

Proposition 14.30. Let G ⇒ M be a Lie groupoid with connected t-fibers.
For a 2-form Ω ∈ Ω2(G), define the bundle map

σ
Ω
: A→ T ∗M, σ

Ω
(α) = −u∗(iαΩ).
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Then Ω is multiplicative and closed if and only if, for all α ∈ Γ(A),

i←−αΩ = −s∗(σΩ(α)),(C0)

i←−α dΩ = 0,(C1)

u∗Ω = 0.(C2)

Moreover, in this case, Ω is symplectic if and only if σ
Ω
is an isomophism.

Proof. Assume that Ω ∈ Ω2(G) is a closed, multiplicative form. The iden-
tity (C2) was verified in the proof of Proposition 14.9 using only multi-
plicativity of Ω. The identity (C0) was also shown to hold in the proof of
Theorem 14.10 — see (14.2) — using again only multiplicativity of Ω.

We now prove the converse. Assuming that the equations in the state-
ment hold, we show that Ω is closed and multiplicative.

- Ω is closed: since i←−α dΩ = 0 and dΩ is closed, it follows that dΩ is
s-basic, i.e., that dΩ = s∗μ for some μ ∈ Ω3(M). But u∗Ω = 0 implies

μ = u∗s∗μ = u∗(dΩ) = d(u∗Ω) = 0,

showing that dΩ = s∗μ = 0.

- Ω is multiplicative: we need to check that

δΩ := pr∗1Ω−m∗Ω+ pr∗2Ω ∈ Ω2(G(2))
vanishes identically. We claim that δΩ is basic relative to pr1 : G(2) → G.
Observe that the tangent spaces of the fibers are spanned by the vector fields

←−←−α ∈ X(G(2)),
←−←−α (g,h) := dL(g,h)(αx) (α ∈ Γ(A))

where x = s(h) and

L(g,h) : t
−1(x)→ G(2), a �→ (g, ha).

We already know that d(δΩ) = 0, so to check that δΩ is pr1-basic we only
need to check that i←−←−α δΩ = 0, for all α ∈ Γ(A). But this follows from

i←−←−α δΩ = i←−←−α pr∗1Ω− i←−←−αm
∗Ω+ i←−←−α pr∗2Ω

= −m∗i←−αΩ+ pr∗2 i←−αΩ = (m∗ − pr∗2)s
∗σ

Ω
(α) = 0,

since m∗s∗ = pr∗2 s
∗. Therefore, δΩ = pr∗1 τ for some τ ∈ Ω2(G). Now,

pulling back by the map (Id,u ◦ s) : G → G(2), we find that

0 = s∗u∗Ω = (Id,u ◦ s)∗δΩ = (Id,u ◦ s)∗ pr∗1 τ = τ,

so that δΩ = pr∗1 τ = 0.

For the last part, assume that Ω is multiplicative and closed. We have
seen the direct implication in Theorem 14.10. To prove the converse, assume
that σ

Ω
is an isomorphism. Surjectivity of σ

Ω
and (C0) imply that KerΩ ⊂

Ker ds. Injectivity of σ
Ω
and (C0) imply that KerΩ ∩ Ker dt = 0. Using

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



380 14. Symplectic Groupoids

only multiplicativity of Ω, we have seen in the proof of Proposition 14.9 that
ι∗Ω = −Ω. Since t ◦ ι = s it follows that

KerΩ = KerΩ ∩Ker ds = dι(KerΩ ∩Ker dt) = 0. �

Uniqueness: In order to prove uniqueness in Theorem 14.29, and also
for later use, we show that if Ω is any multiplicative, closed 2-form, possibly
degenerate, with σ

Ω
= 0, then Ω = 0. For this, notice that by (C0) we have

i←−αΩ = −s∗(σ
Ω
(α)) = 0.

Since dΩ = 0, it follows that Ω is basic with respect to the submersion
t : Σ→M : there exists a closed 2-form τ ∈ Ω2(M) such that

Ω = t∗τ.

Now, the multiplicativity of Ω gives

0 = δΩ = pr∗1Ω−m∗Ω+ pr∗2 Ω

= pr∗1 t
∗τ −m∗t∗τ + pr∗2 t

∗τ = pr∗2 t
∗τ = pr∗2 Ω(14.5)

where we used that t ◦m = t ◦ pr1. Hence Ω = 0.

Existence: Given σ : A → T ∗M as in the statement, we are looking
for a form Ω ∈ Ω2(Σ) with σ

Ω
= σ and satisfying (C0), (C1), and (C2) of

Proposition 14.30. First we choose Ω satisfying

(C0′) i←−αΩ = −s∗(σ(α)), ∀α ∈ Γ(A).

This can done by using a complement to Ker dt in TΣ. Note that (C0′)
implies that σΩ = σ and therefore also (C0). A simple computation shows
that Ω can be modified to also satisfy (C1) and (C2) as follows:

- If η ∈ Ω2(Σ) satisfies

(14.6) i←−α η = 0, L←−α η = i←−α dΩ, ∀α ∈ Γ(A),

then Ω′ := Ω− η satisfies (C0′) and (C1).

- Next Ω′′ := Ω′ − t∗u∗Ω satisfies all conditions.

This observation reduces the existence problem to a cohomological prob-
lem: find a 2-form η ∈ Ω2(Σ) satisfying (14.6). We will see that this amounts
to a “Poincaré Lemma with parameters”, along the t-fibers. To explain this,
let Ft be the foliation of Σ by t-fibers and denote by νt its normal bundle

νt := TΣ/TFt.

The conormal bundle ν∗t can be canonically identified with the annihilator
of the tangent spaces to the target fibers:

ν∗t = (Ker dt)◦ ⊂ T ∗Σ.
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Notice that the sections of
∧2 ν∗t are the t-horizontal 2-forms in Σ:

Γ
( 2∧

ν∗t

)
= {η ∈ Ω2(Σ) : i←−α η = 0, α ∈ Γ(A)}.

Hence, the first equation in (14.6) says that the form η we are looking for

is a section of
∧2 ν∗t . We now analyse the right-hand side of the second

equation.

Lemma 14.31. For each α ∈ Γ(A), the form i←−α dΩ is t-horizontal, so one
obtains a map

ξΩ : Γ(TFt)→ Γ
( 2∧

ν∗t

)
, ←−α �→ i←−α dΩ.

Proof. Using that Ω satisfies (C0′) and the general identity

(14.7) iX iY d = i[X,Y ] + LY iX −LXiY + diXiY ,

we obtain that

i←−α i←−β dΩ = i
[←−α ,

←−
β ]
Ω+ L←−

β
i←−αΩ−L←−α i←−β Ω+ di←−α i←−β Ω

= −s∗σ([α, β])−L←−
β
(s∗σ(α)) + L←−α (s

∗σ(β))− di←−α s
∗σ(β)

= −s∗σ([α, β])− s∗Lρ(β)(σ(α)) + s∗Lρ(α)(σ(β))− s∗d(σ(β)(ρ(α)))

= −s∗
(
σ([α, β])−Lρ(α)(σ(β)) + Lρ(β)(σ(α)) + d(σ(β)(ρ(α)))

)
= −s∗

(
σ([α, β])−Lπ�σ(α)(σ(β)) + Lπ�σ(β)(σ(α)) + dπ(σ(α), σ(β))

)
= −s∗

(
σ([α, β])− [σ(α), σ(β)]π

)
= 0,

where we have used that σ is a Lie algebroid homomorphism. This shows
that i←−α dΩ is t-horizontal. �

In other words, we have a foliated 1-form on Ft with coefficients in
∧2 ν∗t :

ξΩ ∈ Ω1
(
Ft;

2∧
ν∗t

)
.

The key remark is that equation (14.6) lives on a version with coefficients
of the foliated de Rham complex (see Section C.2)

(14.8) Ω0
(
Ft;

∧2 ν∗t

) dFt �� Ω1
(
Ft;

∧2 ν∗t

) dFt �� Ω2
(
Ft;

∧2 ν∗t

)
�� · · ·

with the differential given by the usual Koszul-type formula

dFtη(
←−α 0, . . . ,

←−α k) =
k∑

i=0

(−1)iL←−α i
η(←−α 0, . . . ,

←̂−α i, . . . ,
←−α k)

+
∑
i<j

(−1)i+jη([←−α i,
←−α j ],

←−α 0, . . . ,
←̂−α i, . . . ,

←̂−α j , . . . ,
←−α k).
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In particular,

dFt : Ω
0
(
Ft;

2∧
ν∗t

)
→ Ω1

(
Ft;

2∧
ν∗t

)
, dFtη(

←−α ) = L←−α η.

In conclusion, while Ω gives rise to ξΩ, equation (14.6) becomes

(14.9) dFtη = ξΩ, with η ∈ Ω0
(
Ft;

2∧
ν∗t

)
.

Note first that ξΩ ∈ Ω1(Ft;
∧2 ν∗t ) is dFt-closed. This amounts to

i
[←−α ,

←−
β ]
dΩ = L←−α i←−β dΩ−L←−

β
i←−α dΩ,

which follows immediately from the general identity (14.7).

The proof of the theorem will be completed by showing that

Ω0
(
Ft;

∧2 ν∗t

) dFt �� Ω1
(
Ft;

∧2 ν∗t

) dFt �� Ω2
(
Ft;

∧2 ν∗t

)
is exact. For this we use 1-connectedness of the t-fibers of Σ. Note that∧2 ν∗t is isomorphic to the pullback along t : Σ→M of

∧2 T ∗M :

2∧
ν∗t = t∗

2∧
T ∗M.

We see that, given any θ ∈ Ω1(Ft;
∧2 ν∗t ) which is dFt-closed, we can restrict

to each fiber t−1(x) obtaining a closed 1-form θx with values in the vector

space
∧2 T ∗

xM . Hence, we can define η ∈ Ω0(Ft;
∧2 ν∗t ) on each fiber t−1(x)

to be the 0-form with values in the vector space
∧2 T ∗

xM defined by

ηg :=

∫
γ
θx,

where γ : [0, 1]→ t−1(x) is any curve in the fiber joining 1x to g. Since the
t-fiber is 1-connected and the form θx is closed, this does not depend on the
choice of γ. We still need to check that η is smooth. For that it is enough
to show that each g0 ∈ Σ has a neighborhood U for which there exists a
smooth map γ : U × [0, 1]→ Σ such that, for all g ∈ U , the path t �→ γ(g, t)
is contained in the t-fiber of g, it starts at 1t(g), and it ends at g. This can
be shown by covering a fixed path γ0 connecting 1t(g0) to g0 by submersion
charts for t.

Second proof of Theorem 14.29. The departing point of this second
proof is a characterization of multiplicative forms as groupoid morphisms.

To state it we need the tautological k-form θk ∈ Ωk(
∧k T ∗M) generalizing

the Liouville 1-form: if α ∈ T ∗M and v1, . . . , vk ∈ Tα(
∧k T ∗M) it is given

by

(θk)α(v1, . . . , vk) := α(dp(v1), . . . , dp(vk)).
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The forms θk, like the Liouville 1-form, are characterized by the property
that α∗θk = α, for all α ∈ Ωk(M).

We also need to generalize the bundle map σΩ : A→ T ∗M from Theorem
14.10 to higher degree. For a multiplicative form Ω ∈ Ωk(G), define

σΩ : A→
k−1∧

T ∗M, α �→ −u∗(iαΩ).

Finally, we will make use of the Lie groupoid structure on
⊕k TG ⇒⊕k TM from Example 13.21 and of its Lie algebroid

⊕k TA ⇒
⊕k TM

from Example 13.53.

Proposition 14.32. For k ≥ 1, a form Ω ∈ Ωk(G) is multiplicative if and
only if the map⊕k TG Ω ��

����

(R,+)

��⊕k TM �� {∗}

(v1, . . . , vk) �→ Ω(v1, . . . , vk)

is a Lie groupoid morphism. In this case, the induced Lie algebroid morphism

ωA := Lie(Ω) :
k⊕

TA→ R

corresponds to a k-form on the total space of the bundle A given by

(14.10) ωA := −d(σ∗
Ω
θk−1)− σ∗

dΩ
(θk) ∈ Ωk(A).

Proof. Using the definition of the multiplication
⊕k dm in

⊕k TG, the
multiplicative condition can be rewritten as

Ω
( k⊕

dm(V,W )
)
= Ω(V ) + Ω(W ), ∀ (V,W ) ∈

( k⊕
TG

)(2)
,

which just means that Ω is a groupoid morphism.

Let us explain the second part for 2-forms. We need to find the map

Lie(Ω) :
2⊕

TA→ R, X �→ d(v,w)Ω(X), X ∈
( 2⊕

TA
)
(v,w)

.

Sections of TA are generated by the linear and core sections — see Example
13.53 — of the form dα and α̂, for α ∈ Γ(A). It follows that sections of⊕2 TA are generated by sections of the following type:

dα⊕ dα, α̂⊕ 0, 0⊕ α̂.
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We then find for any α ∈ Γ(A) that

d(v,w)Ω(α̂⊕ 0) = (iαΩ)(w) = −σΩ
(α)(w),

d(v,w)Ω(0⊕ α̂) = −(iαΩ)(v) = σ
Ω
(α)(v),

d(v,w)Ω(dα⊕ dα) = (diαΩ+ iαdΩ)(v, w)

= −(dσ(α) + σ
dΩ
(α))(v, w)

and then (14.10) follows from the definition of the tautological forms. �

We can now turn to the proof. Starting with the Lie algebroid isomor-
phism σ : A→ T ∗M , we define a 2-form ωA on the total space of the bundle
A→M by

ωA := −d(σ∗θ1) = d(σ∗ωcan) ∈ Ω2(A).

We can view ωA as a vector bundle map⊕2 TA
ωA ��

��

R

��⊕2 TM �� {∗}

Since σ : A→ T ∗M is a Lie algebroid morphism it follows that ωA is a
Lie algebroid morphism to the abelian Lie algebra R:

Lemma 14.33. ωA :
⊕2 TA→ R is a Lie algebroid map.

The proof of this lemma is left for the end of the proof.

Since Σ ⇒ M has 1-connected t-fibers, the groupoid TΣ ⇒ TM also has
1-connected t-fibers, and the same holds for the direct sum

⊕2 TΣ. Hence,
by the previous lemma, we can apply Lie’s Second Theorem to obtain a Lie
groupoid morphism

Ω :

2⊕
TΣ→ R.

We claim that the map (X,Y ) �→ Ω(X,Y ) is bilinear and skew-symmetric:

Ω(aV,W ) = aΩ(V,W ),

Ω(V1 + V2,W ) = Ω(V1,W ) + Ω(V2,W ),

Ω(V,W ) = −Ω(W,V ),

so that, by Proposition 14.32, we have a multiplicative 2-form Ω ∈ Ω2(Σ).
The proofs of these conditions are all of the same sort, so we give the details
only for the last one. For that we observe that the map

I :

2⊕
TΣ→

2⊕
TΣ, I(V,W ) := (W,V ),
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is a groupoid morphism whose induced Lie algebroid map is

I∗ :
2⊕

TA→
2⊕

TA, I∗(α, β) = (β, α).

Then −Ω ◦ I :
⊕2 TΣ → R is also a groupoid morphism and the induced

Lie algebroid morphism is

(−Ω ◦ I)∗ = −ωA ◦ I∗ = ωA.

By uniqueness in Lie’s Second Theorem we must have Ω = −Ω ◦ I, which is
precisely the skew-symmetry. For the other properties one proceeds similarly
replacing I by the Lie groupoid morphisms:

2⊕
TΣ→

2⊕
TΣ, (V,W ) �→ (aV,W ),

3⊕
TΣ→

2⊕
TΣ, (V1, V2,W ) �→ (V1 + V2,W ).

The Lie groupoid morphism Ω differentiates to the Lie algebroid map
ωA = Lie(Ω) :

⊕2 TA→ R. By Proposition 14.32, we have

ωA = −σ∗dθ1 = −σ∗
Ω
dθ1 − σ∗

dΩ
θ2.

The properties of the tautological forms imply that

σ = σΩ , σ
dΩ

= 0.

This follows from the following exercise:

Exercise 14.34. Consider two vector bundle maps σk−1 : A→
∧k−1 T ∗M

and σk : A→
∧k T ∗M . If

σ∗
k−1dθk−1 + σ∗

kθk = 0,

show that σk−1 = 0 and σk = 0.

To show that Ω is closed, we again apply Proposition 14.32 to the multi-
plicative 3-form dΩ. Viewed as a Lie groupoid morphism dΩ, since σ

dΩ
= 0,

the induced Lie algebroid morphism is 0. Hence, by the uniqueness in Lie’s
Second Theorem, we obtain that dΩ = 0.

Finally, the nondegeneracy follows, as before, from the fact that σΩ = σ
is an isomorphism — see the last part of the proof of Proposition 14.30. So
Ω is a multiplicative symplectic form. Uniqueness follows again from the
uniqueness in Lie’s Second Theorem.

Proof of the Lemma 14.33. We need to check that the pullback map
(ωA)

∗ : Ω•(R) → Ω•(
⊕2 TA) commutes with differentials. In degree 0,
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this is just commutation with anchors, which is obvious. In degree 1, since
the differential in R is 0, this just amounts to

(14.11) ωA([X,Y ]) = LXωA(Y )−LY ωA(X), ∀X,Y ∈ Γ
( 2⊕

TA
)
.

We only need to check this equation on pairs of sections of the type

dα⊕ dα, α̂⊕ 0, 0⊕ α̂.

In the calculations below, we will regard 1-forms and 2-forms on M as
functions on TM and TM ⊕ TM , respectively.

- If X = α̂ ⊕ 0 and Y = β̂ ⊕ 0, or the other way around, the bracket
vanishes and so does the right-hand side.

- IfX = α̂⊕0 and Y = 0⊕β̂, the bracket still vanishes and the right-hand
side of (14.11) becomes

iρ(α)σ(β) + iρ(β)σ(α) = π(σ(α), σ(β)) + π(σ(β), σ(α)) = 0,

where we used that σ : A→ T ∗M preserves anchors; i.e., ρ = π� ◦ σ.
- If X = dα⊕ dα and Y = β̂ ⊕ 0, we find that

[X,Y ] = [̂α, β]A ⊕ 0,

so the left side of (14.11) gives

ωA([X,Y ]) = pr∗2 σ([α, β]A) = pr∗2[σ(α), σ(β)]π,

where we used that σ : A → T ∗M preserves brackets and we pulled back
a function along pr2 :

⊕2 TM → TM . On the other hand, the right-hand
side of (14.11) becomes

LXωA(Y )−LY ωA(X) = pr∗2
(
Lρ(α)σ(β)− iρ(β)dσ(α)

)
= pr∗2

(
Lρ(α)σ(β)−Lρ(β)σ(α) + diρ(β)σ(α)

)
= pr∗2

(
Lπ�(σ(α))σ(β)−Lπ�(σ(β))σ(α)− dπ(σ(α), σ(β))

)
= pr∗2

(
[σ(α), σ(β)]π

)
where we used the definition of the bracket [·, ·]π.

– Finally for two sections X = dα ⊕ dα and Y = dβ ⊕ dβ, we obtain
that the bracket is

[X,Y ] = d[α, β]A ⊕ d[α, β]A,

so the left-hand side of (14.11) is

ωA([X,Y ]) = d(σ[α, β]A) = d([σ(α), σ(β)]π).
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For the right side of (14.11) we now find

LXωA(Y )−LY ωA(X) = dLρ(α)σ(β)− dLρ(β)σ(α)

= d(Lρ(α)σ(β)−Lρ(β)σ(α)− dπ(σ(α), σ(β)))

= d([σ(α), σ(β)]π)

where we used again that σ : A→ T ∗M is a Lie algebroid isomorphism. So
the equation holds and this finishes the proof of the lemma. �

Remark 14.35. The previous proof can also be used to obtain an explicit
formula for the symplectic structure from Theorem 14.29 on Σ. To present
the explicit formula, we need a bit of terminology. For any g ∈ Σ we can find
a smooth path γ : [0, 1] → t−1(x), x = t(g), joining γ(0) = 1x to γ(1) = g.
We associate to γ the A-path

a : [0, 1]→ A, a(t) := dLγ(t)−1

(
γ̇(t)

)
.

We will say that a is an A-path representing g.

Similarly, a tangent vector V ∈ TgΣ will be represented by a TA-path
(a, v). In such a pair, a : [0, 1]→ A is an A-path representing the base point
g ∈ Σ of V and

v : [0, 1]→ TA, t �→ v(t) ∈ Ta(t)A

is obtained as follows. First, we choose a path ε �→ gε with

V =
d

dε

∣∣∣
ε=0

gε.

Then each gε can be connected to the unit at xε = t(gε) by a smooth path
γε : [0, 1] → t−1(xε) as above, such that γ(ε, t) is smooth. Consider the
corresponding family of A-paths aε : [0, 1] → A. Then V is represented by
a := a0 together with the variation of this family:

v : [0, 1]→ TA, t �→ d

dε

∣∣∣
ε=0

aε(t) ∈ Ta(t)A.

With this terminology, the symplectic structure on Σ is given by

(14.12) Ωg(V,W ) :=

∫ 1

0
(σ∗ωcan)a(t) (v(t), w(t)) dt,

where (a, v) and (a, w) are TA-paths representing V,W ∈ TgΣ.

This formula originates from the cotangent path space approach — see
Remark 14.51. It also follows from the second proof combined with a general
formula for integrating 1-cocycles. Given a Lie algebroid morphism c : B →
R, the corresponding Lie groupoid morphism C : G → R, where G is a Lie
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groupoid with 1-connected t-fibers, is given by

(14.13) C(g) =

∫ 1

0
c(a(t))dt,

where a : [0, 1]→ B is a B-path representing g, as explained above.

Exercise 14.36. Prove formula (14.12), by applying (14.13) to ωA = σ∗dθ1.

Remark 14.37. The first proof of Theorem 14.29 was extracted from the
general machinery developed in [11]. The second proof is due to Bursztyn,
Cabrera, and Ortiz [22,23]. It is an improvement of the original proof of
Mackenzie and Xu [115] and is part of a general program of integrating
infinitesimally multiplicative structures, with the case of arbitrary tensors
carried out in [24].

14.4. Symplectic groupoid actions

Definition 14.38. Let (Σ,Ω) ⇒ M be symplectic groupoid, and let
(S, ω) be a symplectic manifold. A left groupoid action of Σ along
a map μ : S → M is called a symplectic groupoid action if it
satisfies

(14.14) A∗ω = pr∗1Ω+ pr∗2 ω,

where A : Σ ×M S → S denotes the action and pr1 : Σ ×M S → Σ
and pr2 : Σ×M S → S denote the projections.

We also call (S, ω) a Hamiltonian (Σ,Ω)-space and μ : S → M the
moment map. We define right actions in a similar way.

Example 14.39. For any symplectic groupoid (Σ,Ω) ⇒ M , the multipli-
cation, viewed as a left action of Σ on itself, is a symplectic groupoid action

along t : Σ→M .

Example 14.40. LetG be a Lie group, and consider the symplectic groupoid
(G� g∗,Ω) ⇒ g∗ from Example 14.7. Then symplectic groupoid actions of
G � g∗ are the same as G-Hamiltonian spaces (S, ω, μ). When G is con-
nected, this follows from Proposition 14.45 and Problem 13.7 — the general
case is left as an exercise.

Example 14.41. Consider an integrable lattice Λ ⊂ T ∗M , with correspon-
ding symplectic groupoid

(TΛ, ωΛ) ⇒ M.

By Proposition 12.30, any proper Lagrangian fibration μ : (S, ω) → M

inducing Λ is a Hamiltonian TΛ-space.
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As suggested by the terminology “Hamiltonian (Σ,Ω)-space”, the idea
behind this notion is based on replacing:

• duals of Lie algebras by general Poisson manifolds,

• moment maps by Poisson maps,

• Hamiltonian actions by symplectic groupoid actions.

The next proposition supports this philosophy. To state it we recall from
Example 13.49 that a Lie groupoid action of Σ ⇒ M on a map μ : S → M
induces a Lie algebroid action a : Γ(A)→ X(S).

Proposition 14.42. Consider a symplectic groupoid (Σ,Ω) with induced
Poisson structure π on M . For any symplectic groupoid action of (Σ,Ω)
with moment map μ : (S, ω)→M , one has the following:

(i) μ : (S, ω)→ (M,π) is a complete Poisson map.

(ii) The induced Lie algebroid action a : Γ(A)→ X(S) satisfies

μ∗(σ
Ω
(α)) = ia(α)ω.

Notice that μ is Σ-equivariant by the definition of a groupoid action.
Note also that the moment map condition in (ii) says that the induced
infinitesimal action a is identified via the isomorphism σΩ : A→ T ∗M with
the infinitesimal action Ω1(M)→ X(S) associated to the Poisson map μ —
see Definition 12.2.

Proof. In this proof we identify M ≡ u(M) ⊂ Σ, and so we write u(x) = x.

For (ii) we have to show that, for any v ∈ TpS and any α ∈ Ax, where
x = μ(p), one has

−Ωx(α, dμ(v)) = ωp(ap(α), v).

As in (13.5), the infinitesimal action is given by differentiating the map

t−1(x)→ S, g �→ g−1p = A(ι(g), p).

In other words,

ap(α) = d(x,p)A(dι(α), 0p).

On the other hand, because units act trivially, one also has the identity

v = d(x,p)A(dμ(v), v), ∀ v ∈ TpS.

Inserting these two identities in the multiplicativity equation (14.14), we
find

ωp(ap(α), v) = Ωx(dι(α), dμ(v)).

Since ι∗Ω = −Ω and ι ◦ u = u, it follows that

ωp(ap(α), v) = −Ωx(α, dιdμ(v)) = −Ωx(α, dμ(v)),

i.e., precisely the desired identity.

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



390 14. Symplectic Groupoids

For (i) we denote by πω the inverse of ω. We have to show that

π� = dμ ◦ π�
ω ◦ (dμ)∗.

This follows because σΩ is invertible and the commutative diagram

T ∗
p S

π�
ω �� TpS

dμ

��

Ax

a
##((((((((

σ
Ω

!!::
::
::
:: ρ

���
��

��
��

�

T ∗
xM

(dμ)∗

��

π�

�� TxM

gives

dμ ◦ π�
ω ◦ (dμ)∗ ◦ σΩ

= dμ ◦a = ρ = π� ◦ σ
Ω
.

The big triangle in the diagram is commutative by part (ii), the bottom
triangle is commutative because σΩ is a Lie algebroid map, and the right
triangle is commutative because a is an action.

For the completeness of the action, start with H ∈ C∞(M) such that
XH ∈ X(M) is complete, and we show that XH◦μ is complete. For that we
notice that

XH◦μ = a(α), where α = σ−1
Ω

(dH) ∈ Γ(A),

and ρ(α) = XH ∈ X(M) is complete. By Proposition 13.37, we know that
←−α ∈ X(Σ) is a complete vector field. Next, note that the flow of a(α) is
given by

φt
a(α)(p) = φt←−α (μ(p))

−1 · p,

because the right-hand side gives integral curves of a(α). Therefore a(α) =
XH◦μ is complete. �

The previous proposition allows one to carry on with the philosophy that
symplectic groupoid actions provide a general Poisson geometric framework
for moment map theories. For instance, one obtains a generalization of
symplectic reduction as follows.

As in the classical case, to ensure smooth quotients we will consider
groupoid actions of Σ ⇒ M on μ : S →M that are free and proper, where

- free: g · p = p⇒ g = 1μ(p),

- proper: (A, pr2) : Σ×M S → S × S is a proper map.
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So let (Σ,Ω) be a symplectic groupoid and let μ : (S, ω)→M be a free and
proper Hamiltonian (Σ,Ω)-space. Then:

(i) For each x ∈ S, each of the spaces

S�xΣ := μ−1(x)/Σx

is smooth and carries a canonical symplectic structure ωx, uniquely
determined by the condition that its pullback to μ−1(x) coincides
with the restriction of ω.

(ii) The quotient
N := S/Σ

is smooth and carries a unique Poisson structure πN making the
canonical projection

p : (S, ω)→ (N, πN )

into a Poisson submersion.

(iii) The symplectic leaves of (N, πN ) can be identified with the con-
nected components of the symplectic quotients S�xΣ.

For instance, this theory allows one to treat certain non-Hamiltonian
symplectic actions of a Lie group on a symplectic manifold as if they where
Hamiltonian actions. This is illustrated in the following example.

Example 14.43 (Cylinder-valued moment maps). Denote by t an abelian
Lie algebra and let Λ ⊂ t be a full rank lattice, so that we have a torus

TΛ := t/Λ.

Consider a symplectic torus action of TΛ on a symplectic manifold (S, ω)
with infinitesimal action a : t → X(S). Fixing a base point p0 ∈ S, we
introduce the group homomorphism

Φ : π1(S, p0)→ t∗, Φ([γ])(v) :=

∫
γ
ia(v)ω (v ∈ t).

Notice that the TΛ-action is Hamiltonian if and only if the image of this
homomorphism is trivial. We will obtain a (groupoid) Hamiltonian action
by “killing” this image, so we make the following assumption:

- Φ(π1(S, p0)) ⊂ t∗ is a discrete subgroup.

Then we can introduce the cylinder

C = t∗/Φ(π1(S, p0)),

as well as the moment map

μ : S → C, p �→
[
v �→

∫
γ
ia(v)ω

]
where γ : [0, 1]→ S is any path with γ(0) = p0 and γ(1) = p.
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Exercise 14.44. Show that μ : (S, ω)→ (C, 0) is a Poisson map.

Since T ∗C = C×t and the slices {c}×t are Lagrangian submanifolds for
the canonical symplectic form, we can view Λ ⊂ t as defining an integrable
affine structure on C. We obtain a symplectic torus bundle over C with
fiber TΛ:

pr : (TΛ, ωΛ)→ C.

This is a symplectic groupoid and admits a symplectic groupoid action

(TΛ, ωΛ)

���
��

��
��

��
(S, ω)�

μ

��
C

where on each fiber μ−1(c) one takes the original TΛ-action.

The discussion above then shows that one can perform symplectic re-
duction for the cylinder-valued moment map μ : S → C. If the action of TΛ

on μ−1(c) is free one obtains the symplectic quotient

S�c TΛ := μ−1(c)/TΛ.

The following converse of Proposition 14.42 gives an infinitesimal char-
acterization of the multiplicativity condition (14.14) for symplectic groupoid
actions.

Proposition 14.45. Let (Σ,Ω) ⇒ M be a symplectic groupoid with con-
nected t-fibers, and let (S, ω) be a symplectic manifold. An action of Σ on
μ : S → M is a symplectic groupoid action if and only if the following
moment map condition holds:

μ∗(σΩ(α)) = ia(α)ω, ∀α ∈ Γ(A).

Proof. We consider the action groupoid Σ̃ = Σ � S ⇒ S and we rewrite
the multiplicativity condition as the vanishing of the closed multiplicative

form on Σ̃:

Ω̃ := pr∗1Ω−A∗ω + pr∗2 ω.

The multiplicativity of pr∗1Ω follows because pr1 : Σ̃ → Σ is a groupoid

morphism. Since A and pr2 are the target and source of Σ̃, it follows that
−A∗ω + pr∗2 ω is even multiplicatively exact.

Note that the t-fibers of Σ̃ are connected, as they can be identified to
those of Σ. Therefore we can apply the proof of the uniqueness part in

Theorem 14.29, which gives that Ω̃ = 0 if and only if σ
˜Ω
= 0. Note that

nondegeneracy was not used there.
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We show that σ
˜Ω
= 0. Notice that any element in the Lie algebroid Ã

of Σ̃ is of the form α̃ = (α, 0p), with α ∈ Aμ(p). The differential of unit map

ũ of Σ̃ is given by

dũ(v) = (dudμ(v), v) (v ∈ TpS).

Therefore, using the assumption, we obtain

σ
˜Ω
(α̃)(v) = −

(
pr∗1Ω−A∗ω + pr∗2 ω

)
(α̃, dũ(v))

= σΩ(α)(dμ(v)) + ω(−ap(α), v) = 0. �

14.5. Hausdorffness issues

As discussed in Section 13.7, we also need to consider the context of non-
Hausdorff symplectic groupoids and non-Hausdorff symplectic realizations.
We use the terminology from Section 13.7, and in particular Conventions
13.91 and 13.96. Additionally, we will also consider symplectic groupoid
actions on possibly non-Hausdorff manifolds μ : (S, ω) → M — as before,
the base M is always assumed to be Hausdorff.

Example 14.46. Consider M = R3\{0} endowed with the foliation F by
horizontal planes z = c. Recall from Example 13.83 that the homotopy
groupoid Π(M,F) ⇒ R3\{0} is non-Hausdorff.

We endow each leaf of F with the area form ω = dx ∧ dy, obtaining a
regular Poisson structure π on M . It is not difficult to see that the following
is a non-Hausdorff symplectic groupoid integrating (M,π):

Σ := Π(M,F)× R ⇒ R3\{0},
Ω := t∗ω − s∗ω + (t∗dz − s∗dz) ∧ dt,(14.15)

where Σ is the product of Π(M,F) ⇒ M with the group (R,+). Actually,
Σ can be identified with the Poisson homotopy groupoid of (M,π):

Exercise 14.47. Using that t : (Σ,Ω) → (M,π) is a complete symplectic
realization, construct a groupoid isomorphism between Π(M,π) and Σ.

On the other hand, the holonomy groupoid can be identified with the
submersion groupoid of pr3 : M → R:

Hol(M,F) �M ×R M = {(p, q) ∈M ×M : pr3(p) = pr3(q)}.
The same formula (14.15) makes Hol(M,F) × R ⇒ M into a Hausdorff

symplectic Lie groupoid, which still integrates (M,π).

Example 14.48. We can also turn the examples of bundles of Lie algebras of
Douady and Lazard, mentioned in Example 13.82, into Poisson manifolds.
Consider the associated fiberwise linear Poisson structure (A∗, πA). Let
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G → M be a bundle of Lie groups integrating A. By Example 14.24, a
symplectic groupoid integrating πA is (T ∗G,Ω) ⇒ A∗.

As discussed in Example 13.82, the bundle of Lie algebras (13.13) can
be integrated by two bundles of Lie groups, one Hausdorff and one not. So
one obtains two symplectic Lie groupoids, one Hausdorff and one not. The
second one has 1-connected t-fibers and so, as we will see later, it can be
identified with the Poisson homotopy groupoid of (A∗, πA).

Recall that the second bundle of Lie algebras B → R given in (13.14)
does not admit Hausdorff bundles of Lie groups integrating it. This gives
a Poisson manifold (B∗, πB) which is integrable but does not admit any
Hausdorff integration, due to the following:

Exercise 14.49. Let (Σ,Ω) ⇒ B∗ be a symplectic Lie groupoid with con-
nected t-fibers integrating πB. If Z ⊂ B∗ is the zero section, show that
t−1(Z) is a bundle of Lie groups integrating the bundle of Lie algebras B.

In the non-Hausdorff setting, with our conventions, the results discussed
so far in this chapter need to be adjusted as follows:

- The first properties of symplectic groupoids, i.e., Proposition 14.9,
Theorem 14.10, as well as the uniqueness part of Theorem 14.29, require no
change at all, and neither does the auxiliary Proposition 14.30.

- The first properties of symplectic groupoid actions from Proposition
14.42 hold, except that the completeness in item (i) should be removed.
Indeed, we do not define the notion of completeness of arbitrary Poisson
maps in the non-Hausdorff setting.

- The properties of symplectic groupoid actions from Proposition 14.45
also hold. However the proof requires a closer inspection, as we explain now.
In the notation from the proof of Proposition 14.45, the action groupoid

Σ̃ := Σ � S ⇒ S is over a non-Hausdorff base, and therefore we need

to review the argument. The form Ω̃ ∈ Ω2(Σ̃) is still multiplicative and
closed. The computation there shows that σ

˜Ω
= 0. The relation (C0) from

Proposition 14.30 is a consequence of multiplicativity and makes no use of

Hausdorffness. Hence Ω̃ is horizontal for the projection pr2 : Σ � S → S;

i.e., iV Ω̃ = 0, for all V ∈ Ker d pr2. Since Ω̃ is closed, Cartan’s formula

implies that LV Ω̃ = 0, for all V ∈ Γ(Ker d pr2). Note that the fibers of

pr2 are Hausdorff, and so Ω̃ = pr∗2 τ for some τ ∈ Ω2(S). Using again the

multiplicativity argument (14.5), one concludes that Ω̃ = 0.

- Theorem 14.29 continues to hold in the non-Hausdorff setting. The
second proof works without any modifications. The first proof can be made
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to work also in the non-Hausdorff setting, with the appropriate modifica-
tions. The only issue arises from the use of a splitting of the exact sequence
Ker dt ↪→ TG → t∗TM . As explained in Remark 13.92 and illustrated by
Example 14.74, such a splitting may fail to exist.

From now on, we allow for non-Hausdorff groupoids and non-Hausdorff
symplectic realizations, unless otherwise specified.

14.6. The Poisson homotopy groupoid

Recall that the Poisson homotopy groupoid of a Poisson manifold (M,π) is

Π(M,π) :=
cotangent paths

cotangent path-homotopy
⇒ M,

with multiplication given by concatenation of cotangent paths. From Section
13.6, we know that this is always a topological groupoid with 1-connected
target fibers. Using the results from Section 14.3, we can now state:

Theorem 14.50. For a Poisson manifold (M,π) the following are equiva-
lent:

(i) The cotangent Lie algebroid (T ∗M, [·, ·]π, π�) is integrable.

(ii) There exists a symplectic groupoid integrating (M,π).

(iii) (M,π) admits a complete symplectic realization with connected
fibers.

In this case, the Poisson homotopy groupoid Π(M,π) ⇒ M has a smooth
structure and a symplectic form Ω such that (Π(M,π),Ω) is a symplectic
integration of (M,π).

Remark 14.51. A different characterization for integrability of the Lie
algebroid T ∗M can be given using the exponential map of a contravariant
connection ∇ on (M,π). By the results in Section 11.4, there exists an
open neighborhood U ⊂ T ∗M of the zero section on which the geodesic
flow φt : U → T ∗M of ∇ is defined for all t ∈ [0, 1]. For each ξ ∈ U ,
t �→ aξ(t) := φt

X(ξ) is a cotangent path, and we define the exponential map
of ∇ as

exp∇ : U → Π(M,π), exp∇(ξ) := [aξ].

The items in the previous theorem are also equivalent to — see [42]:

(iv) There exists a neighborhood U ⊂ T ∗M of the zero section on which
exp∇ is injective.

One can apply this characterization of integrability to show that the condi-
tion in (iii) that the fibers are connected can be dropped.

The results in [42] provide an even more complete version of the pre-
vious theorem. By applying the general discussion on integrability of Lie
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algebroids from Section 14.3, we can talk about Π(M,π) being smooth inde-
pendent of the existence of symplectic realizations, namely, with the quotient
smooth structure induced from the Banach manifold of cotangent paths —
as it appears in Theorem 13.80. When this happens, we know that Π(M,π)
will be a Lie groupoid with Lie algebroid isomorphic to (T ∗M, [·, ·]π, π�).
In particular, the items in the previous theorem are also equivalent to the
following:

(v) Π(M,π) ⇒ M is smooth, in the sense that the smooth structure
on the cotangent path space descends.

By looking at the construction in the proof below, one can check that the
smooth structure on Π(M,π) ⇒ M from the statement of the theorem
coincides with the one coming from the path space construction.

The Poisson homotopy groupoid Π(M,π) has a beautiful description
as an infinite-dimensional symplectic quotient, due to Cattaneo and Felder
[32]. The space of all paths in T ∗M is a symplectic manifold that may be
interpreted as the cotangent bundle T ∗P (M) of the manifold of all paths
in M . The space of cotangent paths P (T ∗M) ⊂ T ∗P (M) is a coisotropic
submanifold. Actually, the Poisson geometry on M gives rise to an infinite-
dimensional Lie algebra g and a g-Hamiltonian action on T ∗P (M) with
moment map μ : T ∗P (M)→ g∗ such that

μ−1(0) = P (T ∗M).

Furthermore, the orbits of the action of g on this level set, i.e., the space of
cotangent paths, are precisely the cotangent homotopy classes. Therefore,
one obtains the symplectic quotient

Π(M,π) = μ−1(0)/g.

The resulting symplectic form Ω is the one appearing in Theorem 14.50.
This also leads to the explicit formula (14.12).

Proof of Theorem 14.50. If (i) holds, then by Lie’s First Theorem, T ∗M
can be integrated by a Lie groupoid with 1-connected target fibers. By
Theorem 14.29, this groupoid can be made into a symplectic groupoid inte-
grating (M,π), so (i) ⇒ (ii). Theorem 14.10 gives the reverse implication
(ii) ⇒ (i). Given a symplectic groupoid, the same theorem applied to the
t-connected component of the identity shows that the target map is a com-
plete symplectic realization with connected fibers. Hence, we obtain that
(ii) ⇒ (iii).

We prove now (iii)⇒ (ii). Consider a complete symplectic realization μ :
(S, ω)→ (M,π). We will make use of the general construction of homotopy
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groupoids as discussed in Example 13.27 applied to the orbit foliation F :

Π(S,F) ⇒ S, F = (Ker dμ)⊥ω .

Theorem 12.24 implies that the operation of lifting of cotangent paths gives
a bijection

(14.16) τ : Π(M,π)� S → Π(S,F), ([a], p) �→ [γ̃ p
a ],

and, since the lift of the concatenation of two cotangent paths is the con-
catenation of their lifts, this is an isomorphism of groupoids. We will use
the smooth structure on Π(S,F) to obtain one on Π(M,π) and, ultimately,
we will make sure that τ becomes an isomorphism of Lie groupoids.

One of the central players in our argument is the projection from the
homotopy groupoid of (M,F) to the one of (M,π) arising from the previous
bijection:

Π(S,F) Φ ��

����

Π(M,π)

����
S

μ
�� M

τ([a], p) �→ [a].

We will see that Π(M,π) admits a smooth structure — necessarily unique
— such that Φ is a submersion. The strategy is to think of Φ as a quotient
map and to use the following:

Lemma 14.52. Given a foliation K on a possibly non-Hausdorff manifold
P , the following are equivalent:

(i) The space of leaves P/K admits a smooth structure such that the
projection pr : P → P/K is a submersion.

(ii) Through each point of P there passes a simple K-transversal; i.e.,
T ⊂ P which intersects each leaf transversally and at most once.

In this case P/K becomes a smooth manifold, possibly non-Hausdorff. More-
over, for each transversal T ⊂ P as in (ii), pr |T : T → pr(T ) is a diffeo-
morphism onto an open set.

Therefore, we take a closer look at the fibers of Φ and we show the
following:

- The fibers of Φ form a foliation K on Π(M,F).
- Through each point of Π(M,F) there passes a simpleK-transversal.

The first item is more subtle. To prove it, we make use of the symplectic
geometry to describe a distribution, which is involutive and whose integral
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submanifolds are the fibers of Φ. This distribution will appear as the char-
acteristic distribution of the multiplicatively exact, closed 2-form

Ω̃ = t∗Fω − s∗Fω ∈ Ω2(Π(M,F)).
Both items follow from the following lemma:

Lemma 14.53. With the notation above, we have the following:

(1) The kernel of Ω̃ has constant rank, equal to that of Ker dμ.

(2) The fibers of Φ are the leaves of the foliation K integrating Ker Ω̃.

(3) If T ⊂ S is a simple transversal to Ker dμ, then s−1
F (T ) is a simple

transversal to K.

Proof. To handle the tangent spaces of Π(S,F) we make use of the fact
that (tF , sF ) : Π(S,F) → S × S is an immersion, which holds because the
isotropy groups of Π(S,F) are discrete. This allows one to identify the
tangent spaces of Π(S,F) with subspaces of the tangent spaces of S × S:

(14.17) χg := dg(tF , sF ) : TgΠ(M,F) ∼−→ Tg ⊂ T (S × S).

To describe the subspaces Tg we make use of the linear holonomy action of
Π(S,F) on its normal bundle ν = ν(F) = TS/F . This associates to each
arrow g : p→ q of Π(S,F) the linear map

Holling : νp → νq,

which is induced by the differential of the holonomy Holg. It follows from
Lemma 13.28 that this map is well-defined. The same lemma and the dis-
cussion following it imply that

Tg = {(w, v) ∈ TqS × TpS : Holling (v) = w},
where v = v mod F ∈ ν. We give a more practical description of Tg. Write
g = τ([a], p), where a is a cotangent path. By Lemma 10.3, there exists a
smooth family of functions {Ht}t∈[0,1], all supported in some compact set,
such that a(t) = dHt|γa(t). Then the parallel transport along a is given by
the flow of XH◦μ; i.e.,

γ̃ p′
a (t) = φt

XH◦μ(p
′), ∀ p′ ∈ μ−1(x), where x = μ(p).

We set φ := φ1
XH◦μ

. We claim that

Holling (v) = dpφ(v) (v ∈ TpS).

Indeed, the integral curves ε �→ φε
XH◦μ

(p′) are tangent to the leaves of F .
When p′ stays in a small transversal T to F , the end points of these curves
stay in φ(T ); i.e., T → φ(T ), p′ �→ φ(p′) describes the holonomy Holg.
Therefore, we have that

Tg = {(w, v) ∈ TqS × TpS : dpφ(v)− w ∈ TqF}.
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We claim that the kernel of Ω̃ is mapped via (14.17) isomorphically to

(14.18) χg(Ker Ω̃) = {(dpφ(v), v) : v ∈ Ker dpμ}.
Since

Ω̃ = χ∗
g(pr

∗
1 ω − pr∗2 ω),

we have that (w1, v1) ∈ χg(Ker Ω̃) if and only if dpφ(v1)− w1 ∈ TqF and

ωq(w1, w2) = ωp(v1, v2), ∀ (w2, v2) such that dpφ(v2)− w2 ∈ TqF ,
where p = sF (g), q = tF (g). Taking w2 = 0 and v2 ∈ TpF arbitrary, we

conclude that v1 ∈ (TpF)⊥ω = Ker dpμ. Denote u1 = w1 − dpφ(v1). Now
letting w2 := dpφ(v2) and using that φ is a symplectomorphism, we obtain

0 = ωq(dpφ(v1) + u1, dpφ(v2))− ωp(v1, v2) = ωq(u1, dpφ(v2)).

Since v2 was arbitrary and ω is nondegenerate, we obtain that u1 = 0; i.e.,
w1 = dpφ(v1). For the converse we have to check that ωq(dpφ(v1), w2) =
ωp(v1, v2) whenever v1 ∈ Ker dpμ and u2 := dpφ(v2) − w2 ∈ TqF . This

follows by a similar computation. This proves (14.18), and so Ω̃ has the

desired rank. Since Ω̃ is also closed, (1) follows.

For (2), notice first that the fiber of Φ above a point [a] ∈ Π(M,π) is
the image of the map

ia : μ−1(x)→ Π(S,F), p �→ [γ̃pa] (x = γa(0)).

Since the μ-fibers are connected and have the same dimension as the rank
of K, it suffices to prove that each ia is a smooth embedding tangent to K.
The smoothness ia follows from smooth dependence of parameters of ODEs
applied to the ODE defining lifts. On the other hand, since the composition
of ia with the submersion sF : Π(S,F)→ S is the inclusion μ−1(x) ↪→ S, ia
is indeed an embedding. To prove that ia : μ−1(x)→ Π(S,F) is tangent to
Ker Ω̃, notice that

(tF , sF ) ◦ ia : μ−1(x)→ S × S, p �→ (φ(p), p).

Finally, to check (3), let T ⊂ S be a simple transversal to Ker dμ. Then

codim s−1
F (T ) = codimT = codimK.

For g ∈ s−1
F (T ), applying χg to the intersection Ker Ω̃∩ Tgs

−1
F (T ) we obtain

elements (dφ(v), v) ∈ Tg with v ∈ Ker dμ and tangent to T ; hence v = 0,
proving transversality. Finally, that the transversal is simple follows from
(14.16). This concludes the proof of the lemma. �

Since Ω̃ is closed and of constant rank and since we have shown that
Π(M,π) is the leaf space of the induced characteristic foliation, we obtain the
symplectic form Ω on Π(M,π). Since Π(S,F) → Π(M,F) is a submersion

and a morphism of groupoids, the multiplicativity of Ω̃ implies the one of Ω.
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Hence (Π(M,π),Ω) becomes a symplectic groupoid. Using the isomorphism
τ : Π(M,π)�S ∼−→ Π(S,F) from (14.16), as groupoids over S, the definition
of Ω can be rewritten as

pr∗Π(M,π)Ω = τ∗(t∗Fω − s∗Fω) = A∗ω − pr∗S ω.

Hence, we obtain a symplectic groupoid action. From Proposition 14.42
it follows that μ is a Poisson map when M is endowed with the Poisson
structure π1 induced from the symplectic groupoid. Since μ is a surjective
submersion, we must have π1 = π. This proves (iii) ⇒ (ii) and the rest of
the statement of Theorem 14.50. �

We state now some direct consequences of the proof above.

Corollary 14.54. Let μ : (S, ω)→ (M,π) be a complete symplectic realiza-
tion with connected fibers. Then the symplectic groupoid (Π(M,π),Ω) ⇒ M
has the following properties:

(i) The action of (Π(M,π),Ω) ⇒ M on μ : (S, ω) → M by parallel
transport is a smooth symplectic groupoid action.

(ii) The t-fibers of Π(M,π) are diffeomorphic to the universal covers
of the orbits of the infinitesimal action.

Proof. The action of Π(M,π) ⇒ M on μ : S → M by parallel transport
coincides with the composition of the diffeomorphism (14.16) with the target
map of Π(S,F). Hence it is smooth. Also, by construction, the source fibers
of Π(S,F) � Π(M,π)�S are isomorphic to the universal covers of the leaves
of F . On the other hand, the source fiber of Π(M,π) � S over p coincides
with the source fiber of Π(M,π) over μ(p). �

Corollary 14.55. For any Poisson manifold (M,π), the following are equiv-
alent:

(i) Π(M,π) ⇒ M is a Hausdorff Lie groupoid.

(ii) (M,π) admits a complete Hausdorff symplectic realization with con-
nected fibers and 1-connected orbits.

(iii) (M,π) admits a complete symplectic realization with connected fibers
and such that the homotopy groupoid of the orbit foliation is Haus-
dorff.

Proof. For (i) ⇒ (ii), we use the Poisson homotopy groupoid as the sym-
plectic realization.

For (ii) ⇒ (iii), note that by assumption the homotopy groupoid can be
injectively immersed into the pair groupoid: (tF , sF ) : Π(S,F) → S × S.
Hence it must be Hausdorff.
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The implication (iii)⇒ (i) follows because the fiber product Π(M,π)�S
is Hausdorff and S is Hausdorff. This is a general fact: if μ : S → M is a
submersion between Hausdorff manifolds and f : X → M is a smooth map
from a possibly non-Hausdorff space such that X ×M S is Hausdorff, then
X is Hausdorff. �

In the proof of the corollary above one can replace the homotopy groupoid
of the orbit foliation by other integrations, provided they satisfy an addi-
tional assumption:

Corollary 14.56. Let μ : (S, ω)→ (M,π) be a complete symplectic realiza-
tion with connected fibers. Let G ⇒ S be a Hausdorff t-connected groupoid
integrating the orbit foliation F . Then there exists a Hausdorff symplectic
groupoid

(ΠG(M,π),ΩG) ⇒ (M,π),

together with a symplectic groupoid action on μ : (S, ω)→M , such that the
resulting action groupoid is isomorphic to G:

ΠG(M,π)� S � G.

Proof. We use notation similar to the proof of Theorem 14.50:

ΠG(M,π) := G/Ker Ω̃G , Ω̃G := t∗Gω − s∗Gω.

The facts that Ω̃G is closed and of the same rank as before follow in exactly
the same way. Hence ΠG(M,π) is defined as a set. We will see that we have
the following commutative diagram:

Π(M,π)� S

τG

��



��
���

���
���

τ �� Π(S,F)

Φ
��

pr �� G

ΦG
��

Π(M,π)
pr

�� ΠG(M,π)� G/Ker Ω̃G

We will apply the same steps as in the proof of Theorem 14.50 to show that
the smooth structure descends.

By Lie’s Second Theorem and since the t-fibers of G are connected, we
have a canonical projection pr : Π(S,F) → G. Similarly, we consider the
replacements of the maps ia for [a] ∈ Π(M,π)

(14.19) iGa = pr ◦ia : μ−1(x)→ G.

By precisely the same arguments as before, each iGa is an embedding. Fur-
thermore, since pr is a local diffeomorphism, its differential at each point
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sends the kernel of Ω̃ from the previous proof isomorphically into the kernel

of Ω̃G . Denote

La := ia(μ
−1(x)).

The above shows that La is an open subset of a leaf L of Ker Ω̃G . Next,

note that dgsG sends Ker Ω̃G |g isomorphically to Ker ds(g)μ, which follows

by the similar property of Ω̃. Therefore, the restriction of sG to L is a local
diffeomorphism to μ−1(x). So iGa is a section of the submersion sG |L : L →
μ−1(x). Therefore, since L is Hausdorff, its image La must be closed in L.
Hence, La = L. Finally, we show that s−1

G (T ) is a simple transversal to
the foliation, for any simple transversal T to Kerμ. Transversality follows

since s−1
F (T ) is a transversal for Ker Ω̃ and pr relates the two transversals.

To show that the transversal is simple, let g1, g2 ∈ s−1
F (T ) ∩ La. Then

sG(g1) = sG(g2) = p, so we have g1 = iGa (p) = g2. Therefore, Π
G is a smooth

manifold and Ω̃G descends to a symplectic form ΩG on ΠG(M,π).

Notice that the source and target maps descend to maps ΠG(M,π) ⇒ M ,
so that we can still talk about “composable” elements. Note that ΠG(M,π)
is a quotient of Π(M,π) modulo the equivalence relation

g1 ∼= g2 ⇐⇒ La1 = La2 ⇐⇒
{

sG(g1) = sG(g2) =: x, tG(g1) = tG(g2),

τG(g1, p) = τG(g2, p), ∀ p ∈ μ−1(x)

where gi = [ai]. Note that since the leaves form a partition, the last equality
holds provided it holds for a single p ∈ μ−1(x). We deduce that, for each
x ∈M , one obtains a subgroup of the Poisson homotopy group

Γx : = {k ∈ Π(M,π)x : k ∼= 1x}
= {k ∈ Π(M,π)x : τG(k, p) = 1p for some p ∈ μ−1(x)}
= {k ∈ Π(M,π)x : τG(k, p) = 1p ∀ p ∈ μ−1(x)}.

The fact that this a subgroup follows from the fact that τG is a groupoid
morphisms and, for the same reason, the groups Γx together form a normal
subgroup of Π(M,π): for g : x→ y in Π(M,π) one has

k ∈ Γx ⇐⇒ gkg−1 ∈ Γy.

From this it follows immediately that the multiplication descends.

By construction, the symplectic groupoid action of Π(M,π) descends
to a symplectic groupoid action of ΠG(M,π), such that one obtains an iso-
morphism ΠG(M,π) � S � G. The same argument from the proof of the
previous corollary shows that ΠG(M,π) is Hausdorff. �

Remark 14.57 (Non-Hausdorff integrations). In the proof above, to con-
struct the smooth structure on ΠG(M,π) we have only used that the leaves
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of the foliation Ker Ω̃G are Hausdorff manifolds. Therefore, the result re-
mains true for a non-Hausdorff complete symplectic realization under the
assumption

G|μ−1(L) is Hausdorff for any symplectic leaf L of (M,π).

The resulting groupoid ΠG(M,π) ⇒ M may be no longer Hausdorff.

This condition is in fact quite natural, and it holds in particular for
the homotopy groupoid Π(S,F) ⇒ S. Moreover, assume that μ : (S, ω) →
(M,π) is a complete symplectic realization with connected fibers, such that
the action of Π(M,π) descends to a symplectic groupoid action of a sym-
plectic groupoid (Σ,Ω) ⇒ (M,π). Then Σ arises as in the corollary using
the action groupoid G = Σ� S, which does satisfy the condition above.

We can also see that the Poisson homotopy groupoid is the largest target
connected symplectic integration of the Poisson manifold.

Proposition 14.58. If (Σ,ΩΣ) is any symplectic integration of a Poisson
manifold (M,π), there is a morphism of symplectic groupoids

Φ : (Π(M,π),Ω)→ (Σ,ΩΣ).

Moreover:

(i) If Σ is target connected, then Φ is surjective.

(ii) If Σ is target 1-connected, then Φ is an isomorphism.

Proof. Let Σ0 ⇒ M be the t-connected component of the identity of Σ
equipped with the restriction of ΩΣ. This is still a symplectic groupoid
integrating (M,π) and we can apply Corollary 14.56 to t : Σ0 → M and
the holonomy groupoid of the corresponding orbit foliation, i.e., the fibers
of s : Σ0 → M . The corollary then gives a symplectic groupoid — easily
seen to be canonically isomorphic to (Σ0,ΩΣ) ⇒ M — together with the
desired morphism of symplectic groupoids

Φ : (Π(M,π),Ω)→ (Σ0,ΩΣ) ⊂ (Σ,ΩΣ).

This morphism is onto Σ0 so (i) follows. If Σ = Σ0 and the t-fibers are
1-connected, it also follows that Φ is an isomorphism, so (ii) holds true. �

Proof of Theorem 14.12. We are left with proving existence of the group-
oid structure under the assumptions (i) and (ii).

We observe that u(M) is transverse to the orbit foliation and of com-
plementary dimension: since Ker dμ|u(M) and Tu(M) are complementary

vector bundles, so are their symplectic orthogonals, i.e., (Ker dμ)⊥ω |u(M)

and Tu(M). Since each orbit intersects u(M) precisely once, it follows that
we have a unique surjective submersion μ′ : S → M whose fibers are the
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leaves of the symplectic orthogonal foliation and which has u : M → S as a
section. The map μ′ will be the source map of the groupoid structure on S.

We now apply Corollary 14.56 to the symplectic realization μ : (S, ω)→
(M,π) whose orbit foliation is given by the submersion μ′ : S → M . The
holonomy groupoid of this foliation is the submersion groupoid

G = S ×μ′ S ⇒ S.

Corollary 14.56 gives a symplectic groupoid (Σ := ΠG(M,π),Ω) ⇒ (M,π)
together with a symplectic groupoid action A on μ : S → M whose orbits
are the fibers of μ′ : S →M . Moreover, the action gives an isomorphism of
Lie groupoids

Ψ : Σ� S ∼−→ S ×μ′ S, (g, p) �→ (A(g, p), p).

Using the Lagrangian section u : M → S we obtain a map

Φ : Σ→ S, g �→ A(g, u(s(g))).

Notice that this map makes the following diagram commute:

(Σ,Ω)

s

��
t
��

Φ �� (S, ω)

μ′

��
μ

��
(M,π)

u

$$

(M,π)

u

$$

Moreover, Φ is a diffeomorphism with inverse

Φ−1(p) = prΣ ◦Ψ−1(p, u(μ′(p))).

This allows us to transport the groupoid structure to S.

It remains to show that

Φ∗ω = Ω.

To see this we use that A is a symplectic groupoid action. We pull back the
multiplicativity equation (14.14) via

i : Σ×M S, g �→ (g, u(s(g))).

Observing that A ◦ i = Φ, pr1 ◦i = Id, and pr2 ◦i = u ◦ s, we obtain that

Φ∗ω = i∗A∗ω = i∗ pr∗1Ω+ i∗ pr∗2 ω = Ω+ s∗u∗ω = Ω,

where we used that u : M → S is a Lagrangian section. �

Finally, we discuss symplectic groupoid actions of (Π(M,π),Ω). As in
Section 14.4, to simplify the discussion, we only consider actions of Π(M,π)
on Hausdorff symplectic manifolds μ : (S, ω)→M .

First, recall that, for any symplectic groupoid action, the moment map
is a complete Poisson map — see Proposition 14.42. Conversely, consider
a complete Poisson map μ : (S, ω) → (M,π), where (M,π) is an integrable
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Poisson manifold. Just as for complete symplectic realizations, we have an
action of Π(M,π) on μ : S → M by parallel transport — see Problem 12.5
for this more general case. It can be shown that this is a smooth action
integrating the infinitesimal action of T ∗M on μ : (S, ω) → (M,π). By
Proposition 14.45, this is a symplectic groupoid action

(
Π(M,π),Ω

)
���

��
��

��
��

����
��

��
��

�
(S, ω)�

μ

��
(M,π)

We obtain the following result, which generalizes the case studies of
complete symplectic realizations from Chapter 12.

Theorem 14.59. For any integrable Poisson manifold (M,π) and a Haus-
dorff symplectic manifold (S, ω), we have a 1-to-1 correspondence⎧⎨⎩complete Poisson maps

μ : (S, ω)→ (M,π)

⎫⎬⎭ ←̃→
⎧⎨⎩(Π(M,π),Ω)-Hamiltonian

spaces μ : (S, ω)→M

⎫⎬⎭ .

14.7. Morita equivalence

Symplectic groupoid actions are closely related to the following notion:

Definition 14.60. A Morita equivalence between two Poisson
manifolds (M1, π1) and (M2, π2) is a pair of complete symplectic re-
alizations

(S, ω)
μ1

�����
��� μ2

����
���

��

(M1, π1) (M2,−π2)
whose fibers are symplectic orthogonal to each other and, moreover,
all fibers are 1-connected.

Recall that by our convention, μ−1
1 (L1) and μ−1

2 (L2) are Hausdorff sub-
manifolds, for all pairs of symplectic leaves L1 ⊂M1 and L2 ⊂M2. In fact,
it follows that the resulting partitions of S into such submanifolds coincide,
and this gives the leaf correspondence from Proposition 6.32.

By Theorem 14.50, any Poisson manifold that is part of a Morita equiv-
alence has to be integrable. Also, Theorem 14.59 allows one to integrate

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



406 14. Symplectic Groupoids

both legs of a Morita equivalence to symplectic groupoid actions

(Π(M1, π1),Ω1)

����

�� (S, ω)

μ1��8888
8888

8888
8888

μ2 �����
����

����
����

�
�� (Π(M2, π2),Ω2)

����
(M1, π1) (M2, π2)

The right leg of the diagram is viewed as a right symplectic groupoid action.
For this, we identify the Poisson homotopy groupoids

Π(M2, π2) � Π(M2,−π2), [a] �→ [−a].

Under this identification, the canonical symplectic form on Π(M2,−π2) be-
comes −Ω2, where Ω2 is the canonical symplectic form on Π(M2, π2). So
then we obtain a left symplectic groupoid action A2 of (Π(M2, π2),−Ω2) on
μ2 : (S, ω)→ (M2,−π2). Now we turn A2 into a right action, by setting

A2(p, g) := A2(g
−1, p),

which becomes a right symplectic groupoid action of (Π(M2, π2),Ω2) on
μ2 : (S, ω) → (M,π2). As for any right symplectic groupoid action the
moment map is anti-Poisson. We leave these remarks as an exercise.

This two actions enjoy the following properties:

(i) μ2 : S →M2 is a principal (left) Π(M1, π1)-bundle; i.e., the map

Π(M1, π1)×M1 S → S ×M2 S, (g, p) �→ (g · p, p)

is well-defined and is a diffeomorphism.

(ii) Similarly, μ1 : S →M1 is a principal (right) Π(M2, π2)-bundle.

(iii) The two actions commute:

g · (p · h) = (g · p) · h,

whenever s1(g) = μ1(p) and μ2(p) = t2(h).

These are the axioms of a symplectic Morita equivalence between
two symplectic groupoids (Σi,Ωi) ⇒ Mi, i = 1, 2:

(Σ1,Ω1)

����

�� (S, ω)

μ1�����
���

���
���

�

μ2 ����
���

���
���

��
�� (Σ2,Ω2)

����
(M1, π1) (M2, π2)

When restricting to integrable Poisson manifolds, Morita equivalence is
indeed an equivalence relation. Symmetry is obvious, and reflexivity follows
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by viewing the Poisson homotopy groupoid as a self-Morita equivalence(
Π(M,π),Ω

)
t

��!!!
!!!

! s

����
���

���

(M,π) (M,−π)

Transitivity can be obtained by a general procedure of composing symplec-
tic Morita equivalences, applied to the Poisson homotopy groupoids. This
procedure starts with a sequence of symplectic Morita equivalences

(Σ1,Ω1)

����

�� (S, ω)

μ1�����
���

���
��

μ2 ����
���

���
���

�� (Σ2,Ω2)

���� ����

�� (S′, ω′)

μ′
2�����

���
���

��

μ3 

��
���

���
���

�� (Σ3,Ω3)

����
(M1, π1) (M2, π2) (M3, π3)

and produces a symplectic Morita equivalence

(Σ1,Ω1)

����

�� (S � S′, ω � ω′)

μ1��8888
8888

8888
888

μ3 �����
����

����
����

�� (Σ3,Ω3)

����
(M1, π1) (M3, π3)

where

S � S′ := (S ×M2 S
′)/Σ2

and ω �ω′ descends from pr∗1 ω−pr∗2 ω
′. Smoothness follows from properties

(i) and (ii) above, and property (iii) ensures that the actions of Σ1 and Σ3

on S ×M2 S
′ also descend.

Example 14.61. Consider a free and proper Hamiltonian G-space (S, ω, μ).
Let M := S/G endowed with the quotient Poisson structure π. Recall from
Example 6.34 that we have the dual pair

(S, ω)
p



���
��� μ

����
���

��

(M,π) (μ(S), πg)

This is a Morita equivalence precisely when the Lie group G and the fibers
of μ are 1-connected.

Recall from Example 14.26 that (M,π) is integrable by the gauge group-
oid (S ×μ S)/G ⇒ M with symplectic form Ω given in (14.4). Consider
also the restriction (T ∗G|μ(S),−ωcan) ⇒ (μ(S), πg). Without the above
assumptions, we still get a symplectic Morita equivalence between these
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symplectic groupoids:

((S ×μ S)/G,Ω)

����

�� (S, ω)

p
��8888

8888
8888

8888
8

μ
�����

����
����

����
�

�� (T ∗G|μ(S), ωcan)

����
(M,π) (μ(S),−πg)

Note the change of sign in the right legs when passing from a dual pair to a
symplectic Morita equivalence, as explained after Definition 14.60.

A Morita equivalence between two Poisson manifolds yields an identifi-
cation of their transverse geometry, such as the following:

- homeomorphic leaf spaces and isomorphic algebras of Casimirs,

- isomorphic Poisson homotopy groups,

- isomorphic first Poisson cohomology groups, identifying their mod-
ular classes,

- equivalent categories of Poisson vector bundles, i.e., vector bundles
endowed with a flat contravariant connection,

- equivalent categories of complete symplectic realizations,

- equivalent categories of (Π(M,π),Ω)-Hamiltonian spaces,

- isomorphic monodromy groups — see next section.

Some of these properties are contained in the problems at the end of the
chapter, while others are harder to prove.

14.8. Integrability of Poisson structures II

So far we have ignored almost completely the issue of deciding when the
cotangent Lie algebroid of a Poisson manifold integrates to a Lie groupoid.
We now explain in detail the answer to this deep question, but we will not
give complete proofs since they are beyond the scope of this book.

In the previous sections, we have seen that a Poisson manifold is inte-
grable if and only if it admits a complete symplectic realization. However,
this result does not solve the integrability problem: we saw before how dif-
ficult it may be to find complete symplectic realizations even for simple
examples of Poisson structures. Also, there are simple examples of inte-
grable Poisson manifolds which admit symplectic realizations that are not
contained in any complete symplectic realization.

To obtain obstructions to integrability, we look closer at the Poisson
homotopy groups.

Lemma 14.62. If (M,π) is an integrable Poisson manifold, then Π(M,π, x)

is a Lie group with Lie algebra the isotropy Lie algebra Kerπ�
x.
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Proof. When (M,π) is an integrable Poisson manifold, the Poisson homo-
topy groupoid is a Lie groupoid integrating T ∗M . As for any Lie groupoid,
its isotropy group at x is a Lie group with Lie algebra the kernel of the

anchor at x, i.e., the isotropy Lie algebra Kerπ�
x. �

Let (M,π) be an integrable Poisson manifold, and denote by Π(gx) the

1-connected Lie group with Lie algebra gx = Kerπ�
x. There is a canonical

homomorphism onto the identity component of Π(M,π, x):

qx : Π(gx)→ Π(M,π, x)0.

The kernel Nx of this group homomorphism is a discrete subgroup of the
center Z(Π(gx)) and we have

(14.20) Π(M,π, x)0 � Π(gx)/Nx.

Notice that Nx coincides with the the fundamental group of Π(M,π, x).

We can also see the groups Nx appearing in a slightly different way. Let
Sx ⊂ M be the symplectic leaf containing x. Then the target map yields
the principal Π(M,π, x)-principal bundle:

t : s−1(x)→ Sx.

Since s−1(x) is 1-connected, the long exact sequence in homotopy gives

π2(Sx, x)
∂x �� π1(Π(M,π, x)) �� 1 �� π1(Sx, x) �� π0(Π(M,π, x)) �� 1.

Using that Nx � π1(Π(M,π, x)) and (14.20), we conclude that there is a
short exact sequence of groups

π2(Sx, x)
∂x �� Π(gx)

qx �� Π(M,π, x) �� π1(Sx, x) �� 1

and that

Nx = Im ∂x.

So far we have assumed that (M,π) is integrable. Part of this discussion
still makes sense also in the nonintegrable case, which allows us to define
the groups Nx in the general case.

Proposition 14.63. For a general Poisson manifold (M,π) and any x ∈
M , there is a short exact sequence of groups

π2(Sx, x)
∂x �� Π(gx)

qx �� Π(M,π, x)
px �� π1(Sx, x) �� 1

where the following hold:

(i) px : Π(M,π, x) → π1(Sx, x) sends the class of a cotangent path to
the homotopy class of its base path.

(ii) qx : Π(gx)→ Π(M,π, x) is induced by the inclusion gx ↪→ T ∗M .
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(iii) ∂x : π2(Sx, x) → Π(gx) sends the class of σ : [0, 1]× [0, 1] → Sx to
the class of a path a : [0, 1]→ gx which is cotangent path-homotopic
to 0x via a cotangent path-homotopy covering σ.

Proof. Recall from Chapter 13 that we have the identification

Π(gx) =
gx-paths

gx-homotopy
.

Since the inclusion gx ↪→ T ∗M is a Lie algebroid map, each gx-path is
also a cotangent path and each gx-path homotopy is also a cotangent path-
homotopy. Hence, we have a well-defined map

qx : Π(gx)→ Π(M,π, x), [a]gx �→ [a]T ∗M .

In order to show that the map ∂x : π2(Sx, x)→ Π(gx) is well-defined we
need the following lemma. The proof is inspired by standard constructions
from homotopy theory and will be omitted.

Lemma 14.64. Denoting I = [0, 1], we have:

(i) Let a : I → T ∗M be a cotangent path with base path γa : I → Sx.
Any path-homotopy σ : I × I → Sx starting at γa can be lifted to a
cotangent path-homotopy Φ : T (I × I)→ T ∗M starting at a.

(ii) Two paths a0, a1 : I → gx are gx-path homotopic if and only if
there is a cotangent path-homotopy Φ : T (I × I) → T ∗M joining
a0 to a1 whose base homotopy σ : I × I → Sx is a trivial class:
0 = [σ] ∈ π2(Sx, x).

It is clear from the definitions that Im ∂x ⊂ Ker qx. To show the opposite
inclusion, let a : I → gx represent an element [a]gx ∈ Ker qx. From the
definition of qx, this means that a is cotangent path-homotopic to 0x. The
corresponding cotangent path-homotopy Φ : T (I × I) → T ∗M can be used
in the definition of ∂x to conclude that ∂x[σ] = [a]gx , where σ is the base
path of Φ.

It is clear from the definitions that Im qx ⊂ Ker px. To show the opposite
inclusion, let [a0] ∈ Π(M,π, x) have contractible base path γ0 : I → Sx. We
can choose a path-homotopy σ : I × I → Sx starting at γ0 and ending at
γ1(t) ≡ x. By part (i) in the lemma, we can find a cotangent path-homotopy
Φ : T (I × I) → T ∗M starting at a0 covering σ. The end cotangent path
a1 : I → T ∗M of this homotopy is a gx-path. Hence, qx([a1]gx) = [a0]T ∗M .

Finally, surjectivity of px follows because any path in the leaf can be
lifted to a cotangent path. �
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Definition 14.65. Let (M,π) be a Poisson manifold. We call

∂x : π2(Sx, x)→ Π(gx)

the monodromy map at x and

Nx := Im ∂x

the monodromy group at x.

Corollary 14.66. Let (M,π) be a Poisson manifold. For each x ∈M ,

Π(M,π, x)0 = Π(gx)/Nx.

In particular, if (M,π) is integrable, then the monodromy groups Nx ⊂ Π(gx)
must be discrete subgroups, for all x ∈M .

Proof. With the quotient topologies from the Banach manifold of paths,
the maps qx and px in the exact sequence in the proposition are continuous.
For these topologies Π(gx) is connected and π1(Sx, x) is discrete, so that

Π(M,π, x)0 ⊂ Ker px = Im qx ⊂ Π(M,π, x)0. �

We will not discuss how to compute the monodromy groups at arbitrary
points. However, for regular points — which form a dense open set — the
monodromy map can be computed in terms of the variation of symplectic
area of spheres, discussed in Section 10.6. At a regular point x, the isotropy
Lie algebra is abelian, so Π(gx) = ν∗x(Sx) with group operation addition,
and we have ∂x : π2(Sx, x)→ ν∗x(Sx).

Proposition 14.67. For any regular point x of a Poisson manifold (M,π)
the monodromy map ∂x coincides with the variation of symplectic area map:

∂x = A′
x : π2(Sx, x)→ ν∗x(Sx).

Hence, the monodromy group at a regular point x is given by

Nx = {A′
x(σ) ∈ ν∗x(Sx) : [σ] ∈ π2(Sx, x)}.

Exercise 14.68. Prove the proposition under the assumption that the fo-
liation is a product around Sx, i.e., Sx × Rq.
Hint: If α = A′

x(σ), build a cotangent path-homotopic between the constant
cotangent paths α and 0x covering σ, using the proof of Theorem 10.44.

Example 14.69 (The first obstruction to integrability). We saw in Example
10.47 that the regular Poisson manifold S2×S2×R+ with symplectic leaves

Sy = S2 × S2 × {y}, ωy := y(ω1 + λω2),
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where ωi = pr∗i (
1
4πωS2), has monodromy groups

Nx = ImA′
x = Z+ λZ ⊂ R.

Therefore this Poisson manifold is nonintegrable whenever λ �∈ Q.

Although the discreteness of every monodromy group is a necessary con-
dition for integrability, it is not a sufficient condition.

Consider, for example, a regular Poisson manifold (M,π). If (M,π) is
integrable so that Π(M,π) ⇒ M is a Lie groupoid, then the connected
components of the isotropy groups form a smooth bundle of groups, which
by Corollary 14.66 takes the form⋃

x∈M
Π(M,π, x)0 = ν∗(Fπ)/

⋃
x∈M
Nx.

For this bundle to be smooth we need more than the discreteness of each
group Nx, we need these groups to be uniformly discrete. By this we mean
that there exists a neighborhood U ⊂ ν∗(Fπ) of the zero section such that

U ∩ Nx = {0x}, ∀x ∈M.

Exercise 14.70. Let E → M be a vector bundle, and let Λ ⊂ E be a
family of discrete subgroups. Show that if E/Λ has a smooth structure such
that the projection E → E/Λ is a submersion, then there exists an open set
U ⊂ E such that U ∩ Λx = {0x}, for all x ∈M .

The next example shows that this can indeed occur.

Example 14.71 (The second obstruction to integrability). Consider the
regular Poisson manifold S2 × R with symplectic leaves

Sy = S2 × {y}, ωy := (1 + y2)
1

4π
ωS2 .

As in Example 10.47, one can compute the variation of symplectic area and
obtain the monodromy groups

N(p,y) = 2y Z.

The groups are all discrete, but not in a uniform manner. Historically, this

was the first example of a nonintegrable Poisson manifold — see [151].

When (M,π) is not necessarily regular, we can proceed as follows. For
each x ∈M we consider the exponential map

exp : gx → Π(gx),
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so that exp−1(Nx) ⊂ gx ⊂ T ∗
xM . Then we define:

Definition 14.72. Let (M,π) be a Poisson manifold. We say that
its monodromy groups are uniformly discrete if there is a neigh-
borhood U ⊂ T ∗M of the zero section such that

U ∩ exp−1(Nx) = {0x}, ∀x ∈M.

The general integrability criterion is the following:

Theorem 14.73 (Crainic and Fernandes). A Poisson manifold (M,π) is
integrable if and only if the monodromy groups are uniformly discrete.

The proof of this theorem is beyond the scope of this book. We refer
the reader to [41] and [45].

Example 14.74 (Severely non-Hausdorff integration). We build an ex-
ample of an integrable Poisson manifold (M,π) whose Poisson homotopy
groupoid does not admit a Riemannian metric. This implies also that no
other groupoid integrating T ∗M can be Hausdorff.

Consider the regular Poisson structure π on M̂ = S2× S2× (−1, 1) with
symplectic leaves

Sy := S2 × S2 × {y}, ωy := (1 + y)ω1 +
(1 + y)2

2
ω2,

where ωi = pr∗i (
1
4πωS2).

Then (M̂, π) is not integrable. This follows by computing its monodromy
groups as the variation of symplectic area, and then we obtain

N̂(p1,p2,y) = Z+ (1 + y)Z.

However, π is integrable when restricted to the following open subset:

M := M̂\C, C :=
(
S2 × {pN} × (−1, 0]

)
∪
(
{pN} × S2 × [0, 1)

)
.

In other words, for y ≤ 0 we removed the north pole pN from the second
sphere, and for y ≥ 0 we removed pN from the first sphere. The monodromy
groups of (M,π) are given by

N(p1,p2,y) =

⎧⎪⎨⎪⎩
Z, y < 0,

0, y = 0,

(1 + y)Z, y > 0.

Since every element in N which is not on the zero section is at distance at
least 1 from the zero section, it follows that (M,π) is an integrable Poisson
manifold. However, since N is not closed, the Poisson homotopy groupoid
is not Hausdorff.
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We claim that Π(M,π) ⇒ M does not admit a Riemannian metric. If
it does, then so does its pullback along the map

i : (−1, 1)→M, i(y) = (pS , pS , y),

which we denote

G := i∗Π(M,π) ⇒ (−1, 1).
Note that i(−1, 1) is a Poisson transversal, which hits every leaf exactly
once. Since the leaves of (M,π) are 1-connected, G is the bundle of groups

G =
(
(−1, 1)× R

)
/Λ, Λy =

⎧⎪⎨⎪⎩
Z, y < 0,

0, y = 0,

(1 + y)Z, y > 0.

By Example 13.93, G does not admit any Riemannian metric. It is remark-

able that this example appeared already in [1].

Problems

14.1. Show that on the pair groupoid M ×M ⇒ M , any multiplicative
form ω is of the form ω = pr∗1 η − pr∗2 η, for a form η on M .

14.2. Let ω be a differential form on a vector bundle E → M , viewed as
a Lie groupoid E ⇒ M . Show that ω is multiplicative if and only if it is
linear, in the sense that

m∗
tω = t ω, ∀ t > 0.

14.3. Show that if ω ∈ Ω2(G) is a multiplicative 2-form on a Lie groupoid
G ⇒ M with Lie algebroid A, then

L−→α (i←−β ω) = 0, ∀α, β ∈ Γ(A).

14.4. Let (Σ ⇒ M,Ω) be a symplectic groupoid and denote by π ∈ X2(M)
the Poisson structure induced on the base. A bisection b : M → Σ — see
Problem 13.13 — is called Lagrangian if b∗Ω = 0. Show the following:

(a) Right translation by a Lagrangian bisection b

Rb : Σ→ Σ, g �→ g · b(s(g))

is a symplectomorphism.

(b) For a Lagrangian bisection b, the map s ◦ b : M → M is a Poisson
diffeomorphism.

(c) Lagrangian bisections form a subgroup Γ(Σ,Ω) of Γ(Σ).
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(d) Determine the group Γ(Σ,Ω) for the symplectic pair groupoid of Exam-
ple 14.5 and for the cotangent groupoid of Example 14.6.

14.5. Let (Σ,Ω) ⇒ M be a symplectic groupoid. Show that for any com-
plete section α ∈ Γ(A), one has

exp(α)∗Ω =

∫ 1

0
(φt

ρ(α))
∗(dσ

Ω
(α)) dt,

where the exponential map was defined in Problem 13.14. Conclude that
exp(α) is a Lagrangian bisection whenever σΩ(α) is closed.

14.6. Let Σ := (S1 × R)\{(−1, 0)}. Consider the symplectic realization

μ = pr2 : Σ→ R, Ω =
1

x2(1− sin(θ)) + cos(θ) + 1
dθ ∧ dx.

Show the following:

(a) μ is a complete symplectic realization.

(b) (Σ,Ω) ⇒ R is a symplectic groupoid with unit section u source and
target s = t = μ, and find the groupoid multiplication explicitly.

Hint: Use the description of the multiplication in terms of the flow of
left/right-invariant vector fields, as in the proof of Theorem 14.12.

14.7. Let (Σ ⇒ M,Ω) be a symplectic groupoid, and let π ∈ X2(M) be the
induced Poisson structure on the base. Consider

ΩB := Ω + t∗B − s∗B,

where B ∈ Ω2(M) is a closed 2-form. Show the following:

(a) ΩB is closed and multiplicative.

(b) ΩB is symplectic if and only if for every symplectic leaf (S, ωS) of (M,π)
the form ωS +B|S is nondegenerate.

(c) (Σ ⇒ M,ΩB) is a symplectic integration of the gauge transformed Pois-
son structure eBπ, whenever defined — compare with Example 7.52.

Hint: For (b) see the proof of Proposition 14.30.

14.8. Consider a Poisson manifold (M,π) of the form M = S× (−1, 1) and
with symplectic leaves

Sy := S × {y}, ωy := ω0 + y η (y ∈ (−1, 1)).

Assume that η is the curvature 2-form of a principal S1-bundle P → S.
Build a symplectic groupoid integrating (M,π).
Hint: See Section 4.4.
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14.9. Let A : Σ×M S → S be a left symplectic groupoid action of (Σ,Ω) ⇒
M on μ : (S, ω)→M . Show that

A : S ×M Σ→ S, A(p, g) := A(g−1, p)

is a right symplectic groupoid action of (Σ,−Ω) ⇒ M on μ : (S, ω) → M .
Conclude that the moment map of a right symplectic groupoid action is
anti-Poisson.

14.10. For a (possibly disconnected) Lie group G, show that symplectic
groupoid actions of (G� g∗,Ω) ⇒ g∗ are the same as G-Hamiltonian spaces
(S, ω, μ).

14.11. Let p : (M,ω)→ S1 be a symplectic fibration, i.e., a surjective sub-
mersion endowed with a closed 2-form ω ∈ Ω2(M) such that the restriction
to each fiber of p is symplectic. Consider the symplectic manifold

S := M × S1, ωS := pr∗1 ω + μ∗(dθ) ∧ dϕ,

where μ = p ◦ pr1 : S → S1.

(a) Show that the action of S1 on the second factor of S is Hamiltonian with
S1-valued moment map μ (in the sense of Example 14.43):

i− ∂
∂ϕ

ωS = μ∗(dθ).

(b) Find the symplectic quotients S�cΣ := μ−1(c)/S1, where Σ is the sym-
plectic groupoid (S1 × S1, dθ ∧ dϕ) ⇒ S1.

(c) Construct a symplectic groupoid integrating the quotient Poisson man-
ifold M = S/S1, by adapting the methods from Example 14.26 to the
case of an S1-valued moment map.

14.12. Let (Σ,Ω) ⇒ (M,π) be a symplectic groupoid. Let G be a Lie group
acting by groupoid automorphisms on (Σ,Ω). Assume that the action is
Hamiltonian with moment map

μ : Σ→ g∗.

(a) Show that dμ ∈ Ω1(Σ, g∗) is multiplicative.

(b) If Σ has connected t-fibers, show that one can choose a new moment
map that is a groupoid map

μ(g · h) = μ(g) + μ(h).

(c) The induced action of G on the base (M,π) is a Poisson action.

(d) The action of G on the base M is proper and free if and only if the
action on Σ is proper and free.
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(e) Assume that the action of G is proper and free and that the moment
map is a groupoid map. Show that the symplectic quotient Σ� 0G
is a symplectic groupoid over M/G integrating the quotient Poisson
structure.

14.13. Consider a Morita equivalence between two Poisson manifolds

(S, ω)
μ1

�����
��� μ2

����
���

��

(M1, π1) (M2,−π2)
Show the following:

(a) We have a homeomorphism between the leaf spaces, such that S1 corre-
sponds to S2 iff μ−1

1 (S1) = μ−1
2 (S2).

(b) The algebras of Casimirs of (M1, π1) and (M2, π2) are isomorphic.

(c) If x1 and x2 belong to leaves that correspond to each other, then the
Poisson homotopy groups are isomorphic: Π(M1, π1, x1) � Π(M2, π2, x2).

(d) If x1 and x2 belong to leaves that correspond to each other, then the
monodromy groups are isomorphic: Nx1 � Nx2 .

14.14. Show that two connected symplectic manifolds are Morita equivalent
if and only if they have isomorphic fundamental groups.

14.15. Let (Σ,Ω) ⇒ M be a symplectic groupoid with induced Poisson
structure π. Let (X, πX) be a Poisson transversal in (M,π). Show the
following:

(a) ΣX := (t, s)−1(X ×X) ⇒ X is a smooth symplectic subgroupoid of Σ
which induces πX on the base.

(b) If X intersects each symplectic leaf of M , then the symplectic groupoids
(Σ,Ω) ⇒ M and (ΣX ,Ω|ΣX

) ⇒ X are symplectic Morita equivalent
groupoids.

Hint: Use Proposition 5.26.

14.16. On (R4, ωcan = dx∧ dy+dq ∧ dp) consider the following symplectic
action of (Z,+):

n · (x, y, q, p) = (x+ n, y,Φn(q, p)),

where Φ is a symplectomorphism of (R2, dq ∧ dp) such that supp(Φ− Id) =
R2\B, where B is an open ball. Show the following:

(a) The following is a complete Hausdorff symplectic realization:

μ : (S, ω) := (R4, ωcan)/Z→
(
S1 × R,− ∂

∂ϕ
∧ ∂

∂y

)
,

μ(x, y, q, p) =
(
e2πxi, y

)
.
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(b) If F denotes the orbit foliation, show that Hol(S,F) ⇒ S is not a
Hausdorff Lie groupoid.

(c) Let K be the foliation on Hol(S,F) ⇒ S corresponding to the invo-
lutive distribution Ker(t∗ω − s∗ω). Can Hol(S,F)/K be made into a
smooth manifold such that the projection Hol(S,F) → Hol(S,F)/K is
a surjective submersion?

Hint: See the proof of Corollary 14.56.

14.17. Let g = so(3,R). Find f ∈ C∞(g∗) for which π = f πg is a Poisson
structure which is not integrable on any neighborhood of 0.
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Notes and References
for Part 4

The notion of complete symplectic realization was first proposed by Karasev
[94,95], who realized that the source/target maps of symplectic groupoids
yield complete symplectic realizations. Karasev considers only symplectic
realizations admitting a Lagrangian section, which he calls “phase spaces”;
when such realizations are complete he calls them “global phase spaces”.
Symplectic realizations were further studied by Coste, Dazord, and Wein-
stein [37], who showed that a local symplectic groupoid is a symplectic
groupoid if and only if the source map is a complete symplectic realization.
In these earlier works, in order to establish a connection between symplectic
realizations and integrability, the realization was always required to admit
a Lagrangian section. It was only after the introduction of cotangent paths
and cotangent homotopy (more generally, A-paths and A-homotopy) in [41]
that the equivalence between the existence of a complete symplectic realiza-
tion and integrability was established in [42].

According to Bryant [18, Appendix], Lie algebroids have their origins in

Élie Cartan’s work on Lie’s pseudogroups. Lie groupoids were introduced in
geometry by Ehresmann [62], in his efforts to formulate a geometric theory
of partial differential equations. In the late 1960s, Pradines had sketched
in a series of short papers published in the Comptes Rendus de l’Académie
des Sciences de Paris [132–134] a Lie theory for Lie algebroids and Lie
groupoids. In particular, Pradines claimed that every Lie algebroid inte-
grates to a global groupoid, but he did not give many details. With the aim
of giving a complete proof of this statement, Mackenzie developed a strategy
in the style of the Cartan and van Est [142] cohomological proof for the case
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of Lie algebras and Lie groups. Mackenzie hoped and tried to show for some
time that his cohomological obstruction vanished, during which he learned
that Almeida and Molino [9] had found that the statement is actually false,
while studying transversally parallelizable foliations. Still, Mackenzie’s ob-
struction [113] allowed, in principle, to decide which transitive Lie algebroids
were actually integrable. Meanwhile, various positive results were obtained
for bundles of Lie algebras by Douady and Lazard [55], infinitesimal Lie
algebra actions by Palais [129] and Dazord [52], some classes of Poisson
manifolds by Weinstein [153], etc. It was Poisson geometry which had the
strongest influence in the final solution to the integrability problem: the
first insights into the failure of integrability in this context were obtained by
Weinstein [151], Alcalde-Cuesta, Dazord, and Hector [1,51,88]. Later, the
work of Cattaneo and Felder [32] on Poisson sigma models and the ideas of
Ševera [145] on higher structures and homotopy, combined with the path
space approach of Duistermaat and Kolk [61], led to a complete solution by
Crainic and Fernandes [41]. Many references and historical notes about Lie
algebroid and groupoid theory can be found in Mackenzie’s second mono-
graph [114]. The need for non-Hausdorff groupoids was observed already
in the work of Douady and Lazard [55] on the integration of bundles of Lie
algebras and it is well known in foliation theory.

Groupoids were introduced in Poisson geometry in the pioneering works
of Karasev [94] and Weinstein [151]. Their main motivation was the quan-
tization problem for Poisson manifolds [154]. The quantization program,
still not completed to this day, aimed at quantizing symplectic groupoids
as a means for relating Poisson manifolds to noncommutative algebras — a
similar program was pursued independently by Zakrzewski [162]. A related
but independent major development, which was very influential, was the
proof by Kontsevich of the formality theorem [99], which implies that every
Poisson manifold admits a deformation quantization.

After the work of Coste, Dazord, and Weinstein in [37] on local and
global symplectic groupoids mentioned before, the next major step was the
proof by Mackenzie and Xu [115] that a source 1-connected Lie groupoid
integrating the cotangent algebroid of a Poisson manifold is a symplectic
groupoid. Finally, the obstructions to integrability and their geometric in-
terpretation as variation of symplectic area was achieved in [42]. These
were the start of a long series of works on integrability problems for other
geometric structures.

Symplectic groupoid actions and their Hamiltonian spaces were intro-
duced by Mikami and Weinstein [120] and were further developed by Xu
[158,159]. Xu also defined and studied Morita equivalence in the setting of
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Poisson geometry. The idea that Poisson geometry offers a general frame-
work accommodating various moment theories also appeared in [33], without
the explicit use of Lie groupoids. This philosophy was implemented later
in various settings, such as in the theory of Poisson-Lie groups and their
moment maps of Lu [110] and in the theory of Lie group-valued moment
maps of Alekseev, Malkin, and Meinrenken [6].

Symplectic groupoids have now become one of the most important tools
in the study of global questions in Poisson geometry. We hope that our
introduction will arouse the reader’s interest in learning more about this
beautiful subject.
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Part 5

Appendices
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In the appendices to follow we collect some basic notions, notation, and
results from Lie theory, symplectic geometry, and foliation theory which are
used throughout the text.
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Appendix A

Lie Groups

There are many excellent monographs presenting Lie theory from different
points of view. Good references covering most of our needs are the books
by Duistermaat and Kolk [61] — but note that their conventions for Lie
algebras, Lie brackets, and actions differ from ours — and by Helgason [90]
— who uses the same conventions as us.

A.1. Lie groups

Recall that a Lie group is a group G with a compatible smooth manifold
structure, in the sense that the operations of multiplication G×G→ G and
taking inverses G→ G are smooth maps. The group operation gives rise to
left/right translations

Lg : G→ G, x �→ gx, Rg : G→ G, x �→ xg,

which allow us to move the geometry of G around the identity element
e ∈ G to any other point g ∈ G. On the other hand, the geometry around
e is encoded by the Lie algebra structure on the tangent space TeG. Recall
that a Lie algebra is a vector space g endowed with Lie bracket, i.e., a
map

[·, ·]g : g× g→ g, (u, v) �→ [u, v]g,

which is bilinear and skew-symmetric and satisfies the Jacobi identity

[u, [v, w]g]g + [v, [w, u]g]g + [w, [u, v]g]g = 0,

for all u, v, w ∈ g.

425
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426 A. Lie Groups

Given a basis {ek} of a Lie algebra (g, [·, ·]g) the Lie bracket is encoded

by the corresponding structure constants cijk , defined by the relations

[ei, ej ]g =
∑
k

cijk e
k.

The basic examples of Lie algebras are the vector space gl(V ) :=
Lin(V, V ) of linear endomorphisms of a vector space V endowed with the
commutator bracket [A,B] = A ◦ B − B ◦ A and the set of vector fields
X(M) on a smooth manifold M endowed with the usual Lie bracket. Of
course, the two examples are related via the interpretation of vector fields
as derivations on the algebra of smooth functions on M and, in particular,
as linear endomorphisms of V = C∞(M).

Given a Lie group G, recall that its Lie algebra g is defined as follows:

(i) As a vector space, g is the tangent space of G at the identity:

g := TeG.

(ii) g is identified with the space of vector fields on G that are invariant
under all left translations:

g
∼→ Xinv(G), v �→ ←−v , with ←−v g = dLg(v).

(iii) Using the last identification, one obtains the bracket operation [·, ·]g
on g from the standard Lie bracket of vector fields; more precisely,

[·, ·]g : g× g→ g

is uniquely characterized by the property

(A.1)
←−−
[u, v]g = [←−u ,←−v ].

The vector fields of type ←−v ∈ Xinv(G) are complete and their flows φt←−v
commute with all left translations. The exponential map

exp : g→ G, exp(v) := φ1←−v (e) ∈ G,

relates g back to G and can be used to express the flow as follows:

φt←−v (g) = g · exp(tv).

Lie group homomorphisms F : G → H are group homomorphisms
that are also smooth. Lie algebra homomorphisms f : g→ h are linear
maps that preserve the Lie brackets; i.e., f([u, v]g) = [f(u), f(v)]h. As one
may expect, if F is a Lie group homomorphism, then its differential at the
identity is a Lie algebra homomorphism.
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Lie’s Theorems clarify the precise relationship between Lie groups and
finite-dimensional Lie algebras:

Lie I: If g is the Lie algebra of a Lie group G, then there exists a unique,

up to isomorphism, 1-connected Lie group G̃ with Lie algebra iso-
morphic to g.

Lie II: If G andH are two Lie groups with Lie algebras denoted g and h, re-
spectively, and if G is 1-connected, then any Lie algebra morphism
f : g→ h comes from a unique morphism of Lie groups F : G→ H.

Lie III: Any Lie algebra comes from a Lie group; i.e., it is isomorphic to
the Lie algebra of a Lie group.

All together, one finds that the world of Lie algebras is basically the
same as the one of 1-connected Lie groups.

Analogously to left-invariant vector fields, on any Lie group G one can
talk about left-invariant differential forms, which we denote by Ω•

inv(G).
These are in a natural 1-to-1 correspondence with alternating forms on the
Lie algebra g:

(A.2)

k∧
g∗

∼→ Ωk
inv(G), ω �→ ←−ω , with ←−ω g = (dLg−1)∗ω.

The inverse of this assignment is the evaluation at the identity element.
The fact that left-invariant vector fields are closed under the Lie bracket is
reflected in the fact that left-invariant differential forms form a subcomplex
of the de Rham complex:

(Ω•
inv(G), d) ⊂ (Ω•(G), d).

Under the identification (A.2), the exterior derivative corresponds to a dif-
ferential

dg :
k∧
g∗ →

k+1∧
g∗.

This map can be written entirely using the Lie algebra structure:

dgω(v0, . . . , vk) =
∑

0≤i<j≤k

(−1)i+jω([vi, vj ]g, v0, . . . , v̂i, . . . , v̂j , . . . , vk).

This formula follows from the usual coordinate-free formula for the exterior
derivative and (A.1). The complex (

∧•
g∗, dg) is called the Chevalley-

Eilenberg complex and its cohomology is called the Lie algebra coho-
mology of g:

Hk(g) :=
Ker

(
dg :

∧k
g∗ →

∧k+1
g∗
)

Im
(
dg :

∧k−1
g∗ →

∧k
g∗
) .
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Consider a representation of g, i.e., a Lie algebra homomorphism

ρ : (g, [·, ·]g)→ (gl(V ), [·, ·]).

The Lie algebra cohomology of g with coefficients in (V, ρ), denoted
by Hk(g, V ), is the cohomology of the complex (

∧•
g∗ ⊗ V, dg) where

dgω(v0, . . . , vk) =

k∑
i=0

(−1)iρ(vi) · ω(v0, . . . , v̂i, . . . , vk)

+
∑

0≤i<j≤k

(−1)i+jω([vi, vj ]g, v0, . . . , v̂i, . . . , v̂j , . . . , vk).

Recall the very useful vanishing result:

Theorem A.1 (Whitehead’s Lemma). Let (g, [·, ·]g) be a semisimple Lie
algebra. Then for every finite-dimensional representation (V, ρ) of g,

H1(g, V ) = 0 and H2(g, V ) = 0.

Finally, recall that the left Maurer-Cartan form of a Lie group G is
the unique left-invariant 1-form on G with values in its Lie algebra g which
at g = e is the identity map. Explicitly, it is given by

(A.3) θG ∈ Ω1(G, g), θG(v) = dLg−1(v), v ∈ TgG.

In terms of a basis {ek} of g, the Maurer-Cartan form has components θk ∈
Ω1(G); i.e., θG =

∑
k θk ⊗ ek. These satisfy the Maurer-Cartan equations

(A.4) dθk +
1

2

∑
i,j

cijk θi ∧ θj = 0.

These equations are often abbreviated to

dθG +
1

2
[θG, θG] = 0.

Similarly, one can define the right Maurer-Cartan form.

A.2. Lie group actions

A left action of a Lie group G on a manifold M is a group homomorphism

A : G→ Diff(M), g �→ Ag (Ag(x) = g · x),

with the property that (g, x) �→ g · x is a smooth map from G×M to M .

Given an action of G on M , one can talk about the following:

(i) The isotropy group of the action at x ∈M :

Gx := {g ∈ G : g · x = x}.
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(ii) The orbit of the action through x ∈M :

Ox := G · x = {g · x : g ∈ G}.
Note that Gx is a closed subgroup. In general, one has that any closed
subgroup H of a Lie group G is automatically an embedded submanifold
and that the quotient G/H carries a smooth structure, uniquely determined
by the condition that the quotient map is a submersion — see also Theorem
A.9, below. Then the natural bijection between the collection of left cosets
of Gx and the orbit through x,

(A.5) G/Gx � Ox, g ·Gx �→ g · x,
endows Ox with a smooth structure. As such, it is an immersed submanifold
of M .

Although the group Diff(M) of diffeomorphisms ofM is strictly speaking
not a Lie group — at least not in the classical, finite-dimensional sense — it
does behave like one, and the space X(M) of vector fields on M behaves like
its Lie algebra — think of flows of vector fields giving rise to diffeomorphisms.
With this intuition in mind, the infinitesimal counterpart of a Lie group
action is that of a Lie algebra action or infinitesimal action of a Lie
algebra g on manifold M , defined as a Lie algebra morphism a : g→ X(M).

A smooth action A of a Lie group G on M induces an infinitesimal
action of its Lie algebra g:

(A.6) a : g→ X(M), a(v)x :=
d

dt

∣∣∣
t=0

exp(−tv) · x.

Remark A.2. Note that a is −deA. The presence of the minus sign in
(A.6) comes from the fact that the natural Lie bracket on X(M) coming from
the Lie group Diff(M) is the anticommutator of derivations — as opposed
to our convention.

In order to see that this is the case, embed Diff(M) ⊂ GL(C∞(M)) by
taking pullbacks

φ(f) := f ◦ φ−1.

Note that “taking the inverse” is essential to making this embedding into a
group homorphism. Thinking of TidDiff(M) = X(M) and then taking the
differential at the identity of the above embedding yields the embedding of
the algebra of vector fields as derivations of C∞(M):

X(M) ↪→ gl(C∞(M)), X �→ −LX .

So for this map to be a Lie algebra homomorphism, one should define the
Lie bracket on X(M) as the anticommutator of derivations.

Given an infinitesimal action a : g→ X(M) and assuming that g is the
Lie algebra of a Lie group G, it is natural to wonder whether a is induced
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by an action of G on M . Lie’s Second Theorem suggests that this is the
case if G is 1-connected. However, note that if a is induced by an action
of G on M , then all vector fields a(v) are complete. So this is clearly an
extra condition, which is related to the fact that Diff(M) is not a finite-
dimensional Lie group. With this in mind, one says that a : g → X(M) is
a complete infinitesimal action if all vector fields a(v), with v ∈ g, are
complete. That this condition is also sufficient is a deep result, known as
the Lie-Palais Theorem:

Proposition A.3 (Palais [129]). Given a manifold M and a 1-connected
Lie group G with Lie algebra g, (A.6) gives a 1-to-1 correspondence⎧⎨⎩complete actions

a : g→ X(M)

⎫⎬⎭ ←̃→
⎧⎨⎩Lie group actions
A : G→ Diff(M)

⎫⎬⎭ .

In particular, if M is compact, any infinitesimal action of g comes from an
action of G.

For a complete, elegant, proof see Theorem 20.16 in [106].

For a general infinitesimal action a : g→ X(M) one can talk about the
isotropy Lie algebra at x ∈M

gx := Kerax = {v ∈ g : a(v)x = 0} ⊂ g.

If a comes from an action of G, then gx is the Lie algebra of the isotropy
group Gx. Similarly, but in a less obvious way, one can talk about the orbits
of the infinitesimal action — see Proposition A.13 below.

Remark A.4 (Right actions). Of course, a completely similar discussion
applies to right actions M × G → M , with one warning however: for the
induced infinitesimal action to be a Lie algebra map, one does not need a
minus sign when differentiating:

(A.7) a : g→ X(M), a(v)x :=
d

dt

∣∣∣
t=0

x · exp(tv).

Of course, this is related to the fact that one can pass from right actions to
left ones by defining g · x := x · g−1.

Example A.5 (Adjoint action). One of the most fundamental examples of
actions is the action of G on itself by conjugation,

C : G→ Diff(G), (g, x) �→ gxg−1.

Since e ∈ G is a fixed point under conjugation, there is an induced action
of G on its Lie algebra g = TeG, called the adjoint action,

Ad : G→ GL(g) ⊂ Diff(g), Adg(v) =
d

dt

∣∣∣
t=0

g exp(tv)g−1.
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Since Ad is a linear action, it is called the adjoint representation of G.

The associated infinitesimal action of the Lie algebra g on the vector
space g,

ad : g→ X(g), (adv)w :=
d

dt

∣∣∣
t=0

Adexp(−tv)w,

is called the adjoint action of g, and it satisfies

(adv)w = −[v, w],
where we use the identification Twg = g.

Remark A.6. A representation of a Lie group R : G → GL(V ) is the
same thing as a linear action A : G × V → V . At the infinitesimal level,
one obtains the following:

(i) The representation of the Lie algebra g on the vector space V :

ρ : g→ gl(V ), ρ(v) :=
d

dt

∣∣∣
t=0

Rexp(tv).

(ii) The infinitesimal action of the Lie algebra g on the vector space V :

a : g→ X(V ), a(v)w :=
d

dt

∣∣∣
t=0

A(exp(−tv), w).

To explain the relation between the two, recall that a linear vector
field on a vector space V is a vector field which, as a derivation, maps
linear functions to linear functions:

Xlin(V ) := {X ∈ X(V ) : X(V ∗) ⊂ V ∗}.
One can identify the Lie algebra gl(V ) with the Lie subalgebra Xlin(V ) ⊂
X(V ), by setting

gl(V ) � Xlin(V ), T ←→ XT , where XT (l) = −l ◦ T, ∀ l ∈ V ∗.

The minus sign ensures that this is a Lie algebra isomorphism.

Under this identification, a representation ρ : g→ gl(V ) corresponds to
an infinitesimal Lie algebra action by linear vector fields a : g→ Xlin(V ). In
the special case of the adjoint action/representation we obtain the following:

(i) The adjoint representation of g on the vector space g:

ad : g→ gl(g), adv(w) = [v, w].

(ii) The adjoint action of g on the manifold g:

ad : g→ X(g), (adv)w = −[v, w].
Although these formulas differ by a minus sign, we use the same symbol for
both. Since we will be almost exclusively interested in actions this should

not be a source of confusion.
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Example A.7 (Coadjoint action). If one dualizes Ad, then one obtains the
so-called coadjoint action Ad∗ : G× g∗ → g∗, defined by

(Ad∗g ξ)(v) = ξ(Adg−1(v)),

where the presence of the inverse guarantees that this is a left action.

At the infinitesimal level, one obtains the Lie algebra action

ad∗ : g→ X(g∗), (ad∗v)ξ :=
d

dt

∣∣∣
t=0

Ad∗exp(−tv) ξ,

called the infinitesimal coadjoint action of g. Using the identification
Tξg

∗ = g∗, it is given explicitly by

(A.8) (ad∗v)ξ(w) = ξ([v, w]).

Note that, as above, we also have the coadjoint representation of the
Lie algebra g on the vector space g∗

ad∗ : g→ gl(g∗), ad∗v ξ(w) = −ξ([v, w]).

Of particular importance for us will be the orbits of the coadjoint action,
the so-called coadjoint orbits. By the general theory, the coadjoint orbit
through ξ ∈ g∗

O := {Ad∗g ξ : g ∈ G} ⊂ g∗

is an immersed submanifold of g∗ and it carries a transitive action of G. At
the infinitesimal level this means that at each ξ ∈ O, the infinitesimal action

(A.9) aξ : g→ TξO ⊂ g∗, v �→ (ad∗v)ξ

is surjective. In particular, we have

TξO = {(ad∗v)ξ : v ∈ g} ⊂ g∗.

Exercise A.8. Let A : G×M →M be an action. Show that the induced
infinitesimal action a : g→ X(M) satisfies the following G-equivariance:

(A.10) a(Adg v) = (Ag)∗a(v).

Another basic, important result about a group action G × M → M
concerns the smooth structure on the orbit space

M/G := {Ox : x ∈M}.
For that, recall that an action G×M →M is called as follows:

(i) a proper action if the map G×M →M ×M , (g, x) �→ (g · x, x)
is proper (in the sense that preimages of compacts are compacts),

(ii) a free action if for all x ∈ M we have that g · x = x =⇒ g = e,
i.e., if all isotropy groups Gx are trivial,

(iii) a locally free action if for all x ∈M the isotropy groups Gx are
discrete or, equivalently, if all isotropy Lie algebras gx are trivial.
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For a proper action all isotropy groups are compact. However, proper-
ness is more than just the compactness of the Gx and it may even happen
that an action is free without being proper.

Theorem A.9. For a free and proper action G ×M → M , the quotient
M/G admits a unique smooth structure such that the projection M →M/G
is a submersion.

Next, we discuss the relation between differential forms on M and on
M/G. A form ω ∈ Ω∗(M) is called G-basic if the following hold:

(i) ω is G-invariant; i.e., A∗
g (ω) = ω.

(ii) ω is horizontal; i.e., ia(v)ω = 0 for all v ∈ g.

We will denote by Ω∗
G-basic(M) the space of G-basic forms on M . It is a

subalgebra of the exterior algebra Ω∗(M).

Proposition A.10. Let G be a Lie group acting freely and properly on M ,
and let p : M → M/G be the quotient map. Then pullback by p induces an
isomorphism of algebras

p∗ : Ωk(M/G) ∼−→ Ωk
G-basic(M) ⊂ Ωk(M).

In degree 0 this proposition amounts to the identification between smooth
functions on M/G and G-invariant functions on M via pullback

p∗ : C∞(M/G) ∼−→ C∞(M)G ⊂ C∞(M).

A.3. Time-dependent vector fields

Recall that the flow φt
X of a vector field X ∈ X(M) is defined by the ODE

d

dt
φt
X(x) = X(φt

X(x)), φ0
X(x) = x.

It satisfies the fundamental property

(A.11) φs
X ◦ φt

X = φs+t
X .

One can think of X �→ φ1
X as the exponential map from the Lie algebra

X(M) to the group Diff(M), at least for complete vector fields. However,
due to the infinite dimensionality of Diff(M), these flows do not generate
enough diffeomorphisms. Therefore, one often needs time-dependent vector
fields. Since this topic is perhaps less familiar, here is a brief outline.

A time-dependent vector field is a smooth family of vector fields
X = {Xt}t∈I , where I ⊂ R is an interval, in the sense that we have a
smooth map

X : M × I → TM, (x, t) �→ X(x, t) := Xt(x) ∈ TxM.
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The flow Φt,s
X of a time-dependent vector field X = {Xt}t∈I satisfies:

(i) It depends on the “time variable” t and the “starting time” s.

(ii) It is defined on a neighborhood of M ×{(s, s) : s ∈ I} in M ×I×I.

(iii) It consists of local diffeomorphisms Φt,s
X : M →M , determined by

d

dt
Φt,s
X (x) = Xt(Φ

t,s
X (x)), Φs,s

X (x) = x.

The integral curve of X = {Xt}t∈I starting at time s and initial point x
is the maximal solution of the equation

dγ

dt
(t) = Xt(γ(t)), γ(s) = x.

In other words, γ(t) = Φt,s
X (x).

Alternatively, one can promote X = {Xt}t∈I to the (single) time-inde-

pendent vector field X̃ on M × I given by

X̃(x, t) := X(x, t) +
∂

∂t
.

The integral curve of X̃ starting at (x, s) is precisely t �→ (Φt+s,s
X (x), t+ s).

In other words, the flow of X is related to the flow of X̃ by

φt
X̃
(x, s) = (Φt+s,s

X (x), t+ s).

The flow relations (A.11) for φt
X̃

then yield

(A.12) Φt,u
X ◦ Φ

u,s
X = Φt,s

X .

This shows that once we know the flow from a fixed u ∈ I to any t close to
u, then we know the flow Φt,s for all s, t around u. For simplicity, assume
that 0 ∈ I and consider the family of local diffeomorphisms of M

φε
X := Φε,0

X .

Then the flow relations (A.12) imply that for parameters close to 0

Φt,s
X = φt

X ◦ (φs
X)−1.

When X does not depend on the time, then φt
X is the usual flow and

Φt,s
X = φt−s

X .

A time-dependent vector fieldX = {Xt}t∈I is called complete if its flow
ΦX is defined on M × I × I. We have the standard result that compactly
supported, time-independent vector fields are complete. However, the naive
extension of this result to time-dependent vector fields X = {Xt}t∈I fails:
it does not suffice that each Xt is compactly supported.
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Example A.11. Fix two smooth functions with the following properties:

(i) u : [0, 1)→ R such that limt→1 u(t) =∞.

(ii) χ : R→ [0, 1] such that χ(0) = 1 and supp(χ) = [−1, 1].
Then the time-dependent vector field X = {Xt}t∈[0,1] on R, defined by

Xt(x) :=

{
u′(t) · χ(x− u(t)) ∂

∂x if 0 ≤ t < 1,
0 if t = 1

has the property that supp(Xt) = [u(t)−1, u(t)+1], for t < 1 and supp(X1)
= ∅; in particular, it is compact. However, X is not complete: the integral

curve γ(t) = u(t) goes to infinity as t→ 1.

A time-dependent vector field X = {Xt}t∈I is called compactly sup-
ported if

supp(X) ∩ (M × [a, b]) ⊂M × I

is compact for any compact interval [a, b] ⊂ I or, in other words, provided
that the projection prI : supp(X)→ I is proper. Using the correspondence
above between time-dependent and time-independent vector fields, one ob-
tains:

Proposition A.12. Any compactly supported time-dependent vector field is
complete.

The following useful proposition already shows how time-dependent vec-
tor fields become relevant for us:

Proposition A.13. Let a : g → X(M) be an infinitesimal action. Given
x, y ∈M , there exist v1, . . . , vk ∈ g such that

y = φ1
a(v1)

. . . φ1
a(vk)

(x)

if and only if there exists a smooth curve v : [0, 1] → g such that for the
resulting time-dependent vector field {a(vt)}t∈[0,1], we have

y = φ1
a(vt)

(x) = Φ1,0
a(vt)

(x).

Moreover, if a is induced by an action of a connected Lie group G, then these
conditions are also equivalent to x and y belonging to the same G-orbit.

For an infinitesimal action a : g→ X(M), define the orbit of x as

(A.13) Ox := {y = φ1
a(vt)

(x) : for some smooth curve v : [0, 1]→ g}.
One can show that Ox ⊂M is an immersed submanifold of dimension:

dimOx = dim g− dim gx.

The orbits form a partition of M by initial submanifolds called the orbit
foliation of the Lie algebra action.
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We will also need to know the effect of the flow of a time-dependent
vector field on a differential form. For that, recall that the Lie derivative
along a time-dependent vector field X = {Xt}t∈I of a differential form η ∈
Ω•(M) is given by

LXtη :=
d

dε

∣∣∣
ε=0

(Φt+ε,t
X )∗η.

We also have Cartan’s magic formula

LXtη = diXtη + iXtdη,

which shows that the Lie derivative of a time-dependent vector field X =
{Xt}t∈I coincides with the t-family of Lie derivatives of each vector field Xt.

The following formula is also very useful:

Lemma A.14. Given a time-dependent vector field {Xt}t∈I , 0 ∈ I, with

flow φt
X := Φt,0

X , and a time-dependent differential form {ωt}t∈I , one has

d

dt

(
φt
X

)∗
ωt =

(
φt
X

)∗ ( d

dt
ωt + LXtωt

)
.
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Appendix B

Symplectic Structures

Symplectic structures appear throughout this book: they are examples of
Poisson structures, the leaves of Poisson manifolds carry symplectic forms,
the global objects integrating Poisson manifolds are symplectic, etc. We
collect here some basic results from symplectic geometry. For an elementary
introduction to symplectic geometry see the lectures notes by Cannas da
Silva [29]. A much more advanced and comprehensive text, also going into
symplectic topology, is the monograph by McDuff and Salamon [118].

B.1. Symplectic forms

Recall that a 2-form ω ∈ Ω2(M) determines a vector bundle map:

(B.1) ω� : TM → T ∗M, X �→ iXω.

The rank of ω at x ∈ M is, by definition, the dimension of the image of
this map. We call ω nondegenerate if rankωx = dimM for all x ∈M .

Definition B.1. A symplectic manifold is a manifold M together
with a closed, nondegenerate 2-form ω ∈ Ω2(M).
A symplectic map between two symplectic manifolds (M1, ω1) and
(M2, ω2) is a smooth map Φ : M1 →M2 that satisfies Φ∗ω2 = ω1.
A symplectic diffeomorphism is also called a symplectomorphism.

The condition that ω be nondegenerate ensures that, givenH ∈ C∞(M),
there is a unique vector field XH ∈ X(M), called the Hamiltonian vector
field of H, such that

(B.2) iXH
ω = dH.

437
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The set of all such vector fields will be denoted

(B.3) XHam(M,ω) ⊂ X(M).

An important property of Hamiltonian vector fields is that their flow pre-
serves ω:

LXH
ω = d (iXH

ω) + iXH
(dω) = d(dH) + iXH

(0) = 0.

More generally, a symplectic vector field is a vector field X ∈ X(M)
whose flow preserves ω. We denote the collection of all such vector fields by

X(M,ω) := {X ∈ X(M) : LXω = 0}.
These two form Lie subalgebras in the Lie algebra of all vector fields:

XHam(M,ω) ⊂ X(M,ω) ⊂ X(M).

Exercise B.2. Show that the Lie bracket of any two symplectic vector fields
X and Y is a Hamiltonian vector field. More precisely, show that

[X,Y ] = −Xω(X,Y ).

Of central importance are the integral curves γ of Hamiltonian vector
fields XH , i.e., the solutions of the equation

γ̇(t) = XH(γ(t)).

Given H, a function f ∈ C∞(M) is called a first integral of XH if f is
constant along the integral curves of XH or, equivalently, LXH

(f) = 0. The
fact that this condition is symmetric in f and H, as well as other properties
of first integrals, is best understood using the resulting bracket.

Definition B.3. Given a symplectic manifold (M,ω), the Poisson
bracket of two functions f, g ∈ C∞(M) is defined as

{f, g} := Xf (g).

It is a simple exercise to check that the Poisson bracket is a Lie bracket:

Proposition B.4. On any symplectic manifold (M,ω), the induced bracket

{·, ·} : C∞(M)× C∞(M)→ C∞(M)

is a Lie bracket (i.e., it is skew-symmetric and satisfies the Jacobi identity)
and, furthermore, it satisfies the Leibniz identity in each argument:

{f, gh} = g{f, h}+ {f, g}h, ∀ f, g, h ∈ C∞(M).

Corollary B.5. For a symplectic manifold (M,ω) the map C∞(M) →
XHam(M,ω), f �→ Xf , is a Lie algebra homomorphism:

[Xf , Xg] = X{f,g}, ∀ f, g ∈ C∞(M).

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



B.1. Symplectic forms 439

Any symplectic manifold (M,ω) comes with a canonical volume form,
called the Liouville volume form,

μL =
ωs

s!
(2s = dimM).

The Liouville volume form is invariant under Hamiltonian flows. In partic-
ular, symplectic manifolds are oriented.

Example B.6. The “canonical” example of symplectic manifold is R2s with
linear coordinates (q1, . . . , qs, p1, . . . , ps) and symplectic form:

(B.4) ωcan :=

s∑
i=1

dqi ∧ dpi.

The induced Poisson bracket on C∞(M) is simply

{f, g} :=
s∑

i=1

(
∂f

∂pi

∂g

∂qi
− ∂f

∂qi
∂g

∂pi

)
.

In particular, we find that the Poisson brackets of the coordinates are

{qi, qj} = {pi, pj} = 0, {pi, qj} = δji .

For H ∈ C∞(M), the equations for the integral curves of XH are the
classical equations of Hamilton

(B.5)

{
q̇i = {H, qi} = ∂H

∂pi
,

ṗi = {H, pi} = −∂H
∂qi

(i = 1, . . . , s).

In particular, when H = 1
2

∑s
i=1 p

2
i + V (q1, . . . , qn), one obtains Newton’s

equations for the motion of a particle in a potential V

q̈i = −∂V

∂qi
(i = 1, . . . , s).

The first basic fact about symplectic manifolds is that locally they all
look the same:

Theorem B.7 (Darboux’s Theorem). For any symplectic manifold (M,ω),
around any point x ∈M one can find a chart (U, q1, . . . , qs, p1, . . . , ps) with
respect to which ω takes the canonical form (B.4).

Such a chart is called a Darboux chart for ω.

Darboux’s Theorem leads to an alternative characterization of symplec-
tic manifolds in terms of a symplectic atlas. A symplectic manifold of di-
mension 2s is a manifold M with an atlas {(Ui, φi) : i ∈ I} such that the
transition functions φj ◦φ−1

i are symplectomorphisms between open subsets
of (R2s, ωcan).
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Although Darboux’s Theorem shows that a symplectic manifold (M,ω)
has no local invariants, besides its dimension, there are global invariants.
One such invariant is the cohomology class of the symplectic form. The
relevance of this class is made clear in the following very useful result:

Theorem B.8 (Moser’s Lemma). Let M be a compact manifold, and let
{ωt}t∈[0,1] be a smooth path of symplectic structures on M such that the class

[ωt] ∈ H2(M) is constant. Then (M,ω0) and (M,ω1) are symplectomorphic.

We note, however, that there are examples of compact manifolds M with
two symplectic forms ω and ω′ representing the same cohomology class, but
which are not symplectomorphic. Noncompact examples are even easier to
construct: R2 with ωcan and ω′ = 1

(x2+y2+1)2
dx ∧ dy are not symplectomor-

phic, simply because the second form has a finite volume. On the other
hand, it has been shown by Gromov that R4 admits more “exotic” symplec-
tic structures, which are not symplectomorphic to ωcan and still have infinite
volume — see [118].

Let us recall some interesting classes of symplectic structures.

Example B.9 (Cotangent bundles). For any manifold M , the cotangent
bundle T ∗M carries a canonical symplectic form ωcan. It can be obtained
by gluing together bits of the canonical one on R2s as follows. Recall that for
each chart (U, q1, . . . , qs) on M one has a chart (T ∗U, q1, . . . , qs, p1, . . . , ps)
on T ∗M by setting

T ∗U � (x, p1dxq
1 + · · ·+ psdxq

s) �→ (q1(x), . . . , qs(x), p1, . . . , ps) ∈ R2s.

Pulling back the canonical symplectic form (B.4) along such a chart, one
obtains a symplectic form on T ∗U . A direct computation shows that on
overlaps of such charts the two forms coincide. In other words, we obtain a
global canonical symplectic form

ωcan ∈ Ω2(T ∗M).

One can also give an intrinsic description of ωcan. Namely,

(B.6) ωcan = −dθL,

where θL ∈ Ω1(T ∗M) is the so-called Liouville 1-form, defined as follows.
For a vector v ∈ Tξ(T

∗M), where ξ ∈ T ∗
xM , we have that dξ pr (v) ∈ TxM ,

and so we define

θL(v) := ξ (dξ pr (v)) .

The Liouville form is characterized by the property

α∗θL = α, ∀α ∈ Ω1(M),
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where on the left side we view α as a map α : M → T ∗M . From this it
follows that the canonical symplectic form ωcan ∈ Ω2(T ∗M) is characterized
by the property

α∗ωcan = −dα, ∀α ∈ Ω1(M).

Example B.10 (Coadjoint orbits). Another general class of symplectic
manifolds is that of coadjoint orbits O ⊂ g∗ of a connected Lie group G.
Here we use the notation and the discussion from Example A.7. We claim
that there is a canonical symplectic structure

ωO ∈ Ω2(O).

To describe it at an arbitrary ξ ∈ O we use the infinitesimal action (A.9)

aξ : g→ TξO, a(v)ξ = (ad∗v)ξ

to represent tangent vectors to O and we define

ωO(a(v)ξ,a(w)ξ) := −ξ ([v, w]) .

The fact that aξ is surjective with kernel the isotropy Lie algebra

gξ = {v ∈ g : ad∗v(ξ) = 0}

implies that ωO is well-defined and is a nondegenerate 2-form on O.
To check that ωO is closed, we pull it up to G via the quotient map

pξ : G→ O, g �→ Ad∗g ξ,

where ξ ∈ O is fixed. The resulting 2-form on G

p∗ξ(ωO) ∈ Ω2(G)

is characterized by being left-invariant and the value it takes at the identity:

p∗ξ(ωO)(v, w) = −ξ([v, w]), ∀ v, w ∈ g.

The previous equation yields

p∗ξ(ωO) = d
←−
ξ ,

where
←−
ξ ∈ Ω1(G) is the left-invariant extension of ξ. This shows that ωO

is closed, hence a symplectic form on O.

B.2. Symplectic and Hamiltonian actions

A symplectic action is a smooth action of a Lie group G on a symplectic
manifold (M,ω) by symplectomorphisms:

A : G→ Diff(M), A∗
gω = ω, ∀ g ∈ G.
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Exercise B.11. Assume that G acts symplectically on (M,ω). Also assume
that the action is free and proper, so that M/G is smooth — see Theorem
A.9 — and we can identify C∞(M/G) with the subalgebra of G-invariant
smooth functions C∞(M)G ⊂ C∞(M). Show that C∞(M)G is closed under
the Poisson bracket {·, ·} associated to ω and that the resulting operation

{·, ·} : C∞(M/G)× C∞(M/G)→ C∞(M/G)

has the same properties as in Proposition B.4.

The conclusion of the previous exercise is that, although M/G might
not be a symplectic manifold, it still always carries a “Poisson bracket”.

Example B.12. Important examples of symplectic actions are provided by
taking coadjoint orbits O ⊂ g∗ of a connected Lie group G, endowed with
the canonical symplectic structure ωO from Example B.10. For example, the
sphere S2 with the usual area form is symplectomorphic to a coadjoint orbit
of G = SO(3). More generally, among the coadjoint orbits of G = SU(n+1)

one finds CPn with the so-called Fubini-Study symplectic form.

The infinitesimal action induced by a symplectic action is by symplec-
tic vector fields. In general, a symplectic infinitesimal action of a Lie
algebra g on a symplectic manifold (M,ω) is a Lie algebra homomorphism

a : g→ X(M,ω).

It is natural to consider actions a that take values in the subalgebra
of Hamiltonian vector fields XHam(M,ω) ⊂ X(M,ω). Since a Hamiltonian
vector fieldXH determines the functionH only up to a constant, one usually
fixes a linear map μ : g→ C∞(M), v �→ μv, which is a lift of the action a:

C∞(M)

Ham
��

g
a ��

μ
�������������

XHam(M,ω)

a(v) = Xμv .

Definition B.13. A g-Hamiltonian space is a symplectic manifold
(M,ω) together with a Lie algebra homomorphism

μ : (g, [·, ·])→ (C∞(M), {·, ·}), v �→ μv,

where C∞(M) carries the Poisson bracket from Definition B.3. The
corresponding infinitesimal g-action is defined by a(v) := Xμv .
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At the global level one has the notion of a G-Hamiltonian space.

Definition B.14. AG-Hamiltonian space is a symplectic manifold
(M,ω) with a symplectic action of G and a linear map, called the
moment map,

(B.7) μ : g→ C∞(M), v �→ μv,

which is G-equivariant and satisfies

(B.8) ia(v)ω = dμv.

Some comments are in order. First of all, it is more common to view
the moment map as a map μ : M → g∗. One has μv(x) = 〈μ(x), v〉,
where 〈·, ·〉 : g∗ × g → R is the evaluation map. Often we will denote a
G-Hamiltonian space schematically by

(B.9) μ : (M,ω)→ g
∗.

The G-equivariance of μ is with respect to the adjoint action and the given
symplectic action A : G×M →M :

μv ◦Ag−1 = μAdg(v).

In the reinterpretation (B.9), the G-equivariance is expressed in terms of
the coadjoint action:

μ(g · x) = Ad∗g (μ(x)) .

The infinitesimal counterpart of G-equivariance is obtained by setting
g = exp(tu) and differentiating at t = 0. One obtains

(B.10) La(u)(μv) = μ[u,v], ∀u, v ∈ g.

Exercise B.15. Show that the infinitesimal equivariance condition (B.10)
is equivalent to the moment map μ : g → C∞(M) being a Lie algebra
morphism:

μ[u,v] = {μu, μv}, ∀u, v ∈ g.

Thus, any G-Hamiltonian space is also a g-Hamiltonian space. Con-
versely, one can show that a complete g-Hamiltonian action integrates to a
G-Hamiltonian action of the 1-connected group G integrating g.

Example B.16 (Abelian actions). For an S1-Hamiltonian action on (M,ω)
the infinitesimal action is encoded by the vector field V ∈ X(M)

Vx =
d

dt

∣∣∣
t=0

e−itx.

The condition that the infinitesimal action is symplectic,

LV ω = 0,

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.



444 B. Symplectic Structures

is equivalent to iV ω being closed. On the other hand, the requirement that
the infinitesimal action is Hamiltonian amounts to iV ω being exact:

iV ω = dμ,

for some smooth function μ ∈ C∞(M). Note that the equivariance of μ is
automatic. A similar discussion applies to the n-dimensional torus G = Tn.

Example B.17 (Exact symplectic manifolds and lifted actions on cotangent
bundles). Let (M,ω) be an exact symplectic manifold; i.e., ω = dθ. Assume
that G is a Lie group that acts on M preserving the primitive θ:

A∗
g θ = θ.

Then one obtains a G-Hamiltonian space with moment map

μ : M → g∗, μv = −ia(v)θ, ∀ v ∈ g.

Indeed, the moment map condition follows by observing that

La(v)θ = 0 ⇐⇒ dia(v)θ + ia(v)dθ = 0

⇐⇒ ia(v)ω = −dia(v)θ = dμv

and the G-equivariance follows because θ is G-invariant.

Let us apply this to a cotangent bundle M = T ∗N equipped with the
canonical symplectic form ωcan = −dθL. A Lie group action A : G×N → N
naturally lifts to an action on the cotangent bundle:

Ã : G× T ∗N → T ∗N, Ãgα := (Ag−1)∗α.

The lifted action preserves the Liouville 1-form θL. Hence, we obtain a
Hamiltonian action with moment map

μ : T ∗N → g∗, μv = iã(v)θL.

The definition of θL shows that μ is just the dual of the actiona : g→ X(N):

〈μ(α), v〉 = ia(v)α,

which can be abbreviated to μ = a∗.

While the quotient of a symplectic manifold by a proper and free sym-
plectic action is typically not symplectic, Hamiltonian actions can be used
to produce symplectic quotients. Given a G-Hamiltonian space

μ : (M,ω)→ g∗,

its symplectic quotient, also called the Marsden-Weinstein reduction at
ξ = 0, is the quotient

M�G := μ−1(0)/G.
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To ensure that M�G is a smooth manifold, we make the following regularity
assumptions (see Theorem A.9):

(i) 0 ∈ g∗ is a regular value of μ.

(ii) The action of G on μ−1(0) is free and proper.

Exercise B.18. Show that the condition that the action of G on μ−1(0) is
free implies that 0 is a regular value of μ.

Theorem B.19. Under the previous assumptions, M�G carries a canonical
symplectic form ω0. The form ω0 is uniquely determined by the condition

p∗0ω0 = i∗0ω,

where p0 : μ−1(0)→ M�G is the quotient map and i0 : μ−1(0)→M is the
inclusion.

Similarly, the reduced symplectic space at an arbitrary point ξ ∈ g∗ is
defined as the quotient

M�
ξ
G := μ−1(ξ)/Gξ,

where Gξ ⊂ G is the isotropy group of ξ for the coadjoint action. Un-
der similar regularity assumptions, this is also a symplectic manifold with
symplectic form ωξ uniquely determined by the condition

p∗ξωξ = i∗ξω,

where pξ : μ−1(ξ) → M�
ξ
G is the projection and iξ : μ−1(ξ) → M is the

inclusion.

A slightly different approach to these reduced spaces is as follows. First,
using the equivariance of the moment map, one obtains a similar map on
the ordinary quotients

μ̂ : M/G→ g∗/G

taking values in the space of coadjoint orbits. The fibers of μ̂ give a partition
of M/G parametrized by the coadjoint orbits O ⊂ g∗. Each fiber can be
further “simplified” by choosing ξ ∈ O:

μ̂−1(O) = μ−1(O)/G � μ−1(ξ)/Gξ.

In other words, the reduction at the different ξ ∈ g∗ are the members of a
natural partition of the ordinary quotient M/G. Since ω is G-invariant, for
different values ξ1, ξ2 ∈ O the forms ωξ1 and ωξ2 correspond to each other
under the natural isomorphism:

μ−1(ξ1)/Gξ1 � μ−1(ξ2)/Gξ2 .

So we have a well-defined symplectic form ωO on

(B.11) M�OG := μ−1(O)/G.
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One should be aware of the fact that, in general, the pullback of ωO to
μ−1(O) does not coincide with the restriction of ω.

Example B.20 (Fubini-Study symplectic form). Consider the S1-action on
(Cn+1, ωcan) defined by

θ · (z0, . . . , zn) = (eiθz0, . . . , e
iθzn),

which has moment map

μ : Cn+1 → R, μ(z0, . . . , zn) =
1

2

(
1−

n∑
i=0

ziz̄i

)
.

We then find that

μ−1(0)/S1 = Cn+1 � S1 = CPn.

The induced symplectic structure on CPn is called the Fubini-Study sym-

plectic form.

Example B.21. Let us consider the cotangent lift of a G-action G×N → N
as in Example B.17. If the action is proper and free, the lifted action is
proper and free, and the moment map μ : T ∗N → g∗ is a submersion. In
this case one finds that the symplectic quotient at level zero is naturally
isomorphic to a cotangent bundle:

T ∗N � G � T ∗(N/G), ω0 = ωcan.

The symplectic quotients at nonzero values need not be cotangent bun-
dles anymore. For example, take N = G, and let G act on itself by right
translations — remember our actions are always left actions:

A : G×G→ G, (g, h) �→ hg−1.

Then, via the identification of T ∗G with G× g∗ using left translations, the
lifted cotangent action becomes

Ã : G× (G× g∗)→ G× g∗, (g, (h, α)) �→ (hg−1,Ad∗g α),

while the moment map becomes the second projection μ : G × g∗ → g∗.
Hence, for the reduced spaces we obtain

T ∗G�
ξ
G = μ−1(Oξ)/G ∼= Oξ.

We leave it to the reader to check that the resulting symplectic structure

coincides with the natural one discussed in Example B.10.
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Appendix C

Foliations

For an introduction to foliation theory in the spirit of this book, see the
monograph by Moerdijk and Mrčun [122]. A more detailed account of
foliation theory can be found in the two-volume monograph by Candel and
Conlon [27,28]. Our treatment of singular foliations is in the spirit of the
paper of Androulidakis and Skandalis [10].

C.1. Regular foliations

Definition C.1. A foliation of codimension q on a manifold M is a
partition F of M into immersed connected submanifolds of codimen-
sion q,

M =
⋃
L∈F

L,

satisfying the following local triviality property: every point in M has
an open neighborhood U such that

F|U := {connected component of L ∩ U : L ∈ F}
coincides with the partition by the fibers of a submersion f : U → Rq.

One calls the submanifolds L the leaves of the foliation F and p =
dim(L) the dimension of F , so that p+ q = dim(M).

Due to the local normal form of submersions, the local triviality property
in the definition is equivalent to requiring each point to belong to a chart

χ : U ∼−→ V ×W, V ⊂ Rp, W ⊂ Rq open subsets,

447
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with the property that F|U corresponds to the partition of V ×W by V ×{w}
with w ∈W . Such charts are usually called foliated charts for F .

Foliations can be approached from an infinitesimal point of view:

Definition C.2. A distribution on a manifold M is a vector sub-
bundle

D ⊂ TM.

A distribution D is called involutive if

[X,Y ] ∈ Γ(D), ∀ X,Y ∈ Γ(D).

An important, basic, result is the following:

Theorem C.3 (Global Frobenius). For any manifold M , there is a 1-to-1
correspondence{

foliations F on M
}
←̃→

{
involutive distributions D ⊂ TM

}
.

In one direction, the correspondence works as follows: a foliation F
defines the involutive distribution D := TF , where for x ∈M the subspace
Dx = TxF ⊂ TxM consists of vectors tangent to the leaf L through x:

(C.1) TxF := TxL.

In the other direction, given an involutive distribution D, to recover the
partition F such that TF = D there are several ways one can proceed. For
example:

(i) One can mimic the construction of the flow of a vector field: one
calls an integral submanifold of D any connected immersed sub-
manifold L ⊂ M satisfying TxL = Dx for all x ∈ L, then proves
their existence locally, and finally passes to maximal ones. The
maximal integral submanifolds will be precisely the leaves of F .

(ii) One can describe the leaves set-theoretically right away, by declar-
ing that two points x, y ∈ M are in the same leaf L if and only if
there exists a path γ : [0, 1]→M joining them (γ(0) = x, γ(1) = y)
and everywhere tangent to D:

γ̇(t) ∈ Dγ(t), ∀ t ∈ [0, 1].

Then one needs to show that these sets carry smooth structures
that make them into immersed submanifolds.

Below, we will describe yet another approach. However, in all of them,
there is something nontrivial to prove: e.g., the local analysis of integral
submanifolds in the first approach, or the smooth structure on the leaves
in the second approach, or the local triviality of the resulting partition in
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both approaches. The key ingredient in doing so is the local version of the
Frobenius Theorem:

Theorem C.4 (Local Frobenius). For any involutive distribution D ⊂ TM
of rank p, there is a chart (U, χ = (x1, . . . , xn)) around each point such that

(C.2) D|U = Span
〈 ∂

∂x1
, . . . ,

∂

∂xp

〉
.

Charts of the type

χ : U ∼−→ V ×W, V ⊂ Rp, W ⊂ Rq open and connected,

satisfying (C.2) can be turned into foliated charts, therefore realizing D =
TF for some foliation F . More precisely, one can talk about the plaques
of D with respect to such a chart: they are the pre-images

Uw(χ) := χ−1(V × {w}) (w ∈W ).

Since V is connected, each plaque sits inside a leaf — defined using paths
tangent to D as above — and the restrictions of χ to the plaques,

χ|Uw(χ) : Uw(χ)
∼−→ V,

serve now as charts for the leaves. One can then prove that the leaves
become smooth immersed submanifolds. The local triviality for F follows
right away since, by construction, these charts become foliated charts.

Incidentally, let us point out that the leaves are more commonly con-
structed using plaques instead of paths: two points x, y ∈M are in the same
leaf if and only if there exist points x0 = x, x1, . . . , xk, xk+1 = y such that
any two consecutive points belong to the same plaque.

Example C.5 (Simple foliations). On an n-dimensional manifold M , there
are two obvious examples of foliations:

(i) F is the partition by connected components of M , so TF = TM .

(ii) The partition F by points, so TF = 0.

These are both examples of simple foliations by which we mean a foliation
F ofM given by the fibers of a submersion p : M → B with connected fibers.
In this case, TF = Ker dp, dimF = dimM − dimB, and codimF = dimB.
Equivalently, these are precisely the foliations for which the space of leaves
is smooth, in the sense that it admits a smooth structure — necessarily

unique — making the canonical projection into a submersion.

Example C.6 (Codimension-1 foliations). Already in codimension 1, folia-
tions can exhibit quite complicated behavior. A codimension 1 distribution
D ⊂ TM is said to be transversely orientable if the line bundle TM/D
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is trivializable. This is equivalent to the existence of a nowhere vanishing
1-form θ ∈ Ω1(M) such that

D = Ker θ.

The involutivity of D can be expressed in terms of the 1-form θ as

dθ ∧ θ = 0.

One calls such a 1-form a completely integrable 1-form.

A closed, nowhere vanishing 1-form is obviously completely integrable.
For example, a simple codimension-1 foliation given by the fibers of a sub-
mersion p : M → S1 is induced by θ = p∗dϕ, where ϕ is the “angle coordi-

nate” on S1.

Example C.7 (Orbit foliations). The orbits of an action of a connected
Lie group G on a manifold M are connected immersed submanifolds and
they form a partition of M . However, the dimension of the orbits may vary.
Recall that

dimOx = dimG− dimGx.

If the dimension of the isotropy groups Gx does not depend on x, then
the orbits have equal dimension, and they do form a regular foliation. The
associated tangent distribution is the image of the infinitesimal action a :
g×M → TM — which is smooth because a has constant rank. Note that
involutivity follows directly because the action preserves the Lie bracket.

We already saw before a special instance of this, namely the case of a
proper and free action, where the orbit foliation is simple.

For another example, take the action of R on T2 given by

t · (φ1, φ2) = (φ1 + t, φ2 + tλ),

where λ /∈ Q. We obtain a free, nonproper action and the resulting orbit
foliation is called the Kronecker foliation of the 2-torus. It fails to be a
simple foliation.

Next, we discuss a very special property of leaves of foliations: although
they are not embedded in general, they satisfy the following property:

Definition C.8. An initial submanifold of a manifold M is an immersed
submanifold i : N →M such that for any smooth map Φ : P →M satisfying
Φ(P ) ⊂ i(N) the induced map i−1 ◦ Φ : P → N is smooth.

Example C.9. Any embedded submanifold is initial. On the other hand,

the immersion of the real line in R2 as a figure eight is not.

Proposition C.10. The leaves of any foliation are initial submanifolds.
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Initial submanifolds are also called regularly immersed submanifolds or
even weakly embedded submanifolds. In general, a subset may be made into
an immersed submanifold in more than one way — e.g., the figure eight in
R2. However, for initial submanifolds, we have (for a proof see [146]):

Theorem C.11. Let M be a smooth manifold. If a subset N ⊂ M admits
a smooth structure for which the inclusion i : N ↪→M is an initial subman-
ifold, then it is unique. Moreover, it is the unique smooth structure on N
for which the inclusion is an immersion.

In particular, given a partition of a manifold M there is at most one
choice of smooth structures on the members of the partition making it a
foliation. For this reason, one often gives a foliation F simply by describing
the partition of M , without giving detailed information about the smooth
structures of the leaves, these being unique.

Another illustration of the fact that initial submanifolds behave very
much like embedded submanifolds is the following version of the standard
regular value theorem.

Theorem C.12. Let S ⊂M be an initial submanifold, and let Φ : N →M
be a smooth map transverse to S:

dxΦ(TxN) + TΦ(x)S = TΦ(x)M, ∀x ∈ Φ−1(S).

Then Φ−1(S) ⊂ N is an initial submanifold with

TxΦ
−1(S) = Ker dxΦ ⊂ TxN, ∀x ∈ Φ−1(S).

The same conclusion holds with the transversality condition replaced by the
weaker assumption that the dimension of the subspaces dxΦ(TxN)+TΦ(x)S,

for x ∈ Φ−1(S), is constant.

Proof. The statement is well known for embedded submanifolds — see,
e.g., [146]. We derive it for initial ones. For that let φ : N × S → M ×M ,
φ(y, x) := (Φ(y), x), and consider the diagonal ΔM ⊂ M ×M . Note that
Imdφ+ TΔM has constant rank, hence

G := φ−1(ΔM ) = {(y, x) ∈ N × S : Φ(y) = x}
is an embedded submanifold ofN×S, because ΔM is embedded. We identify
G with Φ−1(S) by y �→ (y,Φ(y)), which yields an embedding of Φ−1(S) into
N × S. Projecting in the first factor, this makes the inclusion Φ−1(S) ⊂ N
into an immersion. We now prove that it is initial. So, let Ψ : X → N be a
smooth map that takes values in Φ−1(S). Then

X → N × S, x �→ (Ψ(x),Φ(Ψ(x))

is smooth. Since G is embedded, this map is smooth as a map into G; i.e.,
Ψ is smooth as a map into Φ−1(S). �
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C.2. Foliated differential forms

One can consider geometric structures on foliations, very much like one
considers geometric structures on manifolds, e.g., differential forms, tensors,
Riemannian metrics, symplectic structures, etc.

We introduce differential forms on a foliation F on M . Denote by
X(F) := Γ(TF) the space of vector fields on M tangent to F .

Definition C.13. The complex of foliated forms is (Ω•(F), dF )
where

Ωk(F) := Γ
( k∧

T ∗F
)

and dF : Ωk(F)→ Ωk+1(F) is the foliated de Rham differential

dFω(X0, . . . , Xk) =
k∑

i=0

(−1)iLXi(ω(X0, . . . , X̂i, . . . , Xk))

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j, . . . , Xk),

for X0, . . . , Xk ∈ X(F).

The definition of dF makes sense because of the involutivity of TF . We
have that d2F = 0, so one can define the foliated cohomology of F as

H•(F) = Ker dF
Im dF

.

However, one should be aware that these vector spaces, unlike the usual
cohomology for manifolds, are often infinite dimensional. Still, they are
useful since many foliated cohomology classes encode geometric information.

If i : L ↪→M is a leaf of F , then we have the obvious restriction map

i∗ : Ω•(F)→ Ω•(L),

which intertwines the foliated differential on F with the de Rham differential
on L. Notice that a foliated form is closed if and only if it is leafwise closed,
i.e., if its restriction to every leaf is closed. The restriction to each leaf of
an exact foliated form is exact. However, a foliated form which is leafwise
exact need not be an exact foliated form.

A foliated 2-form ω ∈ Ω2(F) gives a vector bundle map

ω� : TF → T ∗F , X �→ iXω.

We call ω nondegenerate if ω� is an isomorphism.
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Definition C.14. A (regular) symplectic foliation is a pair
(F , ωF), where F is a foliation and ωF is a closed, nondegenerate,
foliated 2-form.

The nondegeneracy ensures that given H ∈ C∞(M) there is a unique
foliated vector field XH ∈ X(F), called the Hamiltonian vector field of
H, such that

(C.3) iXH
ωF = dFH.

We also have a foliated version of Darboux’s Theorem.

Theorem C.15 (Foliated Darboux). Let (F , ωF ) be a symplectic foliation
on M . Then M can be covered by foliated charts

(U, q1, . . . , qs, p1, . . . , ps, y
1, . . . , yq), where q = codim(F),

such that

ωF |U =
s∑

i=1

dqi ∧ dpi.

Thus, the theorem provides foliated charts that, at the same time, put
the foliated 2-form in Darboux coordinates. Many other results about sym-
plectic manifolds extend to the foliated case.

Symplectic foliations are actually a special class of Poisson manifolds,
and they will be treated systematically throughout the book.

Remark C.16 (Foliated versus transversely foliated geometric structures).
For a given foliation on a manifold, one can also consider geometric struc-
tures transverse to the leaves, which should be thought of as coming from
the leaf space. However, in general, this fails to be a manifold.

For example, an F-basic form is a form ω ∈ Ω•(M) such that

LXω = 0, iXω = 0, ∀X ∈ TF .

By Cartan’s magic formula, this is equivalent to

iXdω = 0, iXω = 0, ∀X ∈ TF .

The de Rham differential preserves the property of being basic so one has
a complex of basic forms (Ω•

F-basic(M), d). If F is a simple foliation arising
from a submersion p : M → B with connected fibers, the complex of F -basic
forms is isomorphic to the de Rham complex of B

p∗ : Ω•(B) ∼−→ Ω•
F-basic(M) ⊂ Ω•(M).

Proposition A.10 is an instance of this result.
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A transversely symplectic form is an F -basic 2-form

ω ∈ Ω2
F-basic(M)

which is closed and transversely nondegenerate, meaning that

Kerω = TF .
Actually, being closed together with the condition on the kernel automat-
ically ensures that the form is basic. When F is a simple foliation arising
from a submersion pr : M → B, a form ω ∈ Ω2(M) is transversely symplec-
tic if and only if ω = pr∗ ωB for a unique symplectic form ωB ∈ Ω2(B). This
situation will appear throughout the book in the following form:

Proposition C.17. Let ω ∈ Ω2(M) be a closed form of constant rank.
Then Kerω defines a foliation F . If F is simple, then its leaf space B has
an induced symplectic structure ωB such that ω = pr∗ ωB.

Occasionally, we will encounter in the book other geometric objects
transverse to the leaves.

C.3. Singular foliations

The symplectic foliation of a Poisson manifold or, more generally, the orbit
foliation of a Lie algebroid are examples of singular foliations. Here we give
a very brief introduction into singular foliations, without many details since
we will not use them in the book. Still, we believe that such a discussion
gives a useful perspective to some of the material treated in the book.

The notion of singular foliation is more subtle than one may expect at
first. There is still an associated partition into leaves, now of varying di-
mension, but the partition does not carry all the information. The key idea,
inspired by the Frobenius Theorem from the regular case, is to characterize
singular foliations via the space of vector fields tangent to the leaves. Since
there are slightly different ways of looking at spaces of vector fields, we will
discuss them first, before giving the formal definition of a singular foliation.

First of all, by a submodule of vector fields on a manifold M we
mean a C∞(M)-submodule of the module of all vector fields

V ⊂ X(M).

Such a submodule if called an involutive submodule if it is also a Lie
subalgebra of (X(M), [·, ·]). Similarly we talk about submodules of com-
pactly supported vector fields

V ⊂ Xc(M).

For Xc(M), the C∞
c (M)-submodules are the same thing as the C∞(M)-

submodules.
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A submodule V ⊂ X(M) as above is called local if it satisfies any of the
following equivalent conditions:

(i) If X ∈ X(M) is locally in V, then X ∈ V.
(ii) If X ∈ X(M) satisfies f X ∈ V for any f ∈ C∞

c (M), then X ∈ V.
(iii) V is closed under locally finite sums.

Here by X is locally in V we mean that for any x ∈M there exists Xx ∈ V
which coincides with X in a neighborhood of x. The equivalence between
these conditions can be easily checked.

Any submodule V ⊂ X(M) has a corresponding localization V loc ⊂
X(M), i.e., the smallest local submodule containing V. This is the collection
of vector fields that are locally in V, and it can also be described as

V loc =
{
X ∈ X(M) : f X ∈ V, for all f ∈ C∞

c (M)
}

=
{
locally finite sums

∑
i

Xi with Xi ∈ V
}
.

The notion of local submodule is related to sheaves. We denote by XM

the sheaf of vector fields on M , which we view as a sheaf of modules over
the sheaf C∞

M of smooth functions. Then we can talk about sheaves of
submodules of vector fields V ⊂ XM and we have the following result:

Lemma C.18. There is a 1-to-1 correspondence between the following:

(i) sheaves of submodules of vector fields V ⊂ XM ,

(ii) local submodules of vector fields V ⊂ X(M),

(iii) submodules of compactly supported vector fields Vc ⊂ Xc(M).

The correspondence between (i) and (ii) is given by

V := Γ(M,V ), Γ(U,V ) := {X ∈ X(U) : f X ∈ V, ∀ f ∈ C∞
c (U)}.

The correspondence between (ii) and (iii) is given by

Vc := V ∩ Xc(M), V := (Vc)loc.

Furthermore, one has

V is involutive ⇐⇒ V is involutive ⇐⇒ Vc is involutive.{
sheaves of submodules

V ⊂ XM

}
��;;;;

;;;;
;;

�����
����

���{
local submodules
V ⊂ X(M)

}
��

%%;;;;;;;;;; {
submodules
Vc ⊂ Xc(M)

}&&����������

��
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Sheaves are useful to express various local notions. For instance we say
that a sheaf of submodules V ⊂ XM is locally finitely generated if each
x ∈ M has an open neighborhood U and sections X1, . . . , Xk ∈ Γ(U,V )
such that

Γc(U,V ) = C∞
c (U)X1 + · · ·+ C∞

c (U)Xk.

Using the correspondences in the previous lemma, one then has notions of
locally finitely generated modules of vector fields.

We are now ready to introduce singular foliations.

Definition C.19. A singular foliation on a manifold M is a local
module of vector fields V ⊂ X(M) which is both involutive and locally
finitely generated. The associated singular tangent distribution is
defined by

TxV := {Xx : X ∈ V} ⊂ TxM (x ∈M).

An integral submanifold of V is a connected immersed submanifold
L ⊂M with the property that

TxL = TxV, ∀x ∈ L.

A leaf of V is a maximal, relative to inclusion, integral submanifold.

We now have the following version of Theorem C.3 for singular foliations:

Theorem C.20. Given a singular foliation V on M , each point x ∈ M
belongs to a unique leaf L. Moreover, leaves are initial submanifolds.

We will not go into the proof here, since this result is not used in the
text. For a detailed proof and references to earlier versions, see [10].

Example C.21. For a regular foliation F on M , the space of vector fields
tangent to F

V := X(F)
is in particular a singular foliation in the sense of the definition above. Its
tangent distribution is TV = TF and its leaves coincide with those of F .

Example C.22. An infinitesimal Lie algebra action a : g→ X(M) has an
associated singular foliation

V := SpanC∞(M) {a(v) : v ∈ g} .

The associated tangent distribution is given by

TxV = Im(ax : g→ TxM) .

The leaves are precisely the orbits of the infinitesimal action.
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Example C.23. The main example of interest to us is the singular foliation
associated with a Poisson manifold (M,π). The local submodule V ⊂ X(M)
is the one generated by the Hamiltonian vector fields Xf . Equivalently, it
is the image of

π� : Ω1(M)→ X(M).

The associated tangent distributions are the Hamiltonian directions Imπ�
x,

and the corresponding leaves are the symplectic leaves of (M,π). This makes
precise the term “singular symplectic foliation”, which we sometimes refer
to in the book.
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Appendix D

Groupoids:
Conventions
and Choices

In this book we have decided to adopt the following common choices and
conventions:

- The Lie bracket of vector fields is the usual commutator of deriva-
tions.

- Lie group actions on manifolds are left actions, except for principal
bundles where the structure group acts on the right.

- For the Lie algebra of a Lie group we use the bracket arising from
left-invariant vector fields.

- Infinitesimal Lie algebra actions are homomorphisms into the Lie
algebra of vector fields.

- For Lie algebroids we also use the bracket arising from the Lie
bracket of left-invariant vector fields.

- For symplectic groupoids the target is a Poisson map.

- For a groupoid, the composition of two arrows gh is defined when-
ever s(g) = t(h).

We will now explain our choices and conventions and the relationships
between them and with other choices.

Lie groups/Lie algebras. Passing from a Lie group G to a Lie algebra g

can be done using either left- or right-invariant vector fields. Hence, strictly

459
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speaking, any Lie group has two associated Lie brackets and Lie algebras:
(g, [·, ·]r) and (g, [·, ·]�). They are defined on the same vector space g = TeG
and the difference between the two is only a minus sign. Note that the
two notions give rise to the same exponential map. On the other hand, all
the constructions that are performed using one bracket, say the �-bracket,
also have an r-version. For example, a (left) action G × M → M has a
corresponding infinitesimal actions (both Lie algebra homomorphisms!):

a� : (g, [·, ·]�)→ X(M), a�(v)x :=
d

dt

∣∣∣
t=0

exp(−tv) · x,(D.1)

ar : (g, [·, ·]r)→ X(M), ar(v)x :=
d

dt

∣∣∣
t=0

exp(tv) · x(D.2)

so that ar(v) = a�(−v). In practice, most authors use either the �-version
or the r-version of the theory. Often the choice is made so that the induced
Lie bracket on gl(V ) is the commutator: the �-version by authors using our
convention for the Lie bracket of vector fields, and the r-version when the
anticommutator of derivations is used. The passage from one choice to the
other is obvious.

Similar to the previous discussion, some authors prefer left actions while
others prefer right actions. In principle, as should be clear by comparing
(D.1) and (D.2), it is somewhat more natural to use left actions in combina-
tion with the r-bracket, and right actions in combination with the �-bracket.
Still, many authors, including ourselves, prefer to focus on left actions, even
when using [·, ·]�. For more details on the consequences of our choices see
Appendix A.

Lie groupoids/Lie algebroids. When talking about Lie groupoids G ⇒
M and their Lie algebroids there is also an �- and an r-facet of the story.
The situation is a bit more involved, since there are now two vector bundles

A�(G) = u∗Ker dt, Ar(G) = u∗Ker ds.

Representing their sections as left/right-invariant vector fields on G one ob-
tains two brackets and two Lie algebroids

(A�(G), [·, ·]�, ρ�), (Ar(G), [·, ·]r, ρr).

They are isomorphic via the differential of the inversion map dι. However,
the passage from one to the other becomes more difficult to keep track of,
and some notions that coincided for Lie groups become now distinct. For
instance, we have now two exponential maps — see Problem 13.14 for exp�
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— fitting into a commutative diagram

Γcpl(A
r(G))

dι
��

expr

�� Γr(G)

ι

��
Γcpl(A

�(G))
exp�

�� Γ�(G)

In the literature both brackets are used. An easy trick to navigate be-
tween the two conventions in the literature is by replacing a Lie groupoid
G ⇒ M with its opposite groupoid Gop ⇒ M . Here are a few examples. For
instance, using [·, ·]r, the authors usually make the following choices:

- The homotopy groupoid Π(M) ⇒ M of a manifold M is defined
as we have done in our book, with s[γ] = γ(0) and t[γ] = γ(1). In
this way the homotopy groupoid acts on M naturally from the left.

- The target map t : (Σ,Ω) → (M,π) of a symplectic groupoid is a
Poisson. In this way, it is the left action of Σ on itself that becomes
a symplectic groupoid action.

In contrast, using [·, ·]�, the authors usually choose to do the following:

- Define the homotopy groupoid with s[γ] = γ(1) and t[γ] = γ(0)
and with multiplication defined using the concatenation opposite
to how we define it. In this way the natural action on M is from
the right.

- Require the source map s : (Σ,Ω)→ (M,π) of a symplectic group-
oid to be Poisson. In this way, it is the right action of Σ on itself
that becomes Hamiltonian.

In general, the works that use [·, ·]r give preference to left actions, while for
[·, ·]� the preference is for right actions. This is not the case in this book.

The choices in the book. Although the authors of this book have used
other conventions before, such as the r-bracket and left actions, here we con-
sider the �-bracket and left actions, as we have already mentioned. For Lie
groups the �-bracket seems to be the most common choice in the literature,
as explained earlier. For this reason we use it for both Lie groups and Lie
groupoids. On the other hand, since our preference is for left actions the
following hold:

- We use the initial point γ(0) of a path γ to define the source map
of the homotopy groupoids Π(M), Π(M,F), Π(M,π).

- We require the target map of symplectic groupoids to be Poisson.
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How to move to the r-bracket. Let us point out how to write the most
relevant formulas of the last chapters using right-invariant vector fields and
the r-bracket — while keeping all the other conventions.

- For a left action of G on μ : S →M , the r-version of the infinitesi-
mal action (13.6) is

ar
p : Ar

x(G)→ TpS, ar
p := dxRp,

where (compare with (13.5))

Rp : s
−1(μ(p))→ S, g �→ g · p.

- For a symplectic groupoid (Σ,Ω) ⇒ M , the induced Lie algebroid
isomorphism from Theorem 14.10 has the following r-version:

σr
Ω
: Ar(Σ)→ T ∗M, α �→ u∗(iαΩ).

- The symplectic structure of the cotangent bundle of a Lie groupoid
G ⇒ M from Example 14.24 changes sign:

(T ∗G, ωcan) ⇒ Ar(G)∗.
- The formulas (C0) and (C1) in Proposition 14.30 become

i−→αΩ = t∗(σr
Ω
(α)), i−→α dΩ = 0.

- In Propositions 14.42 and 14.45, the moment map condition be-
comes

μ∗(σr
Ω
(α)) = iar(α)ω.
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variétés de Poisson régulières (French, with English summary), Publ. Mat. 33 (1989), no. 3,
423–430, DOI 10.5565/PUBLMAT 33389 04. MR1038481

[90] Sigurdur Helgason, Differential geometry, Lie groups, and symmetric spaces, corrected
reprint of the 1978 original, Graduate Studies in Mathematics, vol. 34, American Math-
ematical Society, Providence, RI, 2001, DOI 10.1090/gsm/034. MR1834454

Author's preliminary version made available with the permission of the publisher, the American Mathematical Society.

https://www.ams.org/mathscinet-getitem?mr=2186993
https://www.ams.org/mathscinet-getitem?mr=3632892
https://www.ams.org/mathscinet-getitem?mr=3803786
https://www.ams.org/mathscinet-getitem?mr=1876934
https://www.ams.org/mathscinet-getitem?mr=2683456
https://www.ams.org/mathscinet-getitem?mr=1395934
https://www.ams.org/mathscinet-getitem?mr=1739368
https://www.ams.org/mathscinet-getitem?mr=1959580
https://www.ams.org/mathscinet-getitem?mr=1826501
https://www.ams.org/mathscinet-getitem?mr=1191570
https://www.ams.org/mathscinet-getitem?mr=1126117
https://www.ams.org/mathscinet-getitem?mr=633290
https://www.ams.org/mathscinet-getitem?mr=1953353
https://www.ams.org/mathscinet-getitem?mr=2811595
https://www.ams.org/mathscinet-getitem?mr=3250302
https://www.ams.org/mathscinet-getitem?mr=217226
https://www.ams.org/mathscinet-getitem?mr=1124967
https://www.ams.org/mathscinet-getitem?mr=1771134
https://www.ams.org/mathscinet-getitem?mr=1153760
https://www.ams.org/mathscinet-getitem?mr=1038481
https://www.ams.org/mathscinet-getitem?mr=1834454


468 Bibliography

[91] Josef Hofbauer and Karl Sigmund, Evolutionary games and population dynamics, Cambridge
University Press, Cambridge, 1998, DOI 10.1017/CBO9781139173179. MR1635735

[92] Johannes Huebschmann, Poisson cohomology and quantization, J. Reine Angew. Math. 408
(1990), 57–113, DOI 10.1515/crll.1990.408.57. MR1058984

[93] Vladimir Itskov, Mikhail Karasev, and Yurii Vorobjev, Infinitesimal Poisson cohomology,
Coherent transform, quantization, and Poisson geometry, Amer. Math. Soc. Transl. Ser. 2,
vol. 187, Amer. Math. Soc., Providence, RI, 1998, pp. 327–360, DOI 10.1090/trans2/187/03.
MR1728670
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Travaux mathématiques. Fasc. XVI, Trav. Math., vol. 16, Univ. Luxemb., Luxembourg,
2005, pp. 121–137. MR2223155

[146] Frank W. Warner, Foundations of differentiable manifolds and Lie groups, Scott, Foresman
and Co., Glenview, Ill.-London, 1971. MR0295244

[147] Alan Weinstein, The local structure of Poisson manifolds, J. Differential Geom. 18 (1983),
no. 3, 523–557. MR723816

[148] Alan Weinstein, Errata and addenda: “The local structure of Poisson manifolds” [J. Dif-
ferential Geom. 18 (1983), no. 3, 523–557; MR0723816 (86i:58059)], J. Differential Geom.
22 (1985), no. 2, 255. MR834280

[149] Alan Weinstein, Poisson structures and Lie algebras, The mathematical heritage of Élie
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A-differential, 207
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A-path homotopy, 249, 301, 346
action-angle coordinates, 307
action Lie algebroid, 199, 332
action Lie groupoid, 318

adjoint action, 430
adjoint representation, 430
affine Poisson structure, 37, 116

almost Dirac structure, 138
anchor map, 197
anti-Poisson involution, 180
Atiyah algebroid, 336

backward Dirac map, 141
basic form, 433, 453

biderivation, 25
bisection, 359
bivector field, 23

decomposable, 31
nondegenerate, 32
Poisson, 26
rank, 43

bundle of Lie algebras, 331
bundle of Lie groups, 317

Cartan’s magic formula, 436
Casimir function, 6, 201
chart

Darboux, 439

foliated, 447

Weinstein splitting, 44

Chevalley-Eilenberg complex, 427

Christoffel symbols, 253, 267

coadjoint action, 432

coadjoint orbits, 37, 432, 441

coadjoint representation, 432

cohomology

foliated, 208, 452

Lie algebra, 208, 427

Lie algebroid, 208

Poisson, 200

compactly supported, 219

coisotropic embedding, 178

coisotropic reduction, 176

coisotropic submanifold, 172, 173, 198

characteristic distribution of, 176

characteristic foliation of, 176

compact Lie algebra, 54, 162

compactly supported

time-dependent vector field, 434

compactly supported Poisson
cohomology, 219

complete

infinitesimal action, 429

Poisson map, 309

Poisson submanifold, 160

section, 328, 360

symplectic realization, 326, 368

time-dependent vector field, 434

completely integrable 1-form, 34, 41,
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Conn’s Linearization Theorem, 54
conormal space, 52
constant Poisson structure, 11, 36, 106,

374
contravariant

derivative, 257
parallel transport, 260
Stokes’s Theorem, 231
vector bundle, 253

contravariant connection, 253, 265, 395
Bott, 255, 262
characteristic class, 256
Christoffel symbols, 253, 267
curvature, 254
dual, 266
flat, 254, 260
geodesic, 266
nonlinear, 295
on a Poisson manifold, 265
on a vector bundle, 253
parallel transport, 260
torsion, 265
torsion-free, 267

coregular Poisson-Dirac submanifold,
169

cosymplectic structure, 71
cosymplectic submanifold, 86
cotangent

homologous, 242
homotopy, 228
loop, 242
map, 226
path, 223
path-homotopy, 234

cotangent Lie algebroid, 198, 339
cotangent Lie groupoid, 344
cotangent map, 226

boundary of, 227
integral along, 230
restriction to submanifold, 227

cotangent path, 84
integral along, 229
lift, 293
parallel transport along, 260, 299
reparameterization, 224
reversed, 225

coupling construction, 76, 79, 151
Courant bracket, 153
cover groupoid, 321
curl operator, 220

Darboux chart, 439

Darboux’s Theorem, 439
derivation

of a vector bundle, 333
symbol of, 333

Dirac bracket, 90
Dirac manifold, 138

presymplectic leaf of, 141
Dirac map

backward, 141
forward, 141

Dirac structure, 138
Φ-invariant, 145
almost, 138
constant, 134
diffeomorphism of, 142
gauge equivalent, 150
gauge transform, 136, 150
kernel, 135
Poisson support, 140
pullback, 136, 142
pushforward, 136, 145
quotient, 147
range, 135
regular, 141
twisted, 156

distribution
involutive, 448
regular, 448
singular, 456

Dorfman bracket, 137, 199
dual of a Lie algebroid, 339, 376
dual pair, 119, 405

Ehresmann connection, 290
complete, 290
flat, 290

Euler vector field, 213
exponential map

Lie groupoid, 360

fiberwise linear multivector field, 340
flow of a section, 222
foliated chart, 447
foliated cohomology, 452
Foliated Darboux Theorem, 453
foliated form, 452

closed, 452
nondegenerate, 452
symplectic, 33, 69, 453

foliation, 447
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codimension 1, 449
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holonomy, 325
holonomy groupoid of, 325
homotopy groupoid of, 324
leaf, 447, 456
linear, 77
modular class, 218
plaque, 449
Reeb, 70
regular, 198, 447
simple, 119, 148, 449
singular, 29, 454, 456
symplectic (regular), 33, 69, 453

form
basic, 433, 453
foliated, 453
horizontal, 433
invariant, 433
left-invariant (on a Lie group), 427
left-invariant (on a Lie groupoid), 329
Maurer-Cartan, 114, 428
multiplicative, 362
multiplicative symplectic, 363
multiplicatively exact, 362
on a Lie algebroid, 207
presymplectic, 141
rank, 437
right-invariant (on a Lie group), 427
right-invariant (on a Lie groupoid),

329
symplectic, 437
transversely symplectic, 453

forward Dirac map, 141
frame bundle, 322
Frobenius Theorem

global version, 448
local version, 449

function group, 103, 112
fundamental class, 204

gauge groupoid, 319
gauge transform, 137
gauge transformation

of Dirac structure, 136, 150
of generalized tangent bundle, 149
of Poisson structure, 93, 150
of symplectic realization, 151

general Lie algebroid, 333
general Lie groupoid, 322
generalized differential, 142
generalized tangent bundle, 134, 137

automorphism of, 149
gauge transformation, 149

geodesic, 266
flow, 267, 395
spray, 267

Gotay’s Theorem, 179
group of spherical periods, 338
groupoid, 313

action, 292
inverse map, 313
Lie, 314
multiplication, 313
transitive, 319
unit map, 313

Hamiltonian action, 17, 18, 162, 443
moment map of, 17, 18, 443

Hamiltonian diffeomorphism, 7
Hamiltonian group, 7
Hamiltonian isotopy, 7
Hamiltonian space, 10, 17, 74, 112, 122,

287, 443
symplectic groupoid, 388
weak, 116

Hamiltonian vector field, 3, 29, 202, 437
Hausdorff integrable, 352
holonomy

foliation, 325
groupoid, 325

homotopy groupoid, 292
of a foliation, 324
of a Lie algebroid, 346
of a manifold, 292, 317
of a Poisson manifold, 301, 326

horizontal form, 433
Hurewicz homomorphism, 243

identity groupoid, 317
infinitesimal action

of a Lie algebra, 429
of a Lie algebroid, 301
symplectic, 442

initial submanifold, 450
integrability problem, 377, 395
integrable lattice, 105, 303
integrable Poisson manifold, 377
integrable system, 10
integral affine chart, 306
integral affine structure, 306

transverse, 311
integration of Lie algebroid, 328, 352
invariant form, 433
invariant volume form, 202, 203
isotropy group
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of a groupoid, 315
isotropy Lie algebra, 50

of a Lie algebroid, 330
of a Poisson manifold, 50
of an infinitesimal action, 430

Jacobi identity, 425

Kirillov-Kostant-Souriau symplectic
form, 74

Lagrangian fibration, 302
Lagrangian submanifold, 172
lattice, 104, 303

integrable, 105, 303
leaf of a foliation, 447, 456
leaf space (of a Poisson manifold), 91
Leibniz identity, 197
Libermann’s Theorem, 118, 147, 355
Lie algebra, 425

action, 429
adjoint, 430
coadjoint, 432
linear, 430
orbit, 435
symplectic, 442

central extension, 40
cocycle, 38
cohomology, 427
cohomology with coefficients, 428
compact, 54, 162
complete action, 429
homomorphism, 426
isotropy, 430
representation, 428, 431

adjoint, 430
coadjoint, 432

semisimple, 54, 428
structure constants, 425
unimodular, 203

Lie algebroid, 28, 197, 326
action, 284, 301, 332

integrable, 333
integration of, 333

central extension, 337
cohomology, 208
complete section, 328, 360
differential, 207
dual, 339, 376
flow of a section, 222
form, 207
integrable, 328, 352

integration of, 328, 352
isotropy Lie algebra, 330
morphism, 211

integration of, 330
of a Dirac structure, 199
of a foliation, 198
of a Lie groupoid, 327
of a Poisson structure, 198, 339

of an infinitesimal action, 199
orbit, 338
pullback along map, 335
regular, 331
representation, 359
singular foliation of, 199
subalgebroid, 330
transitive, 212, 337

Lie algebroid action, 332

Lie bracket, 425
Lie derivative

along time-dependent vector field,
435

of multivector field, 27
Lie group, 316, 425

action, 428
adjoint, 430
coadjoint, 432
free, 432
Hamiltonian, 17, 18, 162, 443
isotropy group, 428
linear, 430

locally free, 432
orbit, 428, 450
Poisson, 17, 183
proper, 432
symplectic, 441

homomorphism, 426
representation, 431

adjoint, 430
coadjoint, 432

Lie groupoid, 314

action, 323
bisection, 359
connected component of the identity,

358

exponential map, 360
isotropy group, 315
left translation, 314
morphism, 315
multiplicative form, 362
multiplicative symplectic form, 363
multiplicatively exact form, 362
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non-Hausdorff, 352
orbit, 315
pullback along map, 320
representation, 358
restriction to submanifold, 320
right translation, 314
s-fiber, 314
subgroupoid, 316
symplectic, 363
t-fiber, 314
transitive, 319

Lie’s function group, 103, 112
Lie’s Theorems, 345

Lie algebras, 346, 427
Lie algebroids, 345, 346, 348, 351

linear approximation
to Poisson structure, 51
transverse, 52

linear foliation, 77
linear Poisson holonomy, 262, 264
linear Poisson structure, 11, 36, 74, 111,

208, 286, 369, 375
Slodowy slice, 97

linear vector field, 431
linearizable Poisson structure, 53
Liouville 1-form, 440
Liouville volume form, 439
Local Splitting Theorem, 44
local symplectic realization, 125
log-symplectic Poisson structure, 49, 73,

203, 210
singular locus of, 49

LV-type Poisson structure, 14, 107, 371,
375

Maurer-Cartan form, 114, 428
modular class

of a foliation, 218
of a Poisson manifold, 256
of a Poisson structure, 203

modular vector field, 202
moduli space of Poisson structures, 206
moment map, 17, 18, 443

symplectic groupoid action, 388
monodromy group, 411
monodromy map, 347, 411
Morita equivalence, 405
morphism of Lie algebroids, 211
morphism of Lie groupoids, 315
Moser’s Lemma

for Poisson structures, 94, 214
for symplectic structures, 440

multiderivation, 25
multiplicative form, 362

exact, 362
symplectic, 363

multivector field, 23
Φ-related, 30
fiberwise linear, 340
integral along cotangent map, 230
interior product, 42
Lie derivative, 27
local representation, 24
pushforward, 30
wedge product, 24

Nijenhuis torsion, 357
nondegenerate Poisson structure, 373
nonlinear A-connection, 294, 301
normal space, 52
Novikov’s Theorem, 71

orbit
of a Lie algebra action, 435
of a Lie algebroid, 338
of a Lie group action, 450
of a Lie groupoid, 315
of a Poisson manifold, 5, 63, 67

orbit foliation, 284
of a Lie algebra action, 435
of a Lie algebroid, 338
of a Lie group action, 450
of a Lie groupoid, 315

π-orthogonal, 86, 157
pair groupoid, 317
parallel curve, 259
parallel transport, 260, 299

along A-connection, 274
along nonlinear A-connection, 294,

301
plaque, 449
Poisson action, 17, 183
Poisson bivector, 26
Poisson bracket, 3

Jacobi identity, 3, 5
Leibniz identity, 3
of symplectic manifold, 438
structure functions, 4

Poisson cohomology, 42, 200
compactly supported, 219
fundamental class, 204
linearization class, 216
Mayer-Vietoris sequence, 218
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modular class, 203, 256
relative to a leaf, 212
restricted to a leaf, 212

Poisson diffeomorphism, 6
affine, 38

Poisson differential, 200
Poisson homology, 219
Poisson homology group, 242

Poisson homotopy cover, 80, 326
Poisson homotopy group, 237
Poisson homotopy groupoid, 301, 326,

395

Poisson involution, 180
Poisson manifold, 3, 26

cotangent Lie algebroid of, 198, 339
exact, 204
fundamental class of, 204
integrable, 377
leaf space, 91
linear model around leaf, 79
linearization class of, 216

modular class, 203
modular class of, 256
nonintegrable, 411, 412
orbit of, 5, 63, 67
symplectic foliation of, 63, 67, 69
symplectic integration, 377, 378
symplectic leaf of, 6, 63
unimodular, 203

Poisson map, 3

complete, 283, 309
Poisson relation, 190
Poisson structure, 26

2-dimensional, 47
affine, 37, 116
canonical, 9
constant, 11, 36, 106, 374
family, 33, 39
gauge equivalent, 93, 150
gauge transform, 93, 150

isotropy Lie algebra, 50
Jacobi identity, 26, 28
Leibniz identity, 28
linear, 11, 36, 74, 111, 208, 286, 369,

375
linear approximation, 51
linearizable, 53
log-symplectic, 49, 73, 203, 210

singular locus, 49
LV-type, 14, 107, 371, 375
moduli space of, 206

nondegenerate, 32, 290, 373
quadratic, 13, 109, 373
quotient, 14, 17, 147, 376
rank, 43
regular, 69, 209, 235
regular point of, 46
singular point, 47
structure functions, 4
transverse, 94
transverse linear approximation, 52
zero, 10, 104, 235, 288, 374

Poisson submanifold, 157
complete, 160
embedded, 157
immersed, 157

Poisson support (of Dirac structure),
140

Poisson transversal, 86
Poisson vector field, 7, 27, 202
Poisson-Dirac submanifold, 165

coregular, 169
Poisson-Lie group, 19
polyvector field, 23
pre-Poisson reduction, 187
pre-Poisson submanifold, 184

characteristic foliation of, 187
prequantization bundle, 338
prequantization Lie algebroid, 337
presymplectic form, 141
presymplectic leaf, 141
pullback Dirac structure, 136, 142
pullback Lie algebroid, 336
pullback Lie groupoid, 321
pushforward Dirac structure, 136, 145

quadratic Poisson structure, 13, 109,
373

quotient Dirac structure, 147
quotient Poisson structure, 14, 17, 147,

376

reduction
Dirac, 147
symplectic, 148, 444

Reeb foliation, 70
Reeb Stability Theorem, 77
Reeb vector field, 71
regular Dirac structure, 141
regular foliation, 198, 447

symplectic, 33, 41, 69
regular Lie algebroid, 331
regular point, 46
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regular Poisson structure, 69, 209, 235
relative Poisson cohomology, 212
reparameterization, 224
restricted Poisson cohomology, 212
Riemannian integrable, 352

Schouten bracket, 25, 26, 220
semisimple Lie algebra, 54, 428
sheaf of vector fields, 455
singular folation, 454, 456
singular point, 47
slice (to symplectic leaf), 85
Slodowy slice, 97
source map, 313
splitting chart, 44
Stokes’s Theorem, 231
structure equations, 111, 112
structure functions, 4
submanifold

coisotropic, 172
cosymplectic, 86
Poisson, 157
Poisson submanifold

complete, 160
Poisson transversal, 86
Poisson-Dirac, 165

coregular, 169
pre-Poisson, 184

submersion groupoid, 317
submodule of vector fields, 454

compactly supported, 454
involutive, 454
local, 454
localization, 455

symbol of derivation, 333
symbols, list of, xvii
symplectic action, 441
symplectic foliation

of a Poisson manifold, 63, 67, 69
regular, 33, 41, 69, 453

symplectic form, 437
symplectic groupoid, 363

action, 388
symplectic integration, 377, 378, 395
symplectic leaf, 6, 63, 67

conormal space, 52
normal space, 52

symplectic manifold, 437
exact, 444

symplectic map, 10, 437
symplectic quotient, 148, 444
symplectic realization, 101, 269, 270

complete, 128, 283, 326, 368
infinitesimal action, 284
local, 125
proper, 128

symplectic realizations
non-Hausdorff, 356

symplectic reduction, 148, 444
symplectic structure, 9, 32, 437
symplectic vector field, 438
symplectomorphism, 437

tangent Lie algebroid, 334
tangent Lie groupoid, 321
target map, 313
torsion, 265
transitive Lie algebroid, 212, 337
transitive Lie groupoid, 319
transverse integral affine structure, 311
transverse Poisson structure, 94
transversely symplectic form, 453
twisted Dirac structure, 156

variation of symplectic area, 246, 249,
411

vector field
Euler, 213
Euler-like, 214
flow, 318, 433
Hamiltonian, 3, 29, 202, 437
integral along cotangent path, 229
Lie derivative, 435
modular, 202
Poisson, 7, 27, 202
Reeb, 71
right/left invariant (in a groupoid),

327
symplectic, 438
time-dependent, 433, 434

compactly supported, 434
complete, 434

vertical foliation, 284

weak Hamiltonian space, 116
Weinstein groupoid, 346
Weinstein splitting chart, 44
Weinstein Splitting Theorem, 44
Whitehead’s Lemma, 428

zero of Poisson structure, 51
linear approximation at, 51

zero Poisson structure, 10, 104, 235,
288, 374
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