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Abstract—This paper studies false data injection attacks against automatic generation control (AGC), a fundamental control system used in all power grids to maintain the grid frequency at a nominal value. Attacks on the sensor measurements for AGC can cause frequency excursion that triggers remedial actions such as disconnecting customer loads or generators, leading to blackouts and potentially costly equipment damage. We derive an attack impact model and analyze an optimal attack, consisting of a series of false data injections, that minimizes the remaining time until the onset of remedial actions, leaving the shortest time for the grid to counteract. We show that, based on eavesdropped sensor data and a few feasible-to-obtain system constants, the attacker can learn the attack impact model and achieve the optimal attack in practice. This paper provides essential understanding on the limits of physical impact of false data injections on power grids, and provides an analysis framework to guide the protection of sensor data links. Our analysis and algorithms are validated by experiments on a physical 16-bus power system testbed and extensive simulations based on a 37-bus power system model.

I. INTRODUCTION

Power grids maintain operation by various closed-loop control systems. Being at the interface between cyberspace intelligence and physical infrastructures, these control systems become attractive targets for cyber-attackers who aim at causing service outage and infrastructural damage. Recent high-profile intrusions such as the Stuxnet [1] and Dragonfly [2], [3] have alerted us to a general class of integrity attacks called false data injection (FDI) [4]. The Stuxnet worm attacked nuclear centrifuges by injecting false control commands and forging normal system states. Its design and architecture are not domain-specific [1]; they could be readily customized against other systems like power grids. Similarly, in Dragonfly, the attacker was able to gain access to power grid control systems. More generally, insider attacks are well documented [5] that occurred on critical infrastructures and produced severe consequences. Hence, research must address strong adversaries who are quite knowledgeable about their target control systems and have the ability to eavesdrop on and tamper with real-time data in the control loops.

In this paper, we study FDI attacks that corrupt real-time data in the feedback loop of automatic generation control (AGC) [6], a fundamental control system used in all power grids to maintain the grid frequency at its nominal value (50 or 60 Hz). AGC is an attractive target for attackers, because a successful FDI attack against AGC can cause catastrophic consequences. In a grid, imbalance between power generation and consumption will lead to deviation of the grid frequency from its nominal value. AGC maintains the grid frequency by adjusting the output power of generators based on measurements collected from sensors distributed in the grid. The grid frequency under AGC control is a safety-critical global parameter of the grid. A frequency deviation caused by an attack will propagate to the entire grid and trigger remedial actions such as disconnecting generators or customer loads. Such unscheduled actions may cause equipment damage and cascading failures leading to massive blackouts. Moreover, AGC is a highly automated system that requires minimal supervision and intervention by human operators. Once compromised, it may cause the grid frequency to deviate quickly.

Given its credibility and severe consequences, FDI against AGC has attracted initial research attention [7], [8], [9], [10]. However, these studies were conducted in a constrained adversarial setting, by assuming that the attacker will follow limited predefined templates, such as injections of signal scaling, ramps, surges, and random noises [7], [10], and constant or random packet delays [8], [9]. Instead of following any prescribed templates, resourceful real-world attackers targeting critical infrastructures are likely to be strategic, and their tactics can adapt during attacks. For example, a preliminary phase of the attack may be designed to uncover system configurations and surveil real-time data to design FDIs that, in subsequent phases, will cause the largest frequency deviation. However, a basic understanding of such strategic AGC attacks that aim to maximize their physical impact is still lacking.

To advance our understanding, in this paper we study strategic attackers and analyze an optimal attack in which FDIs on sensor measurements for AGC mislead the grid frequency to exceed certain safety-critical thresholds within the shortest time, without tripping at any integrity checks on the sensor data. Such an attack leaves the shortest time for the grid to counteract before costly and possibly errant remedial actions must kick in. Understanding the optimal attack under various constraints on the attacker’s capability (e.g., the number of sensor data links that he can compromise) provides practical insights on strengthening the security of AGC. For instance, we can assess which sensor data links should receive the
highest priority for protection, so that the grid frequency can be kept within a safe region until an ongoing attack is detected and isolated. Note that in this paper we focus on FDI attacks against sensor data needed for the AGC. However, our analysis can be readily extended to address FDI attacks on other data types such as AGC commands sent to generators.

Our contributions in this paper are in answering the following two fundamental research questions. First, how to formulate the optimal attack against the AGC? Based on a classical AGC model in power engineering, we derive a closed-form Laplace-domain model for the impact of a series of FDIs on the grid frequency. To the best of our knowledge, we provide a first rigorous analysis of this problem. Based on a time-domain counterpart of the derived model, we develop an efficient linear programming algorithm to compute the optimal attack. Second, is the optimal attack achievable by the attacker? We answer this question with respect to the knowledge needed about the grid to guide the attack. Our analysis shows that it is feasible for the attacker to learn the attack impact model stealthily, based on eavesdropped sensor data and a few system constants that are either public knowledge or can be obtained in an advanced persistent threat (APT) scenario (e.g., via social engineering against employees of the grid operator). Then, the attacker can use the learned model to compute the optimal attack. Our measurements on a working system prototype further confirm the feasibility of the attack. This result suggests the importance of understanding optimal FDI attacks and their implications.

To validate and illustrate our analysis, we conduct extensive PowerWorld [11] simulations based on a 37-bus power system model. We compare the impact caused by the optimal attack and two limited attacks of random and surge injections [7]. We show that the limited attacks are ineffective because their effects can be corrected by the feedback control loop. Moreover, we conduct real experiments on a physical 16-bus power system testbed equipped with a 13.5 kV A generator and a variable load to demonstrate the achievability of the optimal attack in practice.

The balance of the paper is organized as follows. Section II presents preliminaries and related work. Section III defines the FDI attack. Sections IV and V address the two research problems that we outlined above. Section VI discusses countermeasures and a few practical considerations. Sections VII and VIII present our PowerWorld simulations and testbed experiments, respectively. Section IX concludes.

II. PRELIMINARIES AND RELATED WORK

A. Preliminaries

To maintain the grid frequency at its nominal value, AGC adjusts the input mechanical power setpoints of the generators [6]. For trading purposes, AGC also maintains the power export (or import) of an area, which is part of a grid and typically operated by a utility company. A transmission line connecting two buses belonging to two areas is called a tie-

line. Fig. 1 illustrates a three-area grid with 37 buses, where the dotted lines represent the tie-lines. The power export of an area, i.e., the total power transmitted over all the tie-lines from the area, is maintained at a scheduled value by AGC. For the i-th area, based on measured deviations of the grid frequency and the power export from their nominal values (denoted by $\Delta \omega_i$ and $\Delta p_{E_i}$), the area control error (ACE) is $ACE_i = \alpha_i \cdot \Delta p_{E_i} + \beta_i \cdot \Delta \omega_i$, where $\alpha_i$ and $\beta_i$ are constants. Usually, only a subset of the generators are under AGC. The ACE is updated every AGC cycle that is typically two to four seconds [6], and sent to generators to determine their setpoints.

Tie-line power flow sensors that measure $\Delta p_{E_i}$ can be noisy and faulty. State estimation (SE) [4] can reduce measurement noise and detect faulty sensor data. However, due to limited compute capability in the past, legacy power grids often execute SE at five-minute intervals and do not apply it to improve the sensor data for the AGC. Recently, high-performance computing has significantly reduced the execution time of SE [13] and made it feasible for AGC. In this paper, we pipeline SE and AGC to address the latest idea that SE can enhance AGC’s reliability [14]. However, it is easy to remove SE from our analysis if we need to model legacy systems faithfully (see Section III-A). The simulations in Section VII consider both AGC alone and AGC in combination with SE. We adopt an SE approach as follows. Let $z = [z_1, z_2, \ldots, z_m]^T$ denote all the power flow sensors’ measurements. The grid state, denoted by $x = [x_1, \ldots, x_n]^T$, consists of voltage angles of all the buses. The relationship between $z$ and $x$ is $z = Fx + e$, where $F$ is the measurement matrix and $e$ is the noise. SE estimates $x$ as $\hat{x} = (F^T V F)^{-1} F^T V z$, where $V$ is a weight matrix. The power export deviation $\Delta p_{E_i}$ can be computed from an improved measurement vector $\hat{z} = F \hat{x}$. The SE’s bad data

\footnote{We use the 37-bus model in Fig. 1 as a case study system throughout this paper. Its scale generally represents small-/mid-scale grids. According to our rough count based on a grid topology database [12], a major fraction of 130 national grids consist of less than 37 buses.}
behavior (BDD) raises an alarm if \( \|z - \hat{z}\|_2 \) is greater than a threshold [4].

Fig. 2 overviews the AGC. A control center of the area \( i \) collects \( z \) from distributed sensors and estimates the grid state \( \hat{x} \) using SE. Based on the \( \Delta p_E \) computed from \( \hat{z} = F \hat{x} \) and the measured grid frequency deviation \( \Delta \omega_i \), the control center computes \( \text{ACE}_i \) and transmits it to the generators. This process is performed every AGC cycle. To help the reader, we provide a summary of the notations at the end of this paper.

B. Related Work

As discussed in Section I, existing studies on the security of AGC [7], [8], [9], [10] adopt limited attack templates that cannot well characterize real-world attackers. Reachability algorithms have been used to check the existence of a series of FDI attacks that will lead to the breach of a safety condition [15], [16]. In contrast to qualitative reachability analysis, we compute the minimum time until the grid frequency deviates to an unacceptable value, which provides a quantitative vulnerability metric in a worst-case sense.

Liu et al. [4] analyze the conditions for FDI attacks on the sensor measurement \( z \) to bypass the BDD of SE. Specifically, if an attacker adds an attack vector \( a = Fc \) to \( z \), where \( c \) is an arbitrary vector, the BDD cannot detect the attack and the grid state will be estimated wrongly as \( \hat{x} + c \). Hendrickx et al. [17] show that the problem of minimizing the number of non-zeros in \( a \) is NP-hard. The FDI attacks can mislead grid operations. Rahman et al. [18] construct a model checker to search for attack vectors that can increase the grid’s generation cost by a specified percentage. The physical impact of FDI attacks has received little attention. In this paper, we analyze this impact in terms of disruptions of the grid frequency.

Beyond power grids, the security of a broader class of cyber-physical systems has received increasing attention. Amin et al. [19] perform threat assessment of water supply SCADA systems. Cárdenas et al. [20] study the impact of attacks on a chemical reactor process control system. The optimal attack analysis approach advanced in this paper can likewise be applied to other cyber-physical control systems besides AGC. In [21], [22], fundamental limits of secure SE, as well as attack detection and identification, are studied under a general linear control system model. They consider arbitrary FDI attacks on the control and sensor data. However, they fall short of analyzing the attacks’ optimality.

III. ATTACK MODEL AND OBJECTIVE

A. Attack Model

In this paper, we focus on a general class of FDI attacks on the power flow sensor measurement vector \( z \), which can be achieved by compromising physical sensors, sensor data communication links, and data processing programs at the control center. Hacking geographically distributed physical sensors is tedious and hard to coordinate. Although compromising computer programs at the strongly protected control center is not impossible given existing similar attacks [1], [2], targeting the sensor data links may pose a lower bar for the attacker. To be cost effective, power grids often leverage existing network infrastructures (e.g., those leased from third-party service providers) and set up virtual private networks (VPNs) as logically isolated channels to collect data from the distributed sensors [10], [23]. However, such software-based protection cannot guarantee security, because of pervasive software vulnerabilities. For instance, our own experiments have achieved a successful attack by exploiting the Heartbleed bug [24]. The attacker can also launch stepping stone attacks and compromise the VPN software providers first as in the Dragonfly attacks against power grids [2]. By leveraging compromised VPNs, the attacker can mount the attack at a few central spots of the communication network to tamper with the data from many sensors.

ACE signals and frequency measurements are two other important data streams in AGC’s control loop. The data links from the control center to the generators for transmitting ACE signals are usually well protected (e.g., by physically isolated cables) because of their limited quantity. For instance, in Fig. 1, at most nine links to the generators need to be protected, whereas there are 81 sensors feeding the SE and AGC. The grid frequency is a global parameter of the grid. Its measurements by remote sensors can be easily verified by frequency sensors inside the secured control center. These observations motivate us to focus on FDI attacks on power flow measurements in \( z \). However, our analysis and algorithms can be extended to address FDI attacks on the ACEs and frequency measurements. For instance, in the experiments we report in Section VIII for a physical 16-bus power system tested, we extend our approach to address FDI attacks on frequency measurements.

For an FDI attack on \( z \) to be stealthy, it needs to bypass the BDD of SE. Moreover, the grid operator may apply other data quality checks on \( z \). For instance, \( z \) should not change significantly over a short time period. Intuitively, if each element of the FDI attack vector \( a \) is bounded around zero, these data quality checks, designed to be insensitive to natural random noises in \( z \), will not be alerted. In this paper, we consider an attack model consisting of the following two assumptions:

**(1) Attack’s stealthiness:** There exist constant vectors \( a_{\min} \) and \( a_{\max} \) where \( a_{\min} \leq 0 \leq a_{\max} \), such that for any FDI attack vector \( a \), the compromised measurement vector, i.e., \( z + a \), can pass all the data quality checks if

\[
\text{a} = Fc \quad \text{and} \quad a_{\min} \leq a \leq a_{\max},
\]

where \( c \) is an arbitrary vector and \( a = Fc \) is the BDD’s bypass condition [4]. Note that \( x \leq y \) means that each element
of \( x \) is no greater than the corresponding element of \( y \). We assume that the attacker knows \( F \), \( a_{\text{min}} \), and \( a_{\text{max}} \) to construct attack vectors satisfying Eq. (1). Otherwise, the compromised measurement vectors will be discarded and the injected data will not enter the control loop. In this paper we focus on FDIs that can enter the control loop.

(2) **Attacker’s access to sensor measurements in \( z \):** We assume that the attacker has read access to the power flow measurements in \( z \). The attacker has write access to a subset of the elements in \( z \). Denote by \( \mathcal{W} \) the set of indices of \( z \) elements writable by the attacker and \( a[j] \) the \( j \)th element of an attack vector \( a \). Thus, the attack vector \( a \) is subject to

\[
a[j] = 0, \quad \forall j \notin \mathcal{W}.
\]

Our formulation of the optimal attack will incorporate Eqs. (1) and (2) as constraints for the attacker. Legacy power grids do not apply SE for AGC. By ignoring the condition \( a = Fe \) in Eq. (1), our analysis in this paper addresses legacy grids faithfully.

To simplify the exposition, we assume that the measurement noise \( e \) is negligible (i.e., \( e = 0 \)). Under this assumption, we can verify that the improved measurement vector by SE, i.e., \( \hat{z} \), is the same as the possibly compromised measurement vector. In other words, an attack vector injected into the raw measurement vector is not altered by the SE. When \( e \) is not negligible, we can address the alteration by replacing all the \( a \) in the rest of this paper with \( F(F^\top F)^{-1}F^\top \hat{V}_a \), where the latter is the altered attack vector. Note that, whether \( e \) is negligible or not, the original attack vector \( a \) needs to satisfy Eqs. (1) and (2).

**B. Attacker’s Objective**

Because of the constraints in Eqs. (1) and (2), the attacker may not be able to cause unsafe frequency deviation in one shot. Instead, he can craft a series of attack vectors to create the unsafe frequency excursion. If the current AGC cycle index is \( k \) and the attacker launches a series of FDI attacks from the \((k+1)\)th to the \((k+h)\)th AGC cycle with attack vectors \( a_{k+1}, \ldots, a_{k+h} \), the sequence \( \{a_{k+1}, \ldots, a_{k+h}\} \) is called an attack sequence. The following metric characterizes the effectiveness of a certain attack sequence.

**Time-to-emergency (TTE):** Given a safety region \((\epsilon_L, \epsilon_U)\) where \( \epsilon_L < 0 < \epsilon_U \), TTE is the time from the onset of an attack sequence to the first time instant when the average frequency deviation of all the areas, denoted by \( \Delta \omega \), is out of \((\epsilon_L, \epsilon_U)\).

The thresholds \( \epsilon_L \) and \( \epsilon_U \) can be set to those for triggering remedial actions. For example, we can set \( \epsilon_L = -0.5 \text{ Hz} \) and \( \epsilon_U = 0.5 \text{ Hz} \) [6]. This setting is used for all the simulations and tested experiments in this paper. Fig. 3 illustrates the TTE. The attacker’s objective is to find an attack sequence that minimizes the TTE.

**IV. OPTIMAL ATTACK SEQUENCE**

This section derives the models of the impact of an attack sequence on the grid frequency, which include a Laplace-domain model in Section IV-A and a time-domain approximation model in Section IV-B. Based on the attack impact models, in Section IV-C, we present an algorithm to compute the optimal attack sequence that minimizes the TTE.

**A. Laplace-Domain Attack Impact Model**

To derive the attack impact model, we extend Fig. 2 as Fig. 4 to incorporate more details. Several symbols in Fig. 4 are defined as follows. For an \( N \)-area grid, denote by \( \ell_{ij} \) a virtual tie-line from area \( i \) to area \( j \). The power flow over \( \ell_{ij} \) is the sum of power flows over all the real tie-lines from area \( i \) to area \( j \). For instance, Fig. 4(c) illustrates the virtual tie-lines of the three-area grid in Fig. 1. Denote by \( \Delta \omega \) and \( \Delta p_i \) the frequency deviation and the change of load in area \( i \), respectively; \( \Delta \omega \) the average of the frequency deviations of all the areas; \( \Delta p = [\Delta p_1, \ldots, \Delta p_N]^\top \). Suppose there are a total of \( L \) virtual tie-lines. Let \( T \) represent an \( L \times m \) matrix \((m \) is the number of power flow sensors\) that consists of \(-1, 0, \) and \( 1 \), and aggregates the real tie-line power flows in \( z \) as virtual tie-line power flows. That is, an element of \( Tz \) is the power flow over a virtual tie-line. Following existing approaches [6], we model the two sets of generators under and out of AGC in an area as two virtual generators, respectively. Fig. 4(b) shows a block diagram of a widely adopted Laplace-domain model [6] for the two virtual generators. Other symbols in Fig. 4 are briefly explained in the figure caption.

From a control-theoretic perspective, in the presence of DFI attacks, an AGC system can be viewed as an open-loop system with the load change \( \Delta p \) and the FDI attack vector \( a \) as the inputs, and the frequency deviation \( \Delta \omega \) and the area power export deviations as the outputs. In this section, we treat \( a \) as a vector of continuous-time variables. Denote by \( s \) the Laplace coordinates and \( \hat{x} \) the Laplace transform of \( x \). Based on the model in Fig. 4, the output \( \Delta \omega \) is given by the following equation (a detailed derivation is omitted here due to space constraints and can be found in [24]):

\[
\tilde{\Delta} \omega = \theta^\top \Phi^{-1} \Delta \hat{p} + \theta^\top \Phi^{-1} \Lambda \Psi \hat{T} \hat{a},
\]

where \( \theta = \frac{1}{N} \cdot [1, 1, \ldots, 1]^\top \in \mathbb{R}^{N \times 1} \), \( \Lambda = \text{diag}(s \cdot n_1 - 1, \ldots, s \cdot n_N - 1) \) and the expression of \( n_i \) will be presented in Section V-B when used; \( \Psi \) is an \( N \times L \) matrix consisting of \(-1, 0, \) and \( 1 \); \( \Phi \) is an \( N \times N \) matrix and its elements are expressions of the generators’ transfer functions (i.e., \( G^1(s), G^2(s), T^1(s), \) and \( T^2(s) \)). As the detailed expressions of \( \Psi \) and \( \Phi \) are not used in this paper, they are omitted but can be found in [24]. As analyzed in Section V, Eq. (3) is key for the
I
The trace for simulations driven by randomly generated traces for fidelity power system simulator. For the grid in Fig. 1, we run this, we conduct simulations using PowerWorld [11], a high-fidelity power system simulator. Notation explanation: $\Delta p_{ij}$ is the deviation of the power flow over $\ell_{ij}$ from its scheduled value; $G_i(s)$ and $T_i(s)$ are transfer functions of the speed controller and the turbine of a generator, respectively; $\Delta p_M$ is change of input mechanical power; gain $K_i$; droop constant $R_i$; total generator inertia $M_i$; load-damping constant $D_i$; superscripts 'Y' and 'N' modify the symbols for the generators under and out of AGC, respectively.

From Eq. (3), $\Delta p$ and $a$ produce additive impacts on $\Delta \omega$. From the linearity principle of Laplace transform, this additive property also holds in the time domain. To validate this, we conduct simulations using PowerWorld [11], a high-fidelity power system simulator. For the grid in Fig. 1, we run simulations driven by randomly generated traces for $\Delta p$ and $a$. The trace for $\Delta p$ is generated by scaling the steady-state load of each load bus by a zero-mean Gaussian random variable of standard deviation 0.02 per unit (p.u.), while each element of $a$ is randomly and uniformly sampled from $[-5 \text{ MW}, 5 \text{ MW}]$.

B. Regression-Based Attack Impact Model

As TTE is a time-domain metric, it is intractable to find a fastest attack sequence in the Laplace domain based on Eq. (3). Thus, we need to convert Eq. (3) to an equivalent time-domain model. However, the inverse Laplace transform of Eq. (3) is a set of extremely complex differential equations, even if the inverse Laplace transform can be discretized, an exhaustive search may be the only viable solution to the TTE minimization. The high compute overhead will render the optimal attack computationally impractical.

This section proposes a linear regression model based on a key observation from Eq. (3).

From Eq. (3), $\Delta p$ and $a$ produce additive impacts on $\Delta \omega$. From the linearity principle of Laplace transform, this additive property also holds in the time domain. To validate this, we conduct simulations using PowerWorld [11], a high-fidelity power system simulator. For the grid in Fig. 1, we run simulations driven by randomly generated traces for $\Delta p$ and $a$. The trace for $\Delta p$ is generated by scaling the steady-state load of each load bus by a zero-mean Gaussian random variable of standard deviation 0.02 per unit (p.u.), while each element of $a$ is randomly and uniformly sampled from $[-5 \text{ MW}, 5 \text{ MW}]$.

Fig. 6. Predicted $\Delta \omega$ based on regression. Prediction horizon $H$ is 34; mean absolute prediction error is 0.0014 Hz.

C. Optimal FDI Attack Sequence

Based on Eq. (4), we develop an algorithmic formulation of an optimal FDI attack sequence that minimizes the TTE. Suppose $l \in \mathbb{Z}$ and $k \in \mathbb{Z}$ are the onset time of the attack and

\[ \Delta \omega = \sum_{h=0}^{H-1} u_h^T \Delta p_{k-h} + v_h^T a_{k-h}, \]  

where $H$ is the horizon of the regression, $u_h \in \mathbb{R}^{N \times 1}$ and $v_h \in \mathbb{R}^{L \times 1}$ are the coefficients that “encode” the coefficients $\theta^T \Phi^{-1}$ and $\theta^T \Phi^{-1} \Lambda \Psi$ in Eq. (3). Eq. (4) preserves the additive property of Eq. (3). Fig. 6 shows the trace of $\Delta \omega$ predicted from a trained regression model and the ground truth in the presence of load fluctuations and random FDI attacks. We can see that the model accurately predicts $\Delta \omega$. Extensive evaluation shows that the mean absolute prediction error is on the order of 0.001 Hz, which is insignificant compared with natural fluctuations of the grid frequency on the order of 0.1 Hz. The details of the evaluation are omitted here due to space constraints and can be found in [24].
Algorithm 1: To compute the optimal attack sequence.

Input: \( \{ \Delta P_i[k \in [k-H+1, k)] \}, \{ a_i, \ldots, a_k \}, \{ u_h, v_h \} [h \in [0, H-1)] \)

Output: The attack sequence that minimizes the TTE

1: \( h = 1 \)
2: \( \text{loop} \)
3: \( \{ a_{k+1}^*, \ldots, a_{k+h}^* \} = \arg \max_{\{ a_{k+1}, \ldots, a_{k+h} \}} \Delta \omega(k + h) \) subject to that \( a_{k+1} \) satisfies Eqs. (1) and (2), \( \forall i \in [1, h] \)
4: \( \text{compute} \ \Delta \omega'(k + h) \usage{\{ a_{k+1}^*, \ldots, a_{k+h}^* \}} \) and Eq. (5)
5: \( \text{if} \ \Delta \omega'(k + h) \geq \epsilon_U \text{ then return } \{ a_{k+1}^*, \ldots, a_{k+h}^* \} \)
6: \( \{ a_{k+1}^*, \ldots, a_{k+h}^* \} = \arg \min_{\{ a_{k+1}, \ldots, a_{k+h} \}} \Delta \omega(k + h) \) subject to that \( a_{k+1} \) satisfies Eqs. (1) and (2), \( \forall i \in [1, h] \)
7: \( \text{compute} \ \Delta \omega'(k + h) \usage{\{ a_{k+1}^*, \ldots, a_{k+h}^* \}} \) and Eq. (5)
8: \( \text{if} \ \Delta \omega'(k + h) \leq \epsilon_L \text{ then return } \{ a_{k+1}^*, \ldots, a_{k+h}^* \} \)
9: \( h = h + 1 \)
10: \( \text{end loop} \)

Proposition 1. Modulo the approximation error of Eq. (5), Algorithm 1 computes the optimal attack sequence.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{Five elements of the optimal attack vectors.}
\end{figure}

\( \Delta \omega(k+h) = \begin{bmatrix}
\Delta P_{k-1} & \cdots & \Delta P_{k-h}\n0 & \cdots & 0
\end{bmatrix} + \begin{bmatrix}
u_{h-1}\n0 \vdots 0
\end{bmatrix} = \begin{bmatrix}
u_{h-1}\n0 \vdots 0 \vdots 0
\end{bmatrix}
\end{equation}

where \( \Delta P_{k-1}, \ldots, \Delta P_{k-h} \) are the forecast load changes; \( a_i, \ldots, a_k \) are the past attack vectors; \( a_{k+1}, \ldots, a_{k+h} \) are the future attack vectors to be optimized. If the attacker has no access to the load forecast, he can set \( \Delta P_{k-1} = \cdots = \Delta P_{k-h} = 0 \). We propose Algorithm 1 to compute an attack sequence. Specifically, for each \( h \) starting from one, Algorithm 1 maximizes and minimizes the grid frequency deviation \( \Delta \omega(k + h) \) subject to the stealthiness and write access constraints in Eqs. (1) and (2), and stops once \( \Delta \omega(k + h) \) exits the safety region defined by \( \epsilon_U \) and \( \epsilon_L \). We have the following proposition.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{Two examples of the effects of optimal attacks. The grid is under attack during the shaded periods. We stop a simulation once the frequency deviation exceeds the safety region \((-0.5 \text{ Hz}, 0.5 \text{ Hz})\).}
\end{figure}

V. Achieving Optimal Attack

This section analyzes whether and how an attacker can achieve the optimal attack. A model in either Eq. (3) or Eq. (4) is a prerequisite for computing the optimal attack sequence using Algorithm 1. However, such detailed models that describe the system dynamics may not be readily available. This is mainly because the real-time AGC control does not rely on these models. In this section, we discuss two approaches, active probing and passive monitoring, for the attacker to learn these models, starting from a modest amount of feasible-to-obtain prior knowledge about the grid. The former approach launches FDI attacks of small magnitudes to learn the model in Eq. (4), while the latter learns the model in Eq. (3) by passively eavesdropping on sensor data without actually tampering with them. Apparently, the latter approach is more stealthy. With the learned models, the attacker can use Algorithm 1 to strategize his attack beyond the random or heuristic attacks studied in prior work \cite{7, 8, 9, 10}.

A. Active Probing

The attacker injects a series of attack vectors of small magnitudes that satisfy the constraints in Eqs. (1) and (2) and cause grid frequency fluctuations similar to those caused by natural demand fluctuations, so that these small “probes” will neither alert the grid operator nor damage anything. For instance, in Fig. 5, the random FDIs of limited magnitudes introduce little changes to \( \Delta \omega \). Meanwhile, the attacker keeps...
than track of $\Delta p$ and $\Delta \omega$. After accumulating enough data, he can apply linear regression to learn the model in Eq. (4). The attacker can treat $v_i^T \mathbf{T}$ in Eq. (4) as a single row vector. Thus, prior knowledge of $\mathbf{T}$ is not needed. Section VII will evaluate this approach.

B. Passive Monitoring

Based on passively eavesdropped sensor measurements only, we can learn the coefficient $u_i$ in Eq. (4), but not $v_i$. Thus, we fall back on the Laplace-domain model in Eq. (3), which preserves additional information about the coefficient of $a$. Before presenting details of the passive monitoring approach, we use a barebone example to illustrate a basic challenge of the approach and a key to its success. Fig. 9 shows an abstract feedback system with scalar input $x$ and output $y$, unknown scalar gains $B_1$ and $B_2$, and malicious injection $a$ on the measurement of $y$. We can derive $y = \frac{B_1}{1+ B_1 B_2} x - \frac{B_1 B_2}{1+B_1 B_2} a$. Based on passively eavesdropped traces of $x$ and $y$, the attacker can estimate the value of $\frac{B_1}{1+ B_1 B_2}$. However, he cannot estimate the individual values of $B_1$ and $B_2$, and thus cannot derive the coefficient for $a$, i.e., $-\frac{B_1 B_2}{1+B_1 B_2}$. But if he has additional prior information about $B_1$ and $B_2$, e.g., $B_1 = B_2$, he may be able to estimate $B_1$ and $B_2$, and derive the coefficient for $a$. For the more complex AGC system, we have the following proposition.

**Proposition 2.** If the attacker knows the generator inertia $M_i$ and the load-damping constant $D_i$ in Fig. 4(b), the weights $\alpha_i$ and $\beta_i$ of the AGC algorithm in Fig. 4(a), and $\mathbf{T}$ in Eq. (3), and he can eavesdrop on the time series of load change $\Delta p_i$, virtual tie-line power flow deviation $\Delta \omega_i$, and frequency deviation $\Delta \omega_i$ for each area, he can apply system identification techniques to learn the attack impact model in Eq. (3).

The proof, which provides a detailed learning procedure, can be found in the Appendix. Now, we discuss how the attacker can obtain the constants and time series data required by Proposition 2. In the second assumption of the attack model in Section III-A, we assume that the attacker can obtain the time series of $z$ that contains $\Delta p_i$ and $\Delta \omega_i$ for each area. He can also obtain the time series of $\Delta \omega_i$ by using his own frequency sensors plugged into any power outlets in the areas. The parameters $M_i$, $D_i$, $\alpha_i$, $\beta_i$, and $\mathbf{T}$ are basic grid information. The attacker can launch data exfiltration attacks such as in the initial phase of the Dragonfly attack [3] to obtain them. The attacker can also try other ways that may be easier. The grid operator periodically estimates $M_i$ and $D_i$, and uses them to configure various algorithms [6]. The attacker can steal their values by insiders or social engineering against employees of the grid. As defined in Section IV-A, $\mathbf{T}$ is a matrix that aggregates the real tie-line power flows in $z$ as virtual tie-line power flows. It can be easily derived from the grid’s topology graph (e.g., Fig. 1), which can be public knowledge. For instance, an open database [12] provides the topology graphs of about 130 national grids. The settings for $\alpha_i$ and $\beta_i$ can also be public knowledge [25].

We conduct PowerWorld simulations for the grid in Fig. 1 and apply the passive monitoring procedure detailed in the Appendix, where the elements of $\theta^T \Phi^{-1}$ and $\mathbf{A}$ in Eq. (3) are identified as fourth- and second-order polynomial factions of $s$, respectively. Fig. 10 shows the $\Delta \omega$ predicted using the learned model and the ground truth in the presence of random FDI attacks without load fluctuations. Thus, it specifically evaluates the performance of the learned model in characterizing the attack impact. The model is learned under different AGC cycle lengths of 4 seconds and 1.33 seconds. The training data collection takes 26.6 minutes. Under both settings, the mean absolute errors, which are 0.021 Hz and 0.015 Hz, are comparable. This result shows the robustness of the approach to the AGC cycle length within its typical range (two to four seconds). Although the prediction error of this approach is higher than that of the active probing approach, which is on the order of $10^{-3}$ Hz as shown in Section VII, its performance is satisfactory when the prediction horizon is not long (e.g., 200 seconds).

As Algorithm 1 is based on the regression model in Eq. (4), the attacker can use the learned Laplace-domain model to generate simulated traces of $\Delta \omega$, $\Delta p$, and $a$ to train the regression model. Then, he can use Algorithm 1 to compute the optimal attack.

It is not trivial to learn the attack impact model, and care is needed to obtain the required prior information, choose proper orders for the transfer functions, and prevent overfitting. However, these tasks are certainly within reach of skillful attackers. In Section VIII, we demonstrate an oracle implementation of the passive monitoring approach on a physical power system tested. The evaluation results indicate its feasibility for real-world power grids.

VI. DISCUSSIONS

A. Attack Detection and Mitigation

It is challenging to distinguish an FDI attack from natural disturbances based on untrusted sensor data. To address this challenge, we have developed an attack detection algorithm that checks the consistency between the observed frequency deviation and the predicted frequency deviation. The prediction is based on the observed load change vectors and the first term in the right-hand side of Eq. (4). This algorithm can effectively detect an attack and its onset time. Because of space constraints, details of the attack detection algorithm are
omitted in this paper and can be found in [24]. On detecting an attack, a possible mitigation approach is to stop the AGC. In addition, Sridhar et al. [7] propose to use forecast load, rather than measured load, to drive the AGC. Further study is needed to understand how long the grid can sustain without AGC, or the performance of the forecast-driven AGC.

B. Renewable Energy Sources and Large-scale Grids

Active power controls are not widely adopted by today’s renewable energy sources (RES) like wind and solar generators. With low RES penetration, its generation fluctuation can be regarded as part of the load change and the attacker can still learn the attack impact model and optimize his attack using Algorithm 1 if he can access the past and predicted RES generation. However, a high RES penetration may invalidate the steady-state assumptions of the AGC model, and further study is needed to understand its impact on our analysis. For large-scale grids, it becomes hard for the attacker to compromise massive sensor links and manipulate the frequency. Instead, the attacker may focus on a selected area and aim at increasing the tie-line power flows to breach safety limits.

VII. Simulations

To validate our analysis and compare the optimal attack with prior limited attacks, we conduct PowerWorld [11] simulations based on the three-area 37-bus model in Fig. 1. Default settings include: AGC cycle length is four seconds; \( \epsilon_L = -0.5 \) Hz and \( \epsilon_U = 0.5 \) Hz; all the sensor measurements are writable to the attacker; each element of \( a_{\min} \) and \( a_{\max} \) is -5 MW and 5 MW, respectively; for all the areas, \( \alpha_i = 12 \), \( \beta_i = 100 \) MW/Hz, and the AGC gain \( K_i = 10^{-4} \). As the focus of this paper is to study how to push \( \Delta \omega \) to \( \epsilon_L \) or \( \epsilon_U \) in the shortest time, we stop a simulation once \( \Delta \omega \) goes out of \( (\epsilon_L, \epsilon_U) \). Remedial programs like load shedding can be integrated with our simulations, but they are beyond the present scope of our analysis. The simulation results are as follows.

Effectiveness of optimal attack sequence: The bottom part of Fig. 11 shows the traces for the three components of \( Ta \) (i.e., the malicious injections to the virtual tie-line power flow measurements), where \( a \) is computed by Algorithm 1. The top part of Fig. 11 shows the trajectory of \( \Delta \omega \) when the attacker injects the optimal attack sequence. It also shows the trajectory of \( \Delta \omega \) predicted by the attacker at the 68th AGC cycle, which well matches the true attack effect. As \( \Delta \omega \) hits the \( \epsilon_U \) threshold at the 78th AGC cycle, the minimum TTE (MTTE) is 10 AGC cycles. We employ two baseline attack approaches that are consistent with the two limited attack templates studied in [7]. The first baseline, random attack, uniformly and randomly generates an attack vector every AGC cycle from the feasible space defined by the constraints in Eqs. (1) and (2). The top part of Fig. 11 shows the range of \( \Delta \omega \) caused by 2,800 random attack sequences. We can see that the random attack cannot push \( \Delta \omega \) beyond either \( \epsilon_L \) or \( \epsilon_U \) within MTTE. The second baseline, surge attack, minimizes or maximizes each component of \( Ta \) under the constraint \( a_{\min} \leq a \leq a_{\max} \). Thus, there are a total of \( 2^4 = 8 \) surge attack sequences for the three virtual tie-lines. For instance, the bottom part of Fig. 12 shows a surge attack sequence. The top part of Fig. 12 shows the trajectory of \( \Delta \omega \) under all the eight surge attack sequences and the optimal attack. The surge attack cannot breach the safety condition within MTTE. The ineffectiveness of the random and surge attacks is due to the AGC’s ability to correct the frequency deviations caused by these restricted attacks. To breach the safety limit, the attacker needs to strategically design his injections based on knowledge of the system dynamics.

Impact of write access constraint with SE: Fig. 13 shows the mean absolute error (MAE) of the model in Eq. (4) learned by the active probing approach versus the number of sensor data links writable by the attacker (i.e., \(|W|\)). We can see that the attacker’s model accuracy is insensitive to the write access constraint. Note that the learning and testing phases are subject to the same write access constraint. This result implies that overfitting does not occur when the attacker compromises more sensor data links and needs to learn more parameters. This is mainly due to the linearity of the attack impact as
described in Eq. (4). Fig. 13 also shows the MTTE from a particular attack onset time versus $|W|$. The decreasing trend is consistent with the intuition that a less constrained attacker can cause a larger impact.

**Minimum write access requirement without SE:** This set of simulations does not consider SE and its BDD. Thus, the attacker can just focus on the sensors on the eight real tie-lines shown in Fig. 1. We evaluate the minimum number of tie-line sensors that the attacker needs to compromise in order to trigger remedial actions within two minutes. Fig. 14 shows this minimum number versus the setting of each element of $a_{\text{max}}$, where $a_{\text{min}} = -a_{\text{max}}$. The decreasing trend suggests that, for a more stringent stealthiness constraint (i.e., a smaller $a_{\text{max}}$), the attacker needs to compromise more sensor data links to achieve a certain TTE.

**VIII. Testbed Experiments**

We conduct experiments on a three-phase 16-bus 400 V power system testbed to evaluate the passive monitoring approach presented in Section V-B. The 16 buses, each installed in a cabinet as shown in Fig. 15(b), are connected to form a ring topology. Each bus is monitored by a smart meter. A variable load, as shown in Fig. 15(c), is connected to a bus in the system. Its power consumption can be tuned manually using a knob. A 13.5 kVA generator, shown in Fig. 15(a), is driven by a motor (which simulates a turbine) and is connected to another bus in the system. The input power of the motor is supplied by a Current Vector Drive (CVD), which communicates with a remote computer. Power engineering researchers have implemented a single-area AGC algorithm using LabVIEW on the computer, which regulates the grid frequency based on a smart meter’s frequency measurements only. The LabVIEW program retrieves frequency measurements from the smart meter and sends the ACE to the CVD. Thus, different from the attacks on the power flow measurements described in the previous sections, in this section we study attacks on the frequency measurements and extend the passive monitoring approach to address this new attack model. Because of space constraints, the extension details are omitted here and can be found [24]. The extended approach assumes that the attacker knows $D$, $M$, $\beta$, and can eavesdrop on the measurements of load deviation $\Delta \rho$ and frequency deviation $\Delta \omega$. We refer the reader to Section V-B for discussions on how the attacker can obtain these system constants and measurements.

We conduct experiments to validate the extended passive monitoring approach. For this testbed, the constants needed by the attacker are $D = -23$ W/Hz, $M = 2.6$ kJ/Hz, and $\beta = 300$ W/Hz. The AGC cycle length is two seconds.

During the attacker’s learning phase, we manually tune the load to simulate load fluctuations. To mimic the attacker’s eavesdropping, we install Wireshark (a packet sniffer) on the computer running AGC and use it to extract $\Delta \rho$ and $\Delta \omega$ from the network traffic. Using two minutes of eavesdropped data, we follow the extended passive monitoring approach [24] to learn the attack impact model using MATLAB’s system identification toolbox. We try different orders for some intermediate transfer functions to be identified and choose the orders that best fit the training data. The resulting transfer function for the FDI to the grid frequency is of the seventh order. We evaluate the learned attack impact model as follows. Using the model, we predict the trajectory of the grid frequency given a random attack sequence of limited magnitude, as shown in the top part of Fig. 16. Then, we inject this attack sequence to the real-time frequency measurements in the LabVIEW program during an experiment. We limit the magnitude of this test attack sequence to ensure that it will not cause damage to the testbed. The bottom part of Fig. 16 shows our prediction and the observed ground truth. The prediction matches the ground truth well and the mean absolute error of the prediction is 0.036 Hz only. This suggests that the learned model is accurate.

With the learned model, we compute the optimal attack sequences under different settings for the FDI bound $a_{\text{max}}$, where $a_{\text{min}} = -a_{\text{max}}$. Fig. 17 shows the computed MTTE versus $a_{\text{max}}$. We can see that the MTTEs are below 30 seconds. Such short MTTEs suggest that it is critical to protect the frequency measurements of this testbed. Although we stop the experiment before physical damage happens on the testbed, the demonstrated accuracy of the learned attack impact model substantiates the importance of the optimal attacks in practice.

**IX. Conclusion**

This paper studied FDI attacks on sensor data for AGC. We derived key attack impact models and showed that the attacker can learn the models based on eavesdropped sensor data and a modest amount of prior knowledge about the grid. Then, the attacker can compute an attack sequence to minimize...
this page the grid must initiate costly and disruptive remedial actions such as disconnecting generators and customer loads. We developed an efficient algorithm to detect the attack and its onset time. Our analysis and algorithms were validated by experiments on a physical 16-bus power system testbed and extensive PowerWorld simulations based on a 37-bus power system model.
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