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1 Introduction

Well-ordered peptide and polymer aggregates with aromatic functional groups are desirable targets for the design of tunable electronic biomaterials such as organic photovoltaics, light-emitting diodes, field effect transistors, and biocompatible sensors due to the optoelectronic properties they evoke in ordered nanoaggregate assemblies due to intermolecular overlaps between aromatic \(\pi\) orbitals,\textsuperscript{1–4} enhanced proton transfer along hydrogen bonds,\textsuperscript{5,6} and/or combinations of more complicated structural and electronic effects.\textsuperscript{7} Biomimetic self-assembling peptide aggregates are easily synthesizable and their supramolecular morphology can be tuned by the assembly environment, such as the presence or absence of external flow, the pH or rate of change of pH, the presence or absence of metal ions, and exposure to light, providing a route to engineer the attendant optoelectronic properties.\textsuperscript{8–17} Molecular-level understanding of the impact of the environment upon assembly is a prerequisite to inform the rational design of self-assembling nanoaggregates for specific applications under particular conditions.

The DXXX-II-XXXD family is a class of self-assembling peptides with aromatic cores and tunable optoelectronic properties that exhibits pH-triggerable assembly.\textsuperscript{11,12,18–21} The DXXX refers to the amino acid sequence of the flanking tetrapeptide wings containing distal Asp residues that provide the pH trigger for assembly, and the II to the identity of the \(\pi\)-conjugated insert serving as the molecular core. At high pH (pH > 7), the two carboxyl groups in each Asp residue are deprotonated, endowing each molecule with a net charge of \((-4\) that restricts aggregation to small oligomers and prohibits large-scale assembly due to repulsive electrostatic interactions. At low pH (pH < 1), the Asp residues protonate to eliminate this electrostatic repulsion, and the peptides self-assemble
into large pseudo-1D aggregates. Experimentally, it has been shown that environmental factors, such as the presence of external flow and the rapidity at which the pH is dropped affect the morphology and optoelectronic properties of the terminal peptide aggregates.\textsuperscript{11,13} Several computational and theoretical studies of the DXXX family have been performed to quantify the equilibrium morphologies of preformed \(\beta\)-sheet-like aggregates,\textsuperscript{20} the free energetics of dimer formation,\textsuperscript{19} and quantification of the kinetics of early-stage assembly using a Markov state model.\textsuperscript{21}

Recently, we developed a bottom-up coarse-grained model for the symmetric DFAG-OPV3-GAFD peptide explicitly parameterized against all-atom simulation data\textsuperscript{12} (Fig. 1). By performing simulations of hundreds of monomers over hundreds of nanoseconds, we demonstrated that at low pH in quiescent aqueous solution the peptides undergo irreversible hierarchical aggregation. Monomers first aggregate into small oligomers of size \(\leq 8\) with well-aligned aromatic cores. These well-aligned small aggregates subsequently assemble through both core-to-core and promiscuous side chain interactions to form larger, more disordered aggregates. As we employed classical molecular dynamics simulations, we used proximity and alignment of the aromatic cores as a morphological proxy for optoelectronic functionality.

In this paper, we probe the effects of pH and non-equilibrium flow on the self-assembly of DFAG-OPV3-GAFD peptides using our coarse-grained molecular simulation model.\textsuperscript{12} We investigate the effects of pH by simulating systems of DFAG-OPV3-GAFD containing different fractions of charged monomers to demonstrate that increasing pH simultaneously slows the growth rate and improves the alignment of the aggregates formed in early-stage assembly. We show that the growth rate is well modeled by a homogeneous Smoluchowski coagulation model in which the effect of the pH can be treated as an approximately linear decrease in the growth exponent. We also present a simple phenomenological model and scaling argument to understand the effects of pH on the growth rate due to electrostatic shielding of the self-assembling aggregates by the charged peptide termini. We investigate the effects of flow by simulating assembly under different rates of shear deformation. We find that flow accelerates the assembly rate only at extremely high shear rates, and that in experimentally-realized shear flows within microfluidic devices the flow is only predicted to influence the morphology of clusters containing in excess of hundreds of monomers at time scales in excess of hundreds of nanoseconds. We understand the influence of flow as a function of time and length scale by performing a dimensionless analysis of the flow behavior using a Pipkin analysis familiar from rheology.\textsuperscript{22,23}

The outline of this article is as follows. In section 2, we describe our simulation methods. In section 3, we present our results for the influence of pH and flow upon assembly. In section 4, we present our conclusions and directions for future work.

## 2 Methods

### 2.1 Coarse-grained simulations at different pH

Assembly in the DFAG-OPV3-GAFD system is triggered when the aspartic acid residues on the ends of each molecule become protonated, lowering the electrostatic repulsion between monomers as the net charge per monomer changes from \((-4)\) to 0. We represent different pH levels by simulating systems with different fractions of charged monomers. This approach is computationally efficient since each molecule is assigned an immutable protonation state of either \((-4)\) or 0, thereby neglecting both the possibility of intermediate charged states and the dynamic equilibrium of any particular molecule between a distribution of protonation states that may be a function of its local environment. We appreciate that a more sophisticated simulation approach would employ constant-pH ensemble simulations.\textsuperscript{26–30} Although there have been some initial efforts to generalize constant pH simulations to the coarse-grained Martini model,\textsuperscript{31} the high computational overhead associated with such calculations would prohibit access to the time and length scales necessary to observe early-stage assembly.

We define the relative fractions of protonated and deprotonated monomers as a function of pH using the Henderson–Hasselbalch equation,\textsuperscript{32}

\[
\text{pH} = \text{pK}_a + \log_{10} \left( \frac{[A^-]}{[HA]} \right)
\]

where \(\text{pK}_a = 3.9\) pertains to the terminal aspartic acid residues,\textsuperscript{32} and \([A^-]/[HA]\) is the ratio of deprotonated to protonated monomers. We list in Table 1 the fraction of charged (deprotonated) monomers in the system as a function of the eight pH values considered in this work. The expected fraction
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**Fig. 1** Chemical structure and coarse-grained model of the symmetric DFAG-OPV3-GAFD peptide. At high pH (pH > 7), the distal aspartic acid residues are deprotonated and the molecule carries a \((-4)\) charge. At low pH (pH < 1), the Asp residues protonate and the molecules become electrostatically neutral. (a) Chemical structure drawn using the Marvin software package, Marvin 15.12.7.0 (ChemAxon, 2015) (http://www.chemaxon.com), (b) mapping from atomistic structure to coarse-grained Martini beads\textsuperscript{24} as shown by VMD.\textsuperscript{25} The full description of the force field used and the force field files can be found in the ESI of ref. 12.
of deprotonated monomers is \( \sim -0.1\% \) at \( \text{pH} = 1 \) and \( \sim 99.9\% \) at \( \text{pH} = 7 \). Our simulations comprise 378 total monomers such that the system is expected to be fully protonated at \( \text{pH} < 1 \) (i.e., fewer than 0.5 deprotonated monomers) and fully deprotonated at \( \text{pH} > 7 \) (i.e., fewer than 0.5 protonated monomers).

Simulations of coarse-grained DFAG-OPV3-GAFD systems at eight different pH values were conducted in the Gromacs 4.6 suite. The monomers were represented by the modified Martini model detailed in ref. 12. Briefly, the coarse-grained model of DFAG-OPV3-GAFD (see Fig. 1b) consists of a set of beads as defined in the Martini force field, wherein approximately two to four heavy atoms are mapped to a single bead. Intramolecular forces are taken from the Martini 2.2p suite. Intermolecular forces are defined via Boltzmann Inversion performed on distributions taken from a 340 ns atomistic simulation using the Direct Boltzmann Inversion module in the Coarse-graining Toolkit of the Versatile Object-oriented Toolkit for Coarse-graining Applications software package (VOTCA-CSG). Water was modeled as Martini polarizable water. The complete force field and topology files are available as part of the ESI in ref. 12.

Peptides were prepared in two protonation states: a protonated state that was electrostatically neutral and a deprotonated state with a formal charge of \((\pm 4)\), where the only difference between the two states is in the beads representing the terminal aspartic acid residues. In the protonated state, each terminal aspartic acid residue was represented by the Martini (negatively charged) Qa beads. In the deprotonated state, both terminal beads were represented by the Martini (negatively charged) Qa beads. Systems of 0 deprotonated and 378 protonated monomers, corresponding to \( \text{pH} < 1 \), 95 deprotonated and 283 protonated (25.13% charged molecules, corresponding to \( \text{pH} \sim 3.43 \)), 142 deprotonated and 236 protonated (37.57% charged molecules, corresponding to \( \text{pH} \sim 3.68 \)), 189 deprotonated and 189 protonated (50.00% charged molecules, corresponding to \( \text{pH} \sim 3.90 \)), 236 deprotonated and 142 protonated (62.43% charged molecules, corresponding to \( \text{pH} \sim 4.12 \)), 283 deprotonated and 95 protonated molecules (74.87% charged molecules, corresponding to \( \text{pH} \sim 4.37 \)), 331 deprotonated and 47 protonated molecules (87.57% charged molecules, corresponding to \( \text{pH} \sim 4.75 \)), and 378 deprotonated and 0 protonated molecules (100.00% charged molecules, corresponding to \( \text{pH} > 7 \)) were prepared (Table 1). In each case, the DFAG-OPV3-GAFD molecules were inserted at random locations into a simulation box of size \( 23.5 \times 23.5 \times 23.5 \text{ nm}^3 \) and solvated in Martini polarizable water at an effective density of \( \rho \approx 1 \text{ g cm}^{-3} \) to average initial number concentrations of \( \sim 50 \text{ mM} \). Charge neutrality was maintained by randomly inserting a number of counter ions equal to the total negative charge in the system. Counter ions were represented by Martini Qd beads each carrying a +1 charge.

<table>
<thead>
<tr>
<th>pH</th>
<th>% deprotonated monomers</th>
<th>No. deprotonated monomers</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt;1.0)</td>
<td>0.00%</td>
<td>0</td>
</tr>
<tr>
<td>(3.43)</td>
<td>25.13%</td>
<td>95</td>
</tr>
<tr>
<td>(3.68)</td>
<td>37.57%</td>
<td>142</td>
</tr>
<tr>
<td>(3.90)</td>
<td>50.00%</td>
<td>189</td>
</tr>
<tr>
<td>(4.12)</td>
<td>62.43%</td>
<td>236</td>
</tr>
<tr>
<td>(4.37)</td>
<td>74.87%</td>
<td>283</td>
</tr>
<tr>
<td>(4.75)</td>
<td>87.57%</td>
<td>331</td>
</tr>
<tr>
<td>(\geq 7.0)</td>
<td>100.00%</td>
<td>378</td>
</tr>
</tbody>
</table>

Table 1. Correspondence between pH and the number of deprotonated (charged) monomers computed by the Henderson–Hasselbach relation (eqn (3)). Our simulations comprise a total of 378 monomers. The ionizable Asp termini have a pKa = 3.9 such that the system is fully protonated at \( \text{pH} < 1 \) (\( \sim 0.1\% \) deprotonated) and fully deprotonated at \( \text{pH} > 7 \) (\( \geq 99.9\% \) deprotonated).
improved reproduction of hydrodynamic effects necessary to accurately model the effects of flow. Initial bead velocities were randomly assigned from a Maxwell–Boltzmann distribution at 298 K. A leap-frog algorithm with a 5 fs time step was employed to numerically integrate the equations of motion. The cutoff of the Lennard-Jones interactions was set to 1.1 nm, at which distance the interactions were shifted smoothly to zero. Reaction-field electrostatics with a relative electrostatic screening of $\varepsilon_r = 15$ were used to model electrostatic forces. Energy, density, temperature, and pressure attained stable values after an equilibration period of 50 ps.

The application of shear flow to the system was modeled using the deform command in Gromacs to enforce Lees–Edwards boundary conditions. Five independent production simulations of 400 ns were performed at each of six deformation rates of $\dot{\gamma} = 0$ nm ps$^{-1}$, $\dot{\gamma} = 5 \times 10^{-7}$ nm ps$^{-1}$, $\dot{\gamma} = 5 \times 10^{-6}$ nm ps$^{-1}$, $\dot{\gamma} = 5 \times 10^{-5}$ nm ps$^{-1}$, $\dot{\gamma} = 5 \times 10^{-4}$ nm ps$^{-1}$, and $\dot{\gamma} = 5 \times 10^{-3}$ nm ps$^{-1}$, corresponding to shear rates of $\dot{\gamma} = 0$ s$^{-1}$, $\dot{\gamma} = 2.1 \times 10^{-8}$ s$^{-1}$, $\dot{\gamma} = 2.1 \times 10^{-7}$ s$^{-1}$, and $\dot{\gamma} = 2.1 \times 10^{-6}$ s$^{-1}$, where $\dot{\gamma} = \delta/L$ and $L = 23.5$ nm is the characteristic box length. Employing solely Lees Edwards boundary conditions to simulate flow means that the velocity profile over the system does not change instantaneously, but rather propagates at roughly the speed of sound. Adopting a speed of sound of 1494 m s$^{-1}$ corresponding to that in water at 298 K, it will take about 20 ps for the flow to propagate through a box with side length of 30 nm, and the short time delay associated with this transient is therefore of negligible concern over the course of our 400 ns production runs.

### 2.2.1 Shear flows in the laminar regime

Reynolds number (Re) calculations for the experimental assembly of these oligopeptides in microfluidic devices indicates that assembly proceeds in the laminar regime, motivating our decision to model flow as simple shear deformation. We now verify that our simulations are approximately in the laminar flow regime at all shear rates considered. The Reynolds number is defined as,

$$\text{Re} = \frac{\rho UL}{\mu},$$

where $\rho$ is the density, $U$ is the average velocity of the fluid, $L$ is a characteristic length scale, and $\mu$ is the solvent viscosity. We adopt $\mu = 7 \times 10^{-3}$ Pa s, the viscosity of Martini water, $\rho = 1$ g cm$^{-3}$, the density of water under standard temperature and pressure, and $L = 23.5$ nm, the box side length. The average fluid velocity under the fully-developed shear flow profile is computed as,

$$U = \langle v \rangle = \frac{\dot{L}}{2},$$

from which we estimate a maximum fluid velocity of $U = 2.5 \times 10^{-3}$ nm ps$^{-1}$. The maximum expected Reynolds numbers is then $\text{Re} = 8 \times 10^{-2} < \mathcal{O}(1)$, putting us squarely in the laminar flow regime. We observe that the (non-zero) average velocities $U$ considered in this work range from 0.025 cm s$^{-1}$ to 250 cm s$^{-1}$. Experimental average velocities are approximately 0.3 cm s$^{-1}$, corresponding to shear rates of $\dot{\gamma} \approx 2.5 \times 10^5$ s$^{-1}$.

### 2.3 Coarse-grained simulations of isolated aggregates

In our dimensionless analysis of shear flow we require an estimate of the rotational diffusivity $D_\theta$ as a function of cluster size (see section 3.5). We empirically estimate this by harvesting 70 contact clusters of various sizes ranging from 6 to 330 monomers from the final time step of the 400 ns simulations of quiescent protonated (pH < 1.0) self-assembly described in ref. 12. We then placed each cluster in its own box of water to permit us to observe the rotational dynamics of isolated clusters. For efficiency, the box size in each case was chosen to be the smallest such that the clusters would not self-interact across the periodic boundaries. The box size employed for each cluster size is given in Table 2.

Calculations were carried out in Gromacs 4.6, using the modified Martini coarse-grained model described above, with intermolecular interactions characterized by the Martini 2.2 force field and water represented by Martini non-polarizable water. Simulations were conducted in the NPT ensemble at 298 K and 1 bar, employing a velocity rescaling thermostat, a Parrinello–Rahman barostat, and three-dimensional periodic boundary conditions. Initial bead velocities were randomly assigned from a Maxwell–Boltzmann distribution at 298 K, and high energy overlaps in the initial configurations eliminated by performing steepest descent energy minimization to remove forces exceeding 1000 kJ mol$^{-1}$ nm$^{-1}$. Equations of motion were numerically integrated using a leap-frog algorithm with a 5 fs time step, and constrained bond lengths were fixed using the LINCS algorithm.

We then placed each cluster in its own box of water to simulate isolated clusters comprising different numbers of monomers. The rotational diffusivity of each cluster was estimated from an Einstein relation describing the mean-squared angular displacement of the cluster orientation $\theta$ as a function of time $t$.

$$\langle (\theta(t) - \theta_0)^2 \rangle = 2dD_\theta t,$$

### Table 2

<table>
<thead>
<tr>
<th>Cluster size (no. monomers)</th>
<th>$L$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>30–39</td>
<td>12</td>
</tr>
<tr>
<td>40–59</td>
<td>15</td>
</tr>
<tr>
<td>60–74</td>
<td>18</td>
</tr>
<tr>
<td>75–179</td>
<td>31</td>
</tr>
<tr>
<td>180–330</td>
<td>33</td>
</tr>
</tbody>
</table>
where $\theta_0$ is the initial orientation, $d = 2$ is the appropriate dimensionality for a body free to rotate in three dimensions, and $D_t$ is the rotational diffusivity. We define the orientation of a cluster from the unit vector $\hat{z}_i$ coincident with the first principal eigenvector of the gyration tensor $S$ of the cluster (see section 3.2.1 and eqn (11)), and we compute the angular displacement over a time interval $\Delta t$ as,

$$\theta(t + \Delta t) - \theta(t) = \cos^{-1}(\hat{z}_i(t + \Delta t) \cdot \hat{z}_i(t)), \quad (5)$$

where the trajectory of $\hat{z}_i$ is preprocessed to eliminate flips in the (arbitrary) sense of the principal eigenvector or spurious inversions of the first and second principal eigenvectors that can occur due to internal rearrangements within the roughly spherical small aggregates containing only six monomers. $D_t$ was then estimated for each of the 70 clusters by making a linear least-squares fit to the linear regime of the mean-squared angular displacement curve and dividing the slope by $2d = 4$.\(^{52}\)

### 2.4 Definition of cluster types

We have previously shown DFAG-OPV3-GAFD peptides to undergo hierarchical aggregation at low pH in quiescent solution, and defined three different cluster types to characterize this hierarchical assembly (see Fig. 2), which we briefly describe below in order from most to least strict.\(^{12}\) We note that these metrics are necessarily hierarchically nested, such that a pair of peptides identified as belonging to the same aligned cluster also belong to the same optical and contact cluster, and a pair identified as belonging to the same optical cluster necessarily also belong to the same contact cluster. Accordingly, the contact cluster defined for a particular ensemble of peptides is necessarily larger than or equal to the optical cluster, which is in turn constrained to be larger than or equal to the aligned cluster. We also observe the similarity of this hierarchical aggregation to the Yen–Mullins model for the aggregation of asphaltene structures containing the heaviest aromatic fraction in crude oil.\(^{53,54}\)

#### 2.4.1 Aligned clusters.

Aligned clusters are defined by the distance metric,

$$R_{a,b}^{(3)} = \max \left[ \left( \min_{i \in \text{(core a)}} r_{ij} \right), \left( \min_{j \in \text{(core b)}} r_{ij} \right) \right],$$

where $r_{ij}$ is the distance between the centers of mass of the $i$th aromatic ring in the core of molecule $a$ and the $j$th aromatic ring in the core of molecule $b$. When the distance between molecules $a$ and $b$ is such that $R_{a,b}^{(3)} < R_{\text{cut}}^{(3)} = 0.7$ nm, $a$ and $b$ are in the same aligned cluster. It should be noted that the maximin operation does not commute, hence why it is taken twice. As previously observed, this distance is analogous to the diameter of a graph.\(^{54}\) Aligned clusters, as the name suggests, are aggregates in which the aromatic cores of each constituent monomer are mutually well aligned and expected to possess desirable optoelectronic properties due to the intimate intermolecular interactions between the aromatic cores.\(^{11,12,18–21}\)

#### 2.4.2 Optical clusters.

Optical clusters are defined by the distance metric,

$$R_{a,b}^{(2)} = \min_{i \in \text{(core a)}} \min_{j \in \text{(core b)}} r_{ij},$$

where $r_{ij}$ is the distance between the centers of mass of any ring $i$ in the core of molecule $a$ and any ring $j$ in the core of molecule $b$. When the distance between molecules $a$ and $b$ is such that $R_{a,b}^{(2)} < R_{\text{cut}}^{(2)} = 0.7$ nm, $a$ and $b$ are in the same optical cluster. Therefore, optical clusters are defined as any cluster in which the cores of the constituent monomers are proximate, but not necessarily well aligned, as is required to be considered an aligned cluster. This cluster type contains both aligned clusters and clusters with more promiscuous interactions.\(^{15}\) Monomers within aligned clusters possess nearest neighbor distances of $\Delta d^{(3)} = (0.61 \pm 0.05)$ nm, and we have verified that there is no statistically significant change in this distribution as a function of pH or shear rate (2-sample Kolmogorov–Smirnov test; $a = 0.05$).

Fig. 2 Schematic illustration of hierarchy of different cluster types. Metric 3 defines aligned clusters, which have aligned and strongly-interacting aromatic cores. Metric 2 defines optical clusters, which contain aligned clusters and clusters with more promiscuous core–core interactions. Metric 1 defines contact clusters, which contain the other two cluster types as well as clusters that interact through promiscuous core–side chain and side chain–side chain interactions. In this figure, black circles represent aromatic rings, shaded ellipsoids represent lobes of p orbitals above and below the plane of the aromatic rings, circular beads represent side chains, and colors distinguish the distinct clusters of each type at each level. This schematic presents an idealized representation of the aggregation behavior, and we report a variety of structural characterizations to precisely quantify aggregate morphology.
core–core interactions. Nevertheless, since all such clusters have core–core interactions of one kind or another, they are still candidates for desirable optoelectronic properties.

2.4.3 Contact clusters. Contact clusters are defined by the distance metric,

$$
R_{a,b}^{(1)} = \min_{i \in a} \min_{j \in b} r_{ij},
$$

where $r_{ij}$ is the distance between two beads $i$ and $j$ in monomers $a$ and $b$, respectively. Monomers for which $R_{a,b}^{(1)} < R_{\text{cut}} = 0.5$ nm are defined as being part of the same contact cluster. These aggregates include optical clusters (and through optical clusters, aligned clusters as well) and also aggregates in which the molecules interact through more promiscuous side chain–core and side chain–side chain interactions. Due to the fact that not all molecules in a contact cluster interact via their aromatic cores, contact clusters are not expected to display desirable optoelectronic properties.

3. Results and discussion

3.1 Influence of pH on early-stage assembly

Experiment$^{11,18-20}$ and computation$^{12,21}$ have shown aggregation of DFAG-OPV3-GAFD monomers to proceed under low-pH conditions due to protonation of the terminal Asp residues and a concomitant elimination of intermolecular electrostatic repulsion. In this section, we investigate the effects of changing the percentage of charged molecules as a proxy for changing the pH to reveal a reduction in growth rate of optical and contact clusters with increasing pH. Conversely, the growth rate of aligned clusters is unaffected. Due to the hierarchical nature of aggregation (Fig. 2), elevated pH results in a slowdown in the aggregation rate, but the proportion of better-aligned aggregates in solution increases. We quantify the assembly kinetics using the Smoluchowski coagulation theory and develop a simple scaling model to understand the trends in the assembly kinetics with pH.

3.1.1 Rate of growth of mass-averaged cluster size falls with increasing pH. The instantaneous $n$-averaged cluster size – where we intend by cluster size the number of monomers in a cluster – is defined as,

$$
\mu_n(t) = \frac{\sum_{i=1}^{N} m_i^n N_i(t)}{\sum_{i=1}^{N} m_i N_i(t)},
$$

where $m_i = m_{\text{mon}} i$ is the mass of a cluster containing $i$ monomers of mass $m_{\text{mon}}$ and $N_i(t)$ is the total number of clusters of size $i$ extant in the simulation at time $t$. In Fig. 3, we plot the mass-averaged cluster size $\mu_2$ as a function of time for contact, optical, and aligned clusters at each of the eight pH values considered. The mass-averaged cluster size is an experimentally-measurable quantity that provides a good metric with which to track the aggregation state of the system and can be preferred over the number-averaged cluster size $\mu_1$ due its reduced weighting of the contributions of light clusters to the average.$^{56}$

The trends in $\mu_2(t)$ illustrate that increasing pH increasingly disfavors the formation of large clusters, thereby slowing the rate at which contact and optical clusters are produced (Fig. 3). At the length and time scales accessible to our calculations, it
is difficult to determine from the high pH simulations (pH $\geq 3.90$) whether the mass-averaged cluster sizes have attained stable values (i.e., assembly has been arrested at a finite cluster size) or the growth rate is simply diminished to exceedingly low levels. A careful analysis of the slope of the growth curves as a function of time reveals that they indeed approach zero at long times (Fig. S1†), but within the uncertainty of our calculations and on such comparatively small scales it is not possible to conclusively state that growth has been completely arrested. Far longer and larger simulations would be required to determine whether there exists a critical pH above which contact and optical clusters are restricted to attain a maximum finite value, and below which they grow without bound to incorporate all monomers in the system. A body of computational and experimental work indicates that at sufficiently long time scales a fully protonated (pH $< 1.0$) system will ultimately assemble into a single large contact cluster, and a fully deprotonated (pH $> 7.0$) will form a distribution of small oligomers,$^{11,12,18-21}$ but the morphological state of systems at intermediate pH at very long times currently remains unknown. The predicted formation of small oligomeric aggregates even at high pH is consistent with dynamic light scattering measurements under these conditions.$^{57}$ Spectroscopy measurements, however, are consistent with free monomers, indicating that the limited assembly under high-pH conditions has relatively little impact on the spectroscopic properties of the system.$^{19}$ Theoretical resolution of the aggregate sizes and morphologies within which the spectroscopic response measurably differs from that of the free monomers would require quantum calculations employing a technique such as time-dependent density functional theory (TDDFT).$^{58}$

In Fig. 4, we plot $\langle \mu_2 \rangle_{t=300-400 \text{ ns}}$ as the mass-averaged cluster size at each pH averaged over the last 100 ns of all of the five independent runs at each pH. These data show that the mass-averaged cluster size decreases rapidly for contact clusters, moderately for optical clusters, and leaves aligned clusters unaffected. Furthermore, the mass-averaged cluster size under all three cluster definitions converges with increasing pH.

### 3.1.2 Aggregate ordering increases with increasing pH

The observed convergence of the cluster sizes defined by the three hierarchical metrics with increasing pH (Fig. 4) together with the hierarchical nesting of these metrics (cf. section 2.4) indicates that although the characteristic size of the contact and optical clusters falls with increasing pH, a larger fraction of the monomers within these clusters belong to aligned clusters with good ordering and in-register alignment between the aromatic cores. To quantify this trend, we define for each monomer $i$ a ratio of the various cluster sizes within which it participates,

$$\zeta_{i}^{\alpha\beta} = \frac{r_{i}^{\alpha}}{r_{i}^{\beta}},$$

where $\alpha$ and $\beta$ can take on one of three cluster signifiers, C for contact, O for optical, or A for aligned, and $r_{i}^{\alpha}$ represents the size in monomers of the cluster of type $\alpha$ to which monomer $i$ belongs. Averaging over all monomers $i$ in the system, $\langle \zeta_{i}^{\alpha\beta} \rangle$ provides a measure of the degree of order defined by metric $\alpha$ within clusters defined by metric $\beta$. For example, $\langle \zeta_{i}^{\text{OC}} \rangle$ provides a measure of the extent to which contact clusters are populated by aligned clusters. If $\langle \zeta_{i}^{\text{AC}} \rangle = 1$, then all contact clusters in the system are entirely composed of aligned clusters, indicating a high degree of intra-aggregate ordering, whereas $\langle \zeta_{i}^{\text{AC}} \rangle \approx 0$ reveals that the monomers constituting contact clusters do not assemble into aligned morphologies.

We plot in Fig. 5 the time evolution of $\langle \zeta_{i}^{\text{OC}} \rangle$, $\langle \zeta_{i}^{\text{AC}} \rangle$, and $\langle \zeta_{i}^{\text{AO}} \rangle$ for each of the eight pH values studied averaged over all monomers $i$ and over the five independent runs. All three plots demonstrate a marked increase in the intra-cluster ordering with increasing pH. Specifically, in going from pH $< 1.0$ to pH $> 7.0$, the extent to which contact clusters are composed of optical clusters increases from $\sim 20\%$ to $\sim 90\%$ (Fig. 5a) and of aligned clusters from $\sim 10\%$ to $\sim 60\%$ (Fig. 5b). Similarly, the aligned cluster composition of optical clusters increases from $\sim 30\%$ to $\sim 65\%$ over the same pH range (Fig. 5c).

Overall, the effect of increasing pH on DFAG-OPV3-GAFD aggregation is to disfavor the formation of large aggregates by slowing the assembly kinetics. We quantify assembly rates as a function of pH in section 3.3. The aggregates that do form at higher pH tend to be more ordered, containing a larger frac-

![Fig. 4](image_url) The mean of the mass-averaged cluster size taken over the final hundred ns of all five runs ($\mu_2$)$_{t=300-400 \text{ ns}}$ for contact, optical, and aligned clusters at each of the eight pH values considered. Error bars are computed as the mean of the standard deviation over the final hundred ns. The inset shows a zoomed in view of the trends in the optical and aligned clusters. The pH has a strong effect on the mass-averaged cluster size of contact clusters, a moderate effect on that of optical clusters, and no effect on that of aligned clusters. Blue crosses represent contact clusters, red circles optical clusters, and yellow triangles aligned clusters.
3.2 Morphology of charged clusters

In this section, we characterize aggregate morphology and structure as a function of pH. Our primary findings are (i) the overall aggregate morphology is largely insensitive to pH, (ii) the system is well-mixed in that the proportion of charged to total monomers within each aggregate containing more than \( \sim 10 \) monomers is roughly equal to that in the overall solution, but there is a slight preferential partitioning of charged monomers into small cluster sizes, and (iii) charged monomers tend to be more extended than uncharged monomers and the charged termini partition to the surface of the self-assembled clusters.

3.2.1 Cluster morphology is insensitive to pH. In order to test the effect of pH on the geometric shape of the aggregates, we compute for each contact cluster at each time step the elements of the gyration tensor \( S \),

\[
S_{pq} = \frac{1}{R^2} \sum_{i=1}^{R} \sum_{j=1}^{R} (r_p(i) - r_p(j))(r_q(i) - r_q(j)),
\]

where \( p \) and \( q \) are indices that run over the three Cartesian coordinates \( x, y, z \) and \( i \) and \( j \) are indices that run over the beads of all peptides in the cluster, and there are \( R = 29r \) total beads in a cluster of size \( r \) since each monomer contains 29 coarse-grained beads (cf. Fig. 1b). The eigenvalues of \( S \) are the ordered squares of the principal moments of the aggregates, \( (\zeta_1^2, \zeta_2^2, \zeta_3^2) \), from which a number of geometric properties can be calculated, including the radius of gyration,

\[
R_g = \sqrt{\zeta_1^2 + \zeta_2^2 + \zeta_3^2},
\]

the relative shape anisotropy,

\[
\kappa^2 = \frac{3}{2} \frac{\zeta_1^4 + \zeta_2^4 + \zeta_3^4}{(\zeta_1^2 + \zeta_2^2 + \zeta_3^2)^2} - \frac{1}{2},
\]

and the aspect ratios \( \zeta_1/\zeta_3 \) and \( \zeta_2/\zeta_3 \). The radius of gyration is proportional to the root mean squared distance between the beads constituting the cluster, providing a measure of the compactness of the aggregate. The relative shape anisotropy ranges from zero to one and is a measure of aggregate symmetry. Aggregates with tetrahedral or higher-order symmetry, such as spherical aggregates, have a relative shape anisotropy of zero, whereas linear aggregates have a relative shape anisotropy of one.\(^{55}\) The aspect ratios provide a measure of the relative elongation of the cluster along its principal axes.

In Fig. 6 we plot \( \kappa^2, R_g, \zeta_1/\zeta_3 \), and \( \zeta_2/\zeta_3 \) as a function of contact cluster size \( r \) averaged over the entire time course of all five independent runs at each of the eight pH values considered. We consider clusters only of sizes \( r \) for which we possess sufficient statistics to report converged averages. All four morphological measures indicate that clusters adopt an elongated approximately ellipsoidal morphology, and their trends in cluster size as a function of pH are indistinguishable within error bars, with the exception of clusters of size \( r \sim 20 \) at pH \( < 1.0 \) that tend to be more compact and spherical. Thus, for large enough cluster sizes, the presence of charged monomers
enhances the ellipsoidal nature of the aggregates, but the morphology is insensitive to the precise fraction of charged peptides over the 25–100% range studied in this work (see Table 1).

### 3.2.2 pH has a mild effect on monomer orientations within aligned clusters

To address the effect of pH upon the distribution of monomer orientations within aligned clusters, we computed for each monomer $i$ in an aligned cluster the angle $\Delta \theta_i$ formed by the unit vector $\mathbf{v}_i$ pointing between the two distal aromatic rings in its $\pi$-conjugated core, and the mean such vector of the aligned cluster to which the monomer belongs $\bar{\mathbf{v}} = \frac{1}{N} \sum_{k=1}^{N} \mathbf{v}_k$. All $\mathbf{v}_i$ vectors within an aligned cluster are oriented to possess the same (arbitrary) sense in order to preclude trivial cancelations in the calculation of their mean. A 2-sample Kolmogorov–Smirnov test at a significance level of $\alpha = 0.05$ permits us to reject the null hypothesis that the $\Delta \theta$ distribution is invariant with pH, and we report the pH-dependent mean and standard deviations in Table 3. Monomers are generally quite tightly distributed around the mean orientation of the aligned cluster, with $\langle \Delta \theta \rangle \approx 20–25^\circ$ and $\sigma(\Delta \theta) \approx 12–13^\circ$. Larger values of $\langle \Delta \theta \rangle$ are observed at high pH where there are an increased fraction of charged monomers in the system possessing Coulombic repulsions between their charged termini. In sum, aligned clusters tend to form $\beta$-sheet like nanoaggregates with relatively tight orientational alignment of the constituent monomers that decreases slightly with increasing pH.

#### 3.2.3 Charged and uncharged residues are well-mixed

We now investigate how the relative proportions of charged and uncharged monomers in a cluster vary with cluster size $r$ to determine if there are strong preferential segregation effects. We plot in Fig. 7a the ratio of charged monomers to total

Table 3 Dependence upon pH of the distribution of monomer orientations within aligned clusters around the cluster mean. We report the mean and standard deviation of $\Delta \theta$ averaged over all monomers in aligned clusters observed in simulations conducted at each pH. There is a statistically significant pH dependence of the $\Delta \theta$ distribution (2-sample Kolmogorov–Smirnov test; $\alpha = 0.05$). The mean of $\Delta \theta$ increases with pH in line with the increased fraction of charged monomers in the system and associated Coulombic repulsions between their charged termini.

<table>
<thead>
<tr>
<th>pH</th>
<th>$\langle \Delta \theta \rangle$ (°)</th>
<th>$\sigma(\Delta \theta)$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1.0</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>3.43</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>3.68</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>3.90</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>4.12</td>
<td>23</td>
<td>13</td>
</tr>
<tr>
<td>4.37</td>
<td>23</td>
<td>13</td>
</tr>
<tr>
<td>4.75</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>&gt;7.0</td>
<td>25</td>
<td>13</td>
</tr>
</tbody>
</table>
monomers in a contact cluster \( (N_q/N_{\text{tot}})^{\text{cluster}} \) as a function of cluster size \( r \). We perform averaging over the entire time course of each of the five independent simulations conducted at each pH. We do not report data for the pH < 1.0 and pH > 7.0 systems that contain, respectively, exclusively protonated and exclusively deprotonated monomers. \( (N_q/N_{\text{tot}})^{\text{cluster}} \) at \( r = 1 \) is \( \sim 0.2 \) greater than the overall ratio of charged to uncharged monomers in the system \( (N_q/N_{\text{tot}})^{\text{system}} \) for all six pH values, indicating an elevated propensity for free monomers to be charged. Indeed \( (N_q/N_{\text{tot}})^{\text{cluster}} \) exceeds \( (N_q/N_{\text{tot}})^{\text{system}} \) for \( r \lesssim 10 \), indicating that small aggregates overall tend to be more charged than average. Conversely, larger aggregates with \( r \gtrsim 10 \) tend to possess a charged to total monomer ratio only slightly below the overall system composition.

This observation is more clearly illustrated in Fig. 7b in which we average over all cluster sizes \( r > 10 \) at each pH to construct a parity plot of \( (N_q/N_{\text{tot}})^{\text{cluster}} \) against \( (N_q/N_{\text{tot}})^{\text{system}} \). The data lie close to, but slightly below, the diagonal, indicating that larger clusters are of approximately the same composition as that of the system but slightly depleted in charged monomers due to the preferential partitioning of charged molecules into small contact clusters. Within any particular cluster there is no spatial dependence of the charged monomers such that, aside from the effect that we describe in the next section, clusters are approximately well-mixed.

3.2.4 Charged termini lie further from the principal cluster axis than uncharged termini. We now study the location of the termini of charged and uncharged monomers in contact clusters to determine if there are significant differences in their spatial arrangement. Considering the two coarse-grained beads containing the terminal Asp residue main chain C-termini, we compute the perpendicular distance of each terminal bead from the major axis of the cluster,

\[
d_\perp = \left\| r^b - \left( r^b \cdot \hat{\xi}_1 \right) \hat{\xi}_1 \right\|, \tag{14}\]

where \( r^b \) is the location of the bead in three-dimensional space in a coordinate frame with origin at the cluster center of mass, and \( \hat{\xi}_1 \) is the unit vector coincident with the first principal eigenvector of the gyration tensor \( S \) (see section 3.2.1 and eqn (11)). A schematic illustration of \( d_\perp \) for a representative cluster is presented in Fig. 8a.

The plot of \( d_\perp \) as a function of cluster size \( r \) in Fig. 8b illustrates that there is a small but measurable increase in the perpendicular distance of charged relative to uncharged termini. Although there is substantial variance in \( d_\perp \) for each cluster size, a one-sided Welch’s \( t \)-test allows us to reject the null hypothesis that the distributions possess equal means (\( p < 0.05 \)) for over ninety percent of the \( r \) values at each pH. This supports the finding that charged monomers tend to be slightly more extended than uncharged monomers (see also section 3.2.5), and therefore the charged termini preferentially partition to the surface of contact clusters. \( d_\perp \) increases rapidly for small cluster sizes \( (r < 5) \), then increases approximately linearly for larger aggregates. The increase of \( d_\perp \) beyond \( \sim 2.25 \) nm – half the linear extent of a fully-extended monomer – is primarily due to the contact clusters exhibiting branching behavior at large cluster sizes. We have previously reported this branching behavior and the formation of a fractal network under fully protonated (pH < 1.0) conditions, and we provide representative snapshots of the cluster morphologies observed at each pH in Fig. 9. Complete movies of the simulation trajec-

![Fig. 7 Charged to total monomer ratio as a function of contact cluster size. (a) Ratio of charged to total monomers within contact clusters \( (N_q/N_{\text{tot}})^{\text{cluster}} \) as a function of contact cluster size \( r \). Solid lines represent averages over the entire time course of each of the five independent simulations conducted at each pH, and the shaded area the standard deviation over these data. The dashed lines represent the overall ratio of charged to total monomers in the system \( (N_q/N_{\text{tot}})^{\text{system}} \). (b) Parity plot of the ratio of charged to total monomers \( (N_q/N_{\text{tot}})^{\text{system}} \) averaged over all contact clusters of size \( r > 10 \) to the overall system composition \( (N_q/N_{\text{tot}})^{\text{system}} \) at each pH. The red dotted line runs through the origin and has unit slope. Clusters of size \( r \leq 10 \) tend to be enriched in charged monomers, whereas larger clusters have approximately the same charged to total ratio as the overall system.](image-url)
monomers. In Fig. 10, we present the linear end-to-end dis-
contact clusters tend to be more extended than uncharged
portions of the aggregate upon which we have superposed red volumes
dot represents the principal eigenvector coming out of the page, and
indicates the location of charged termini and blue volumes the location
portions of the aggregate upon which we have superposed red volumes
rendered using the VMD molecular graphics software.25 The two images
of uncharged termini. This and all molecular snapshots and movies were
rendered using the VMD molecular graphics software.25 The two images
presented are related by a 90° rotation into the plane of the page. In the
image on the left, the solid black line represents the principal eigen-
vectors (one-sided Welch's t-test, \( p < 0.05 \)), preferentially partitioning to the surface of the cluster.

3.2.5 Charged monomers are more extended than uncharged monomers. To complement the analysis of the pre-
previous section, we studied whether charged monomers in
contact clusters tend to be more extended than uncharged
monomers. In Fig. 10, we present the linear end-to-end dis-
tance \( d_{ee} \) of the charged and uncharged monomers in contact
clusters at each pH considered computed by averaging over the
final 100 ns of the simulations. For comparison, we also present \( d_{ee} \) for a single isolated charged monomer in solution and a single isolated uncharged monomer in solution computed from 30 ns equilibrated simulations of monomers solvated in a \( 7 \times 7 \times 7 \text{ nm}^3 \) box.

At each pH considered, the charged monomers within
contact clusters tend to be more extended than the uncharged
monomers by \( \approx 0.5 \text{ nm} \). A one-sided Welch’s \( t \)-test allows us to
reject the hypothesis that the means of the \( d_{ee} \) distributions for
the charged and uncharged monomers at each pH are equal
\( (p < 0.01) \). This provides additional support for the finding that
charged monomers tend to be more extended than uncharged
monomers due to electrostatic repulsion between the two
termii, resulting in preferential segregation of charge to the
exterior of the self-assembled aggregates. Furthermore, stacking of
monomers within contact clusters induces an elongation of
both charged and uncharged monomers relative to their mean
extent in isolation. Finally, the mild decrease in the monomer extent within contact clusters with increasing pH is due to the
decrease in large aggregates and concomitant increase in the
numbers of small clusters and isolated monomers.

3.3 Modeling and explanation of growth kinetics

In this section we develop a quantitative model for pH-dependent
aggregation, and appeal to the morphological results to
understand the pH-dependence of the aggregation rate.

3.3.1 Kinetics of growth can be modeled using the homogen-
eous Smoluchowski coagulation theory. Following our pre-
vious study of self-assembly under fully protonated (pH < 1.0)
conditions,\(^{12} \) we use our simulation data to fit the pH-depen-
dent parameters of a Smoluchowski coagulation model that
enables us to describe the pH-dependence in the growth rates
of different cluster types in a more quantitative way. The
Smoluchowski coagulation model for the irreversible assembly
of discrete aggregates is,\(^{60-62} \)

\[
\frac{dn_i}{dt} = \frac{1}{2} \sum_{j=1}^{i-1} \left( K_{i-j} n_j(t) n_{i-j}(t) - \sum_{l=1}^{\infty} K_{i-l} n_i(t) n_l(t) \right),
\]

where \( n_i(t) \) is the number concentration of aggregates of size
\( r \) at time \( t \) and \( K_{ij} \) is a kernel for the second order rate constant
of formation of aggregates of size \( i + j \) from coagulation
between aggregates of sizes \( i \) and \( j \). Analytical solutions of the
Smoluchowski equations exist only for restricted classes of
mathematical forms for the coagulation kernel.\(^{60,62,63} \) In this
work we adopt the homogeneity assumption for the kernels,
\( K_{ai,aj} = a^d K_{ij} \), that specifies a self-similar scaling for the second
order rate constant with cluster size. In the analyses that
follow, it is not necessary to specify the kernel further, with
the homogeneous kernel providing a flexible model of the
coaugulation kinetics that admits analytical solutions for the
moments of the cluster size distribution.\(^{62,63,66} \) Although
analytical expressions for the \( n_i(t) \) themselves are not avail-
able, knowledge of the moments is sufficient to predict the
temporal evolution of the $n$-averaged cluster sizes $\mu_n(t)$ (eqn (9)), and by fitting these analytical predictions to the simulation data we can regress kinetic parameters of the Smoluchowski model that optimally recapitulate the self-assembly dynamics observed in our coarse-grained molecular simulations. As discussed in section 3.1.1, it is unclear from the length and time scales accessible to our calculations whether the high-pH simulations exhibit kinetic arrest or just extremely slow aggregation kinetics. By developing a data-driven non-equilibrium kinetic model for the assembly dynamics, we permit the data to “speak for themselves” with the kinetically arrested state a special case of the model in which the coagulation rate constants tend to zero beyond some terminal cluster size.

Under the homogeneous kernel, the analytical solution for the time evolution of the mass-averaged cluster size for arbitrary initial conditions is,

$$\mu_2(t) = \mu_2(0) \left( 1 + \frac{2t}{t_c} \right)^{-\frac{1}{\lambda}},$$  \hspace{1cm} (16)

where $\mu_2(0)$ is the initial mass-averaged cluster size and $t_c$ the characteristic coagulation time.\(^{67}\) Interpretable as the characteristic time for the productive collision of two monomers,\(^{63}\) we make the approximation that $t_c$ is independent of the monomer protonation state and therefore independent of the system pH. Consequently, we assume that all pH dependence of the assembly kinetics may be modeled through the scaling exponent $\lambda$. For $\lambda > 0$ the aggregation rate constant increases with cluster size, for $\lambda < 0$ it decreases, and for $\lambda = 0$ we have a cluster size-independent rate constant that reduces to the special case of a constant kernel.

Considering contact, optical, and aligned clusters independently, we determine the optimal pH-independent value of $t_c$ and pH-dependent $\lambda$ for each cluster type by nonlinear least-squares fitting of the model predictions of the time evolution of the mass-averaged cluster size (eqn (16)) to our simulation data using the “fminbnd” and “fit” functions in MATLAB R2016a (The MathWorks, Inc., Natick, MA)\(^{68,69}\) to a tolerance of $1 \times 10^{-4}$. The optimal estimates of the coagulation time emerging from this procedure are $t_{c\text{contact}} = (5.0198 \pm 0.0001)$ ns, $t_{c\text{optical}} = (0.5564 \pm 0.0001)$ ns, and $t_{c\text{aligned}} = (0.2377 \pm 0.0001)$ ns.

Fig. 9 Snapshots of the final $t = 400$ ns frame of simulations conducted at pH (a) <1.0, (b) 3.43, (c) 3.68, (d) 3.90, (e) 4.12, (f) 4.37, (g) 4.75, and (h) >7.0. The molecules and clusters are rendered as space-filling volume, where the grey surface indicates the spatial extent of the nonterminal portions of the aggregate upon which we have superposed red volumes indicating the location of charged termini and blue volumes the location of uncharged termini. Coarse-grained water is omitted for clarity.
ns. The optimal estimates of the pH-dependent $\lambda$ values are reported in Fig. 11. We present in Fig. S2–4 in the ESI† the Smoluchowski model predictions for $\mu_2(t)$ employing the best-fit parameters for each of the three cluster types at each of the eight pH values considered. The good agreement of the model predictions with the simulation results provides post hoc validation that the Smoluchowski coagulation model with a homogeneous kernel provides a good description of the pH-dependent assembly kinetics.

Fig. 11a shows that $\lambda$ for both contact and optical clusters decreases substantially with increasing pH. Appealing to the self-similar scaling of the homogeneous kernel $K_{ai,aj} = a^\lambda K_{ij}$, this trend indicates increasing suppression of the coagulation rate constants for the association of large clusters, and is consistent with the observed slowdown in the aggregation kinetics with increasing pH (see Fig. 3a and b). We also note that the pH < 1.0 value of $\lambda = -0.2 \pm 0.1$ for contact clusters is close to zero and therefore consistent with our previous work in which we demonstrated the constant kernel (i.e., $K_{ai,aj} = K_{ij}$) to provide a good description of the assembly kinetics in a fully protonated (uncharged) system. The convergence of the $\lambda$ values for the contact and optical clusters at high pH indicates similar scaling behaviors in the coagulation rate constants as a function of cluster size. Together with the not too dissimilar values of $t_{\text{contact}}^c = (5.0198 \pm 0.0001)$ ns and $t_{\text{optical}}^c = (0.5564 \pm 0.0001)$ ns, this indicates that optical and contact cluster
assembly progresses approximately contemporaneously, underpinning both the high-pH convergence of the mass-averaged cluster size of contact and optical clusters (see Fig. 4) and the increasing proportion of each contact cluster that is composed of optical clusters (see Fig. 5).

Fig. 11b shows that with the exception of the datum at pH < 1.0, λ is approximately insensitive to pH lying within the range λ = [−8.5, −7.25]. A factor of two larger than the most negative λ value computed for the contact and optical clusters, this indicates that the suppression of large cluster aggregation rate constants is substantially greater for aligned clusters. This is consistent with the smaller size of aligned clusters (Fig. 3c) relative to contact and optical (Fig. 3a and b). That the pH < 1.0 lies outside the range spanned by the higher-pH data points may be a possible indication of finite size effects artificially suppressing the aligned cluster aggregation kinetics due to the rapid formation of optical and contact clusters under fully protonated conditions. A suite of simulations containing different numbers of monomers could be conducted to test this hypothesis.

3.3.2 Phenomenological model of cluster growth. We now develop a simple phenomenological model to help understand two features of the homogeneous kernel Smoluchowski model constructed in the previous section: why the contact cluster scaling exponent λ should be negative, and why it should become more negative with increasing pH. To do so we appeal to the three findings from the morphological characterization of contact clusters reported in section 3.2 that (i) contact cluster morphology is approximately ellipsoidal and largely insensitive to pH, (ii) clusters containing more than ~10 monomers comprise a ratio of charged to total monomers approximately equal to the overall composition of the system, and (iii) the charged termini preferentially partition to the surface of the cluster. These results motivate a simple cluster model in which the fraction of charged monomers in the system f = 1/(1 + 10^(PKa−pH)) (see Table 1 and eqn (1)) may be used to estimate the number of charged monomers in a cluster containing Ntot total monomers as Nq = fNtot. The volume of the cluster scales with Nq, allowing us to rewrite this relation as Nq ~ fε, where ε is a characteristic linear extent of the cluster. Since the termini of the charged monomers partition to the surface of the cluster, we may estimate the surface charge density as σ ~ Nq/ε. Combining these two expressions, we find that σ ~ fε such that the charge density at the cluster surface increases linearly with both the fraction of charged monomers in the system and with the cluster linear extent. Accordingly, we should expect that the electrostatic repulsion between clusters should increase with both cluster size and pH due to the elevation of negative surface charge and reduction in the relative proportion of uncharged surface area available for productive aggregation.

The increase in this electrostatic shielding with cluster size is the phenomenological root of the negative λ values for contact clusters reported in Fig. 11a, while its increase with the fraction of charged monomers in the system is the root of the downward trend in λ with increasing pH.

3.4 Influence of flow on early-stage self-assembly

We now investigate the role of flow on the alignment and morphology of clusters in the early stages of self-assembly.

3.4.1 Flow has little effect on cluster morphology at short length and time scales. To probe the effect of shear rate on the assembly kinetics we present in Fig. 12 the temporal evolution of the mass-averaged cluster size μ2 for the contact, optical, and aligned clusters at the six shear rates of $\dot{\gamma} = 0 \text{ s}^{-1}, 2.1 \times 10^4 \text{ s}^{-1}, 2.1 \times 10^5 \text{ s}^{-1}, 2.1 \times 10^6 \text{ s}^{-1}, 2.1 \times 10^7 \text{ s}^{-1}, \text{ and } 2.1 \times 10^8 \text{ s}^{-1}$. We find the assembly rates of all three cluster types to be insensitive to shear rate on the time and length scales of our simulations. There is some evidence for an acceleration in the aggregation rate of contact clusters at the two largest shear rates considered ($\dot{\gamma} = 2.1 \times 10^7 \text{ s}^{-1} \text{ and } 2.1 \times 10^8 \text{ s}^{-1}$) but the large error bars associated with sparse sampling of large cluster sizes at late times means that their trajectories cannot be distinguished within error bars from those at lower shear rates.

To explore the degree to which aggregates align with the flow, we compute for each contact cluster the angle it makes with the direction of the shear flow, $\cos(\theta) = \hat{n}_z \cdot \hat{z}_1$, (17)

where $\hat{n}_z$ is a unit vector oriented perpendicular to the plane of constant flow velocity, and $\hat{z}_1$ is the unit vector coincident with the first principal moment of the aggregate gyration tensor (see eqn (11)). Since the sense of $\hat{z}_1$ is arbitrary, in performing this calculation we define its sense such that it forms an acute angle with $\hat{n}_z$. If clusters perfectly align with the flow, then $\hat{n}_z$ and $\hat{z}_1$ are orthogonal and an average over all clusters observed in our simulations will produce $\langle \cos(\theta) \rangle = 0$. If flow has no effect on cluster orientation and clusters adopt an isotropic distribution, then $P(\theta) = (\frac{\pi}{2})^{1/2} \sin(\theta) d\theta$ and $\langle \cos(\theta) \rangle = \frac{\pi/2}{\pi} \cos(\theta) P(\theta) \sin(\theta) d\theta = 0.5$. Fig. 13 presents $\langle \cos(\theta) \rangle$ as a function of cluster size at each of the six shear rates considered.

At none of the shear rates considered do we observe more than partial alignment over the time scale of our calculations. We observe the most significant deviation from an isotropic distribution of angles for the largest shear rate of $\dot{\gamma} = 2.1 \times 10^8 \text{ s}^{-1}$, at which $\langle \cos(\theta) \rangle \approx 0.4$, indicating some preferential alignment with flow. For the second and third largest shear rates of $\dot{\gamma} = 2.1 \times 10^7 \text{ s}^{-1}$ and $\dot{\gamma} = 2.1 \times 10^6 \text{ s}^{-1}$, $\langle \cos(\theta) \rangle$ mainly lies slightly below 0.5, indicating a slight tendency towards alignment. At lower shear rates, $\langle \cos(\theta) \rangle \approx 0.5$ indicating no preferential alignment with flow. Thus, large shear rates well beyond those realized in microfluidic devices ($\dot{\gamma} \approx 2.5 \times 10^5 \text{ s}^{-1}$) are required to align the relatively small clusters formed during early-stage assembly.

To probe cluster morphology as a function of shear rate, in Fig. 14, we plot $\kappa$, $R_\|$, $\zeta_2/\zeta_3$, and $\zeta_2/\zeta_3$ (see section 3.2.1) as a function of contact cluster size $r$ averaged over the entire time course of all five independent runs at each of the six shear rates. We retain only clusters of sizes $r$ for which we possess sufficient statistics to report converged averages. All four mor-
Phylogenetic measures indicate that clusters adopt an elongated approximately ellipsoidal morphology as they grow. Overlap of the data collected at each shear rate indicates that cluster morphology is generally insensitive to shear rate over the range of shear flows and cluster sizes considered in this work. The mean and standard deviation of the distribution of monomer orientations within aligned clusters around the cluster mean (section 3.2.2) is $\Delta \theta = (22 \pm 13)\degree$ at all shear rates considered, and we have verified that there is no statistically significant dependence of the distribution on shear rate (2-sample Kolmogorov–Smirnoff test; $\alpha = 0.05$).

In sum, the effect of flow on cluster morphology in the early stages of assembly is relatively mild. At shear rates $\dot{\gamma} \leq 2.1 \times 10^5 \text{ s}^{-1}$, the cluster morphology, cluster alignment with the flow field, and rate of self-assembly are largely indistinguishable from quiescent conditions. Only at the very high shear rates of $\dot{\gamma} \geq 2.1 \times 10^6 \text{ s}^{-1}$ do we find evidence of mild cluster alignment with the shear flow, and only for the even higher shear rates of $\dot{\gamma} \geq 2.1 \times 10^7 \text{ s}^{-1}$ do we observe potentially accelerated assembly rates of contact clusters.

### 3.5 Dimensionless analysis of flow in early-stage assembly

We can understand and quantify the relatively weak influence of flow on early-stage assembly by performing a dimensionless analysis inspired by Pipkin diagrams used in rheology$^{22,23}$ in which we construct ratios of the characteristic time scales for shear (the reciprocal shear rate $\dot{\gamma}^{-1}$), rotational diffusion (the reciprocal rotational diffusivity $D_r^{-1}$), and observation (the simulation time $t_{obs}$). The shear rate $\dot{\gamma}$ and simulation time $t_{obs} = 400 \text{ ns}$ are determined from our simulation parameters, and

---

**Fig. 12** Temporal evolution of the mass-averaged cluster size $\mu_2$ calculated at each of the six shear rates considered for (a) contact clusters, (b) optical clusters, and (c) aligned clusters. Different shear rates are denoted by different colors. $\mu_2(t)$ is computed as the mean over the five independent runs at each pH and represented as a solid line, and uncertainties represented by the shaded regions are estimated from the standard deviation taken over the five runs. Within error bars, flow has no effect on cluster growth rate on the length and time scales of our calculations, except to possibly accelerate contact cluster formation at the two highest shear rates considered.

---

**Fig. 13** Alignment of contact clusters with the shear flow ($\cos(\theta_z)$) as a function of cluster size $r$. Averages are taken over all clusters of size $r$ observed at any time in any of the five independent runs at each of the six shear rates considered. Data is shown for all cluster sizes for which at least 1000 observations were recorded. Different shear rates are denoted by different colors. The solid lines are computed from a sliding window average that averages over three contiguous cluster sizes in order to smooth the data and evince its trends. The shaded areas indicate standard errors in the mean computed by randomly splitting the data for each cluster size into five equally sized blocks and computing the standard deviation over the blocks. The standard errors are subjected to the same window smoothing procedure as the means. Perfect alignment of the principal cluster axes with the shear flow produces $\langle \cos(\theta_z) \rangle = 0$, whereas an isotropic orientational distribution produces $\langle \cos(\theta_z) \rangle = 0.5$ (indicated by the dashed black line).
we estimate $D_r$ for 70 representative contact clusters comprising 6–330 monomers by analyzing their rotational dynamics as detailed in section 2.3. Given these three time scales, we form two independent dimensionless groups: the rotational Peclet number $\text{Per}$ and the Deborah number $\text{De}$.

The rotational Peclet number of a cluster,\textsuperscript{70}
\begin{equation}
\text{Per} = \frac{\dot{\gamma}}{D_r}, \tag{18}
\end{equation}
is defined as the ratio of the shear rate $\dot{\gamma}$ and the rotational diffusivity of the cluster $D_r$. $\text{Per}$ measures the relative magnitude of the hydrodynamic convection rate to the diffusion rate. Applied to the self-assembling contact clusters in our simulation, if $\text{Per} \gg 1$ then the strength of the shear flow dominates Brownian rotational diffusion and we should expect the clusters to align with the flow, whereas if $\text{Per} \ll 1$ then the shear rate is insufficient to dominate the rotational diffusion and we should expect to see an isotropic distribution of cluster orientations.\textsuperscript{11,71}

The Deborah number of a cluster,\textsuperscript{72–74}
\begin{equation}
\text{De} = \frac{D_r^{-1}}{t_{\text{obs}}}, \tag{19}
\end{equation}
is defined as the ratio of the characteristic time scale for rotational diffusion $D_r^{-1}$ and the simulation time scale $t_{\text{obs}}$. $\text{De}$ provides a measure of the time required for clusters to rotationally diffuse relative to the time over which we observe the system dynamics. For $\text{De} \ll 1$ the time scale on which we observe the system far exceeds that over which rotational diffusion occurs and we should expect the clusters to comprehensively sample all of their accessible orientational states. For $\text{De} \gg 1$ our observation time is far smaller than the rotational diffusion time scale and our simulations are too short to observe the orientational dynamics.

We present in Fig. 15 our Pipkin diagram showing the relationship between $\text{Per}$ and $\text{De}$ at each of the five non-zero shear rates $\dot{\gamma}$. Each curve is parameterized by the rotational diffusivity $D_r$ and we have superposed on these curves data points for each of the 70 representative contact clusters comprising 6–330 monomers for which $D_r$ was computed. The dashed horizontal line at $\text{Per} = 1$ demarcates the turnover from the diffusive ($\text{Per} \ll 1$) to convective ($\text{Per} \gg 1$) regime. The dashed vertical line at $\text{De} = 1$ delimits the transition from the regime of rapid ($\text{De} \ll 1$) to slow ($\text{De} \gg 1$) diffusion relative to the simulation time. Below the horizontal line the shear rate is insufficiently strong to align the clusters with the flow, and to the right of the vertical line the simulation time scale is too short to observe orientational relaxation. Accordingly, we should only expect to be able to observe the influence of flow within the upper left quadrant where the shear rate is sufficiently strong to impose alignment and the rotational
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**Fig. 14** Cluster morphology as a function of contact cluster size $r$ measured by the (a) relative shape anisotropy $\kappa^2$, (b) radius of gyration $R_g$, (c) ratio of the first and third principal moments $\xi_1/\xi_3$, and (d) ratio of the second and third principal moments $\xi_2/\xi_3$. The solid lines are averages over all clusters of size $r$ observed at any time in any of the five independent runs at each of the six shear rates considered. Different shear rates are denoted by different colors. The shaded areas indicate standard deviations around the means. Only cluster sizes $r$ for which more than 1000 observations were recorded are plotted.

---
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4 Conclusions and future work

Using a combination of coarse-grained molecular dynamics simulations and analytical theory, we have characterized the effects of pH and shear flow on the aggregation dynamics and morphologies of self-assembling π-conjugated DFAG-OPV3-GAFD peptides on time scales of hundreds of nanoseconds and length scales of hundreds of monomers. Overall, we have gained a molecular-level understanding of the effects of pH and flow on assembly and laid the groundwork to rationally manipulate pH and flow to engineer self-assembled aggregates with desirable optoelectronic properties.

We have shown that increasing pH strongly affects the assembly kinetics by disfavoring the formation of large aggregates due to a partitioning of charged residues to the aggregate surface and an increase in surface charge density that scales approximately linearly with cluster size and fraction of charged monomers in the system. The slow down in the kinetics with increasing pH is well modeled by Smoluchowski coagulation theory employing a homogeneous kernel where we have inferred kinetic parameters by fitting the model predictions to our simulation data. These analytical kinetic models provide a means to extrapolate predictions of the assembly kinetics to length and time scales far beyond those accessible to molecular simulation. The slow down in the assembly rate with elevated pH is accompanied by an increase in the alignment and ordering of the monomers within the aggregates. Our results suggest that pH can serve as a useful control variable to engineer the assembly of ordered aggregates. Specifically, we propose that conducting assembly under a gently decreasing pH ramp may promote long-range ordering within large aggregates via a hierarchical assembly mechanism wherein well-ordered smaller aggregates progressively coalesce into larger fibers as the surface charge density is reduced under increasingly acidic conditions to gradually promote further assembly. Experimental support for this conjecture is provided in recent work by Li et al., who showed that reduced acidification rates achieved by introducing an organic layer to control acid diffusion produced slower assembly kinetics and more homogeneous self-assembled aggregates at length scales of hundreds of nanometers and time scales of hours.13 These results are consistent with earlier work by Adams et al., who showed that self-assembling fluorenlymethoxycarbonyl-dipeptides produced more homogeneous self-supporting hydrogels when acidified by the slow and controllable hydrolysis of glucono-δ-lactone into gluconic acid.75 Nevertheless, no change in the final absorbance and emission spectra of the resultant aggregates was observed,13 highlighting a need for future modeling work to probe the morphological effects of pH at longer length scales using ultra coarse-grained models, and the connection between the morphologies of aligned, optical, and contact clusters and their corresponding optical properties through electronic structure calculations. We also propose to conduct coarse-grained molecular dynamics simulations with time-varying pH to directly probe the microscopic mechanisms underpinning this hypothesized hierarchical aggregation.

diffusivity sufficiently fast for us to observe alignment over the course of the simulation.

At the two lowest shear rates \( \dot{\gamma} = 2.1 \times 10^4 \text{ s}^{-1} \) and \( 2.1 \times 10^5 \text{ s}^{-1} \), almost all clusters containing up to \( r \approx 300 \) monomers remain in the diffusive regime where the shear rate is insufficient to induce cluster alignment with flow and therefore couple to and influence the self-assembly morphology and dynamics. These shear rates are on the order of what has thus far been attained for this system in microfluidic cells,11 and so we anticipate that flow should only become important in influencing the morphology and orientation of aggregates containing hundreds or thousands of monomers. At \( \dot{\gamma} = 2.1 \times 10^6 \text{ s}^{-1} \), clusters of size \( r \approx 10^2 \) are sufficiently large to enter the convective regime, but do so to the right of the De = 1 line. Accordingly, we should not expect to observe alignment of these aggregates over the course of our 400 ns simulations, and that alignment of these clusters with flow would occur in excess of microsecond time scales. For the highest shear rate \( 2.1 \times 10^8 \text{ s}^{-1} \), nearly all clusters of size \( r \lesssim 100 \) fall into the upper left quadrant, while for the second highest shear rate \( \dot{\gamma} = 2.1 \times 10^7 \text{ s}^{-1} \), most clusters between \( 50 \leq r \leq 100 \) and some smaller clusters do fall into the upper left quadrant, suggesting that we should observe alignment of these clusters with the flow. This is consistent with the observations that only for the highest shear rate did we observe significant alignment of clusters with the flow field (Fig. 13), and only for the two highest shear rates did we observe evidence for acceleration of the assembly rate (Fig. 12).

**Fig. 15** Pipkin diagram illustrating the relationship between rotational Peclet number \( \text{Pe}_r = \dot{\gamma}/D_r \), measuring the relative rate of convective shear to rotational diffusivity, and Deborah number \( \text{De} = D_r^{-1}/t_{\text{obs}} \), measuring the ratio of the diffusion time to the simulation time. The five curves correspond to each of the five non-zero shear rates upon which we have superposed the 70 points corresponding to the representative contact clusters for which rotational diffusivities were empirically computed. Each point is colored by cluster size. The dashed horizontal line at \( \text{Pe}_r = 1 \) demarcates the turnover from the diffusive to convective regime, and the dashed vertical line at \( \text{De} = 1 \) delimits the transition from the regime of rapid to slow diffusion relative to the simulation time. Only in the upper left quadrant is the shear flow sufficiently strong and diffusion rate sufficiently high that we should expect to observe cluster alignment with flow.
process. In doing so, we propose to devise programs of pH control – including potentially non-monotonic oscillatory pH schedules to aid in the healing of defects – to control the large-scale morphologies of these self-assembling systems and maximize their order and corresponding optoelectronic properties.

Our analysis of the impact of shear flow upon assembly morphology and kinetics reveals that flow only begins to couple to early-stage aggregation at very high shear rates in excess of $\dot{\gamma} = 2.1 \times 10^4$ s$^{-1}$. Under these conditions, the shear flow induces alignment of clusters within the flow and accelerates the assembly kinetics. At experimentally realized shear rates within microfluidic devices, our Pipkin-inspired dimensionless analysis suggests that the flow field is expected to influence the orientation and aggregation of clusters comprising in excess of hundreds of monomers over hundreds of nanosecond time scales or longer. The fact that cluster size increases approximately monotonically even at very high shear rates shows that flow does not induce fragmentation of clusters containing up to $\sim$180 monomers, but we propose that it may disturb the branched nature of very large contact clusters that we previously demonstrated to adopt a fractal network architecture of dimensionality $\sim 1.5$. These findings suggest that the experimentally verified role of flow in enhancing optoelectronic properties of these self-assembled aggregates is due to the flow-induced alignment and ordering of aggregates to form elongated fibrils and fibers at time and length scales exceeding hundreds of ns and tens of nm. To explicitly probe this hypothesis, we propose that it would be instructive in future work to perform simulations of the effect of flow on the alignment and morphology of preassembled aggregates comprising hundreds of monomers harvested from the calculations performed in this work.

In future work, we plan to perform quantum calculations employing time-dependent density functional theory (TDDFT) to characterize the optoelectronic properties and underlying electronic mechanisms within archetypal aggregates observed in our classical molecular dynamics simulations and thereby directly quantify the role of morphology and ordering upon the emergent optical and electronic responses. We also propose to develop a bottom-up coarse-grained model for peptide assembly to reach exceedingly long time and length scales and ultimately attempt to make contact with experimentally-accessible time and length scales. Finally, we also plan to consider different chemistries in the DXXX-II-XXXD series to probe the effects of chemistry on aggregation and optoelectronic properties.
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