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q Transfer Learning
o Input: A source domain and a target domain
o Output: Prediction function on the target domain

q Assumptions
o Relatedness: Domains are distributionally similar.
o Static domains: All the domain data are static

Background

Behnam Neyshabur, et al. "What is being transferred in transfer learning?." NeurIPS 2020.
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q Transfer Learning
o Input: A source domain and a target domain
o Output: Prediction function on the target domain

q Assumptions
o Relatedness: Domains are distributionally similar.
o Static domains: All the domain data are static

q Applications
o Computer vision: Object recognition 
o Natural language processing: Sentiment analysis
o Graph mining: Traffic flow prediction
o Agriculture analysis: Plant phenotyping

Background

Ozan Sener, et al. "Learning transferrable representations for unsupervised domain adaptation." NeurIPS 2016.
Junteng Jia, et al. "Residual correlation in graph neural network regression." KDD 2020.
Jun Wu et al. "Adaptive transfer learning for plant phenotyping." MLCA 2021 
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q Dynamic transfer learning
o Input: A static source domain (fully labeled);

A time-evolving target domain (limited labeled and adequate unlabeled)
o Goal: Learn a prediction function for the newest target domain
o Assumptions

Ø Relatedness: The source and initial target domains are distributionally related.
Ø Evolvement: The target domain is continuously evolving over time.

Problem Definition

Source domain

Target domain

𝐷!!

𝐷"! 𝐷"" 𝐷"# 𝐷"$%!

⋯⋯

𝐷"&

Target data at time stamp 𝑗

Static source data

Judy Hoffman, et al. "Continuous manifold based adaptation for evolving visual domains." CVPR 2014.
Ananya Kumar, et al. "Understanding self-training for gradual domain adaptation." ICML 2020.
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q Label-informed domain discrepancy (𝒞-divergence):
o Key idea: Measure the joint distribution difference over both input and output spaces

q Comparison with existing marginal discrepancy measures, e.g., 𝒜-distance [1]

Label-Informed Domain Discrepancy

+ -
- +

Marginal distribution

Joint distribution

𝑑𝒜 𝒟!, 𝒟" = 0, 𝑥~𝒟! 𝑜𝑟 𝑥~𝒟"

𝑑𝒞 𝒟!, 𝒟" = 1, (𝑥, 𝑦)~𝒟! 𝑜𝑟 (𝑥, 𝑦)~𝒟"

} }0.5 0.5
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Marginal distribution

Joint distribution

𝑑𝒜 𝒟!, 𝒟" = 0, 𝑥~𝒟! 𝑜𝑟 𝑥~𝒟"

𝑑𝒞 𝒟!, 𝒟" = 0, (𝑥, 𝑦)~𝒟! 𝑜𝑟 (𝑥, 𝑦)~𝒟"

} }0.5 0.5

Target

Source

[1] Shai Ben-David, et al. "A theory of learning from different domains." Machine learning 2010.
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q The expected target error 𝜖"!"# on time stamp 𝑡+1 is bounded by
o (i) Empirical classification error ̂𝜖!0 on source data
o (ii) Empirical classification error ̂𝜖!1 (𝑗 = 1,… , 𝑡) on historical target data
o (iii) Label-informed domain discrepancy 𝑑𝒞 among domains

Theoretical Analysis

Theorem: Assume the loss function 𝐿 ⋅,⋅ is bounded. Given a source domain 𝒟! (denoted as 𝒟"!) 

and historical target domain 𝒟"" #$%

&
, for ℎ ∈ ℋ and 𝛿 ∈ 0,1 , with probability at least 1 − 𝛿, the 

target domain error 𝜖"#$% on the newest target domain is bounded as follows. 

𝜖"#$% ℎ ≤
1
�̅� 2

#$'

&

𝜇&(# ̂𝜖"" ℎ +𝑀2
#$'

&

𝜇&(#𝑑𝒞 7𝒟"" , 7𝒟"#$% +𝑀Λ

where Λ is a Rademacher complexity term.
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q TransLATE: Transfer learning with label-informed distribution alignment

q Objective function

o Assume data distribution is continuously evolving, i.e., 0 ≤ 𝜇 ≤ 1
o Variational autoencoder learns the common feature space
o The empirical error on historical target task is iteratively estimated

Proposed Algorithm: TransLATE

Empirical error Variational Autoencoder 
for feature extraction

Label-informed domain discrepancy

𝒥 =2
#$'

&

𝜇&(# 𝐿*+* 𝑇# , 𝑇&,% + 𝑑𝒞 7𝒟"" , 7𝒟"#$% + 𝜆𝐿-./0 𝑇# , 𝑇&,%
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q Data sets
o Synthetic 
o Office-31
o Office-Home

q Metric
o Classification accuracy

q Baselines
o Single domain: SourceOnly, TargetERM
o Static adaptation: DAN, DANN, and MDD 
o Dynamic adaptation: CUA, GST, and CIDA 

Experiments

Ananya Kumar, et al. "Understanding self-training for gradual domain adaptation." ICML 2020.
Hao Wang, et al. "Continuously indexed domain adaptation." ICML 2020.
Yuchen Zhang, et al. "Bridging theory and algorithm for domain adaptation." ICML 2019.
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Model Analysis

Comparison of different error bounds Comparison of domain discrepancy and target error 

Observations:
(a) Compared to 𝒜-distance [1], 𝒞-divergence better characterizes 
the transferability from the source to the target domains

(b) Our 𝒞-divergence based error bound is much tighter than 
the baseline [1] based on 𝒜-distance

[1] Shai Ben-David, et al. "A theory of learning from different domains." Machine learning 2010.
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Results

Office-31

Office-Home

Observation:
TransLATE achieves 
significantly better 
performance (+10%) 
on the newest target 
domain.

Classification 
accuracy
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q Problem: Dynamic transfer learning with time 
evolving target domain

q Analysis: Generalization error bounds with the 
proposed 𝒞-divergence

q Algorithm: Adversarial variational  autoencoder 
framework based on empirical 𝒞-divergence

q Evaluation: Competitive performance on 
modeling the newest target domain

Conclusion

Source domain

Target domain
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