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Conclusion

q Problem: Cross-network transfer learning where knowledge is 
transferred from a source graph to relevant a target graph

q Algorithm: Graph adaptive network (GRADE) which measures 
the graph distribution shift using graph subtree structures

q Evaluation: Superior performance on both cross-network node 
classification and cross-domain recommendation

Problem Definition

q Cross-Network Transfer Learning

q Graph Distribution Shift (Challenges)

q Applications

Graph Subtree Discrepancy

q Motivation

q Formal Definition of Graph Subtree Discrepancy

q Generalization Analysis

Proposed Algorithm: GRADE

q Objective function

Evaluation

q Performance Evaluation

q Impact of Base Distribution Discrepancy and Base GNN

Cross-network 
transfer learning

Source Target

Node classification

Link prediction

Which class does it 
belong to?

Whether are they 
linked?

Class 1
Class 2
Class 3 Unlabeled

o Input: (i) source graph 𝐺! = 𝑉! , 𝐸! , 𝑋! with rich structure or 
node label information; (ii) target graph 𝐺" = 𝑉" , 𝐸" , 𝑋" with 
sparse structure or unlabeled nodes

o Goal: Learn a prediction function on the target graph

o Cross-network node classification

o Cross-domain recommendation

Source Target

Source Target

o Connection between Weisfeiler-Lehman graph kernels [1]  and graph neural networks [2]

Weisfeiler-Lehman Graph Subtree Kernel Message-Passing Graph Neural Network
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o 𝑑, ⋅,⋅ : Base distribution discrepancy, e.g., Maximum Mean Discrepancy (MMD) [3]
o 𝐺)! (𝐺)" ): Source (target) Weisfeiler-Lehman subgraph at depth 𝑚

[Cross-Network Node Classification] Given graph subtree discrepancy 𝑑#$% 𝐺! , 𝐺"
defined above, a message-passing GNN with the feature extractor 𝑓 and the hypothesis 
ℎ ∈ ℋ, the node classification error in the target graph can be bounded:

𝜖" ℎ ∘ 𝑓 ≤ 𝜖! ℎ ∘ 𝑓 + 𝑑#$% 𝐺! , 𝐺" + 𝜆∗ + 𝑅∗

where 𝜆∗ measure the labeling difference across domains and 𝑅∗ is the Bayes error.

[Cross-Network Link Prediction] The loss of link prediction is defined as ϵ./01 ℎ ∘ 𝑓 =
𝔼 2,4 ∈6×6 𝐿 ℎ 𝑓 𝑢 ||𝑓(𝑣) , 𝑦 where 𝑦 = 1 if 𝑢 and 𝑣 are linked, 𝑦 = 0 otherwise. Then, 
the link prediction error in the target graph can be bounded:

𝜖"./01 ℎ ∘ 𝑓 ≤ 𝜖!./01 ℎ ∘ 𝑓 + 𝑑#$% 𝐺! , 𝐺" + 𝜆./01∗ + 𝑅./01∗ )
where 𝜆./01∗ measure the labeling difference across domains and 𝑅./01∗ is the Bayes error.
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Task-specific Loss Distribution Discrepancy

o Cross-network node classification (GRADE-N)
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Cross-domain recommendation on Amazon data set

Cross-network node classification on airport data set
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