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SENSITIVITY ANALYSIS OF THE SURFACE ENERGY

BALANCE ALGORITHM FOR LAND (SEBAL)

J. Wang,  T. W. Sammis,  V. P. Gutschick,  M. Gebremichael,  D. R. Miller

ABSTRACT. New versions of evapotranspiration (ET) algorithms based on the Surface Energy Balance Algorithm for Land
(SEBAL) are being published, each containing slightly different equations to calculate the energy balance. It is difficult to
determine what impact changing one or more of the equations or coefficients in the series of equations of SEBAL has on the
final calculation of ET. The objective of this article is to conduct a sensitivity analysis of ET estimates in SEBAL to identify
the most sensitive variables and equations. A remote sensing ET model based on SEBAL was programmed and validated
against eddy‐covariance data. A sensitivity analysis was conducted for three contrasting land surface conditions: full, half,
and sparse canopy cover in pecan orchards. Results were most sensitive to the selection (according to temperature) of the
dry (~zero ET) reference pixel and to c (the estimated ratio of soil heat flux to net solar radiation). At all the three degrees
of canopy cover, estimated ET changed by 40% to 270% (1 to 2 mm d-1) when either variable changed from its baseline value
by ±50% of the permissible range. Estimated ET was also sensitive to the selection of the wet (full ET) reference pixel and
to dT (aerodynamic difference of air and land temperatures). Changes in ET estimates were 47% to 72% (1.3 to 3.7 mm d-1)
at both the full and half canopy areas under changes from baseline values equal to 50% of the permissible range for either
variable. In addition, ET was sensitive to the roughness length in areas of half canopy cover (ET changed by 61% [1.5 mm
d-1]) and to the value of the normalized difference vegetation index (NDVI) in areas of sparse canopy cover (ET changed by
118% [0.35 mm d-1]). Future research on ET algorithm improvement should focus on the above variables and relative
equations. The selection of the wet‐ and dry‐spots should be automated to avoid subjective errors from manual selection.

Keywords. Energy balance algorithm, Evapotranspiration, Remote sensing, SEBAL, Sensitivity analysis.

ifferent models have been developed to estimate
evapotranspiration  (ET) with extensive spatial
coverage based on satellite data (Courault et al.,
2003; Gowda et al., 2007). Most of the models re‐

quire accurate land surface temperature data, which are diffi‐
cult to obtain. The Surface Energy Balance Algorithm for
Land (SEBAL), developed by Bastiaanssen et al. (1998),
overcomes this problem by using two anchor pixels (wet and
dry, high and low ET) and linearly relating the difference be‐
tween surface and air temperatures to surface temperature.
This feature makes SEBAL a popular choice for operational
applications.

The key input data for SEBAL consist of local weather
data (wind speed, humidity, solar radiation, and air tempera‐
ture) and satellite radiance data (visible, near‐infrared, and
thermal infrared portions of the spectrum). The net shortwave
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radiation and the soil heat flux are calculated from the ra‐
diance data. The sensible heat flux (H) is calculated by as‐
suming a linear relationship between dT (the difference
between surface temperature and air temperature) and the
surface temperature estimated from thermal infrared ra‐
diance. (The Appendix lists all the variable symbols used in
this article.) Data from the two anchor pixels (wet and dry)
are used to determine the slope and intercept of the linear
relationship.  Finally, ET is solved as the residual of the ener‐
gy balance equation.

The initial publication of the SEBAL algorithm consisted
of a series of equations that were applied to every pixel in the
satellite image. Since then, other researchers have published
modifications of the equations used in SEBAL. Allen et al.
(2007a) published a model, Mapping Evapotranspiration
with Internalized Calibration (METRIC), modifying SEBAL
to relieve the assumption that the sensible heat flux (H) is
zero at the wet pixel. METRIC calculates H as the energy re‐
sidual at the pixel, and sets latent heat flux at the cold refer‐
ence pixel equal to 1.05ETr-h, where ETr-h is the hourly
alfalfa reference ET. This latter value is calculated using the
standardized ASCE Penman‐Monteith equation applied to
local meteorological observations. METRIC calculates ET
over the dry pixel using a daily surface soil water balance like
SEBAL, and calculates daily total ET by multiplying the
instantaneous ET by the ratio of the daily alfalfa reference ET
to the instantaneous reference ET. Samani et al. (2005a,
2005b) developed the Regional ET Estimation Model
(REEM) based on SEBAL, but with different equations for
calculating H and net solar radiation (Rn); REEM uses regres‐
sion equations based on local measured data to compute H
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and Rn. Conrad et al. (2007) used a different strategy to identi‐
fy the two anchor spots. They combine normalized difference
vegetation index (NDVI) and absolute land surface tempera‐
ture (Ts) to find the anchor spots; high NDVI and low Ts define
a wet‐spot and low NDVI and high Ts define a dry‐spot.

A review of methods to calculate ET using remote sensing
energy balance techniques was given by Gowda et al. (2007).
For operational purposes of state and federal U.S. agencies,
irrigation districts, and engineering firms, SEBAL‐type algo‐
rithms are most commonly used to calculate ET from remote‐
ly sensed data.

There are issues associated with the accuracy of SEBAL
or any other satellite‐based ET estimation techniques. Errors
in satellite‐based ET estimates could result from algorithm
error, instrumental error, and temporal sampling error. Algo‐
rithm errors are directly associated with the approximations
to the true physics used to generate estimates of “instanta‐
neous” ET maps. Instrumental errors originate in calibration
and measurement noise. Temporal sampling errors arise from
infrequent satellite visits and the variability of ET fields in
space and time. To minimize potential errors in estimating
ET, it is important to quantify the errors and their sensitivity
to data and assumed parameter values.

Based on validation results compiled from 18 papers, Bas‐
tiaanssen et al. (2005) reported that the accuracy of the SE‐
BAL ET estimates vary from 67% to 95% for instantaneous
ET estimates and from 70% to 98% for 1‐ to 10‐day ET esti‐
mates. The two worst accuracies were in the studies of Pel‐
grum and Bastiaanssen (1996) (67% accuracy for
instantaneous ET) and Bastiaanssen and Roozekrans (2003)
(70% accuracy for 1 to 10 days ET). The factors that affected
the accuracies may have been the landscape type, ground
measurement method, water stress levels, and climate condi‐
tions.

Sensitivity analyses have been conducted on ground‐
based energy balance algorithms. For example, Bailey and
Davies (1981) examined the ET and aerodynamic resistance
sensitivity to roughness length and wind speed at a soybean
field using ground‐based energy balance algorithms. Evapo‐
ration estimates from a soybean crop calculated from the
model were insensitive to aerodynamic resistance. The re‐
sistance was found to be more sensitive to errors in surface
roughness than to errors in zero‐plane displacement. Howev‐
er, large errors in these had little effect on calculated evapora‐
tion. Errors incurred by ignoring atmospheric stability were
small in estimating both resistance and evaporation.

Gellens‐Meulenberghs (2004) examined the sensitivity of
input variables (net solar radiation, Rn; soil heat flux, G; air
temperature,  Ta; and wind speed, u) and five atmospheric sta‐
bility functions (Högström, 1988; Brutsaert, 1982; Brutsaert,
1999; Grachev et al., 2000) for a ground‐based energy bal‐
ance algorithm (Royal Meteorological Institute [RMI] Com‐
bined Energy Budget‐Similarity). The results showed that the
stability functions can give large errors (6 to 10 W m-2) for
diurnal fluxes (H from 5 to 50 W m-2 and latent heat [� ET]
from 40 to 200 W m-2). Even small standard deviations ap‐
plied to input data were able to generate important root mean
square error values (e.g., 10 W m-2) on both H and � ET.

In addition, analyses of the latent heat flux sensitivity to
the input data for ground‐based energy balance algorithms
have been reported (e.g., Stricker and Brutsaert, 1978; Gou‐
torbe, 1991). However, these studies are less comprehensive
than that in Gellens‐Meulenberghs (2004). The above sensi‐

tivity analyses were for ground‐based energy balance algo‐
rithms.

Sensitivity analysis studies have been performed on
SEBAL‐like models. For example, sensitivity analyses con‐
ducted by Tasumi (2003) on the original SEBAL algorithms
showed that doubling or halving the surface roughness pa‐
rameter did not change the ET estimates by more than 5%.
This evaluation was done for a well‐irrigated agricultural
area, and the results therefore may not be applicable to water‐
stressed land surface conditions. Crow and Kustas (2005)
performed a sensitivity analysis on three parameters, dT,
evaporative fraction (EF, hourly ET/daily ET), and rah (aero‐
dynamic resistance to heat transport), for an energy balance
model. They considered sites with different vegetation cover
(50% to 90%) at shrub‐ and grasslands. The EF value did not
change with vegetation cover, while dT and rah were more
sensitive to vegetation cover. Their analysis did not go far to
quantify ET's sensitivity.

The study presented in this article is a comprehensive
study of the sensitivity of SEBAL ET estimates to the input
and intermediate variables for land surface conditions under
different degrees of vegetation cover (full, half, and sparse)
corresponding to various conditions of water availability (no
stress, half stressed, and fully stressed) on a summer day in
the western U.S. (semi‐arid climate and Harkey loam soil).

MATERIALS AND METHODS
SEBAL‐BASED RSET MODEL AND IMPLEMENTATION

In this study, we programmed a remote sensing ET (RSET)
model, based on SEBAL and written in C++. The model perfor‐
mance was evaluated in Las Cruces, New Mexico. The model
simulates ET using data from ASTER (Advanced Spaceborne
Thermal Emission and Reflection Radiometer) and local weath‐
er stations at a spatial resolution of 90 m × 90 m and a temporal
resolution of instantaneous, daily, or longer time scales. ASTER
data were obtained from the NASA Earth Observing System
Data Gateway (http://redhook.gsfc.nasa.gov/~imswww/pub/
imswelcome/). Local weather data consisted of solar radiation,
humidity, and wind speed. The RSET model calculates Rn,
NDVI, G, and H. As a final step, it calculates the instantaneous
ET (� ETins) in W m-2, with ET expressed in energy terms as a
residual of the energy balance equation. The instantaneous val‐
ue is scaled to daily ET flux (� ET24h, in W m-2) using the refer‐
ence crop ET. The ASTER reflectance data have a resolution of
15 m × 15 m for spectral bands 1 through 3 (visible and near‐
infrared bands) and 30 m × 30 m for spectral bands 4 through
9 (shortwave infrared bands). The ASTER surface temperature
data have a resolution of 90�m × 90 m. The reflectance data
were linearly averaged over 90 m × 90 m to match the surface
temperature data resolution. Each satellite scene covers an area
of 60 km × 60 km. The main equations and parameters in‐
volved in the RSET model are discussed below.

The model uses the energy budget equation to calculate �
ETins over each pixel at the satellite overpass time:

 HGRET nins −−=λ  (1)

where Rn is the net radiation, computed as the sum of short‐
wave (Rns, W m-2) and longwave (Rnl, W m-2) components:

 nlnsn RRR −=  (2)



803Vol. 52(3): 801-811

A positive sign indicates radiation coming into the sur‐
face, while a negative indicates radiation leaving the surface.
The Rns is obtained using the incoming solar radiation (Rs, W
m-2) measured at the local weather station and surface albedo
(�):

 sns RR )1( γ−=  (3)

Albedo is estimated from the ASTER surface reflectance
data using the following equation (Liang, 2000):

 0015.0367.0305.0

551.0324.0335.0484.0

98

6531

−α−α+

α+α−α+α=γ

 (4)

where �i is the reflectance in spectral band i of the ASTER
satellite sensors. The respective bands are visible near‐in‐
frared for bands 1 and 3 and shortwave near‐infrared for
bands 5, 6, 8, and 9, respectively. The symbol Rnl is estimated
using the regression equation developed by Walter et al.
(2002):

 ( )asnl eTR 14.034.08.277 4 −σ=  (5)

where Ts is the mean absolute surface temperature (K) as ob‐
tained from ASTER thermal infrared data, � is the Stefan‐
Boltzmann constant (2.042 × 10-10 MJ K-4 m-2 h-1), and ea
is the actual water vapor pressure in air (kPa). The value of
ea is obtained from:

 )(
100
RH

asa Tee =  (6)

where es(Ta) is the saturation vapor pressure (kPa) at air
temperature Ta (K), and RH is the relative humidity (%). The
es(Ta) is calculated from Murray (1967):

 ⎥
⎦

⎤
⎪
⎣

⎡
−

−=
86.35

)273(269.17
exp6108.0)(

a

a
as T

T
Te  (7)

with dTTT sa −= (8)

where dT is the difference between surface temperature and
air temperature (see eq. 16).

The soil heat flux, G, is estimated as a fraction of the net
radiation:

 nRcG ×=  (9)

This fraction varies with vegetation cover, which is
estimated in SEBAL using NDVI. Using values of NDVI, G,
and Rn reported in the literature (Clothier et al., 1986;
Choudhury, 1989; Kustas and Daughtry, 1990; Van Oevelen,
1991), we obtained the following functional relationship
between c and NDVI (fig. 1):

 41.0NDVI11.0

NDVI64.1NDVI98.3NDVI70.2 24 3

+−

−+−=c

 (10)

These data were obtained over different landscapes (bare
soil, sparse vegetation, and full vegetation cover) and under
a range of soil moisture levels. For example, Clothier et al.
(1986) measured and Choudhury (1989) analyzed c for
alfalfa fields over two regrowth cycles during the fall
growing season at Phoenix, Arizona. Their data covered a
range of vegetative conditions from almost bare soil to full
cover by alfalfa of 0.6 m height. Soil volumetric water

Figure 1. Parameter c (soil heat flux/net radiation) relationship with
NDVI (normalized difference vegetation index). Data are from Clothier
et al. (1986), Choudhury (1989), Kustas and Daughtry (1990), and Van
Oevelen (1991).

content at the surface (0 to 50 mm depth) varied from 0.08 to
0.38. Kustas and Daughtry (1990) measured c during several
days near Phoenix for bare, dry soil, alfalfa (0.43 to 0.52 m
high, 75% plant cover, saturated water content), and cotton
(0.19 to 0.29 m high, 11% to 22% plant cover, 0 to 5 cm
surface soil moisture).

NDVI is calculated (Tasumi et al., 2000) as:

 
23

23NDVI
α+α
α−α=  (11)

where �i is the reflectance in spectral band i of the ASTER
satellite sensors. Bands 2 and 3 are the bands of visible
near‐infrared.

The sensible heat flux, H, is computed using wind speed
observations, estimated surface roughness, and surface‐to‐air
temperature differences (dT) that are obtained through a self‐
calibration between dry (� ET � 0) and wet (H � 0) pixels,
following Bastiaanssen et al. (1998). A dry pixel has no soil
water at the surface of a pixel (e.g., dry, bare ground); a wet
pixel has enough soil water to attain ET at the reference value
(e.g., a well‐irrigated crop).

The assumption that H � 0 at the wet pixel may not be
wholly accurate, because there can be modest advection
(negative H); air temperature can exceed canopy temperature
by several degrees during the daytime (Kalma and Jupp,
1990; Gay and Bemhofer, 1991). However, except over fetch
distances somewhat smaller than ASTER pixel sizes between
wet and dry surfaces, this heat enhancement of latent heat of
ET rarely exceeds the net available energy (Rn  - G) by 10%
(Bastiaanssen et al., 1998). A general assumption of H � 0
at wet surfaces is therefore a reasonable approximation
(Bastiaanssen et al., 1998). In addition, because this study
focuses on the sensitivity analysis of SEBAL, we followed
the original SEBAL assumption, which is also embedded in
most SEBAL‐like models.

At the dry pixel, equation 1 reduces to:

 GRH n−=  (12)

Since Rn and G estimates are obtained using equations 2
through 11, H for the dry pixel can be found from
equation�12.  Using this H, the dTdry value (difference
between surface and air temperature at the dry pixel, in



804 TRANSACTIONS OF THE ASABE

Kelvin) can be found from equations 13 through 15
(Campbell and Norman, 1998):

 
ah

dryp

r

dTc
H

××ρ
=  (13)

where ρ is the air density (mol m-3), cp is the specific heat of
air (29.3 J mol-1 °C-1), and rah is the aerodynamic resistance
to heat transport (s m-1). The value of rah is expressed as:

 
ku

zz
rah ∗= )/ln( 12  (14)

where z1 (m) is the zero plane displacement height, z2 (m) is
the reference height above the plant canopy, u* is the friction
velocity (m s-1), and I is the von Karman constant (0.4). The
value of u* is expressed as:
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where u(z) (m s-1) is the wind speed at reference height z, d
(m) is the zero plane displacement height, and zm (m) is the
roughness length.

Following Bastiaanssen et al. (1998), we then assume a
linear relationship between dT and Ts:
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Once dT is calculated for every pixel in this way, the
corresponding H is calculated using equations 13 to 15. The
additional variables needed to calculate H from equations 13
to 15 are z1, z2, u(z), z, d, and zm. The values of z1 and z2 are
set to constant values of 0.1 and 2.0 m, respectively,
independent of cover type.

A local weather station provides values of u(z0) at the
measurement height z = z0. The values of d and zm are known
from the cover type at the station. Then u* can be solved by
equation 15. The value of u (at z = 200 m) at other pixels is
calculated based on equation 15 using the calculated u*, and
it is applied uniformly across all pixels. The value of d is set
to 0 at other pixels, which is a reasonable assumption when
z = 200 m. The zm for each pixel is estimated using a locally
calibrated power‐law regression between zm and NDVI,
following Tasumi et al. (2000). The calibration of this
regression requires at least three pairs of (zm, NDVI)
observations. The equation is empirical and does not have
much physical meaning. The regression equation was
generated from measured canopy heights (h, using zm = 0.1h)
and NDVI data calculated from an ASTER scene of
4�September 2002: zm = 1.2 m and NDVI = 0.57 for pecan,
zm = 0.07 m and NDVI = 0.42 for alfalfa, and zm = 0.003 m
and NDVI = 0.18 for a bare agricultural field. The zm values
for pecan and alfalfa are calculated as 0.1 multiplied by the
plant heights, following Campbell and Norman (1998). The
zm value for bare soil was also from Campbell and Norman
(1998). Figure 2 displays the observations and the fitted
regression equation.

The equations shown above to estimate H are valid for
neutral atmospheric conditions, and appropriate corrections

Figure 2. Relationship between zm (roughness length) and NDVI
(normalized difference vegetation index).

must be applied when the atmospheric conditions are far from
neutral. Figure 3 shows the flowchart of the correction. In the
stability parameter, or the so‐called Monin‐Obukhov length,
L (m) is calculated from Stull (2001):

 
kgH

Tu
L s

3∗
−=  (17)

where u* is the friction velocity, Ts is the surface temperature,
k is the von Karman constant (0.4), and g is the acceleration
of gravity. When L < 0, H is positive and heat is transferred
upward under unstable conditions; when L > 0, H is negative
and heat is transferred downward under stable conditions;
when L is close to ±∞ , no heat flux occurs under neutral
conditions. The stability correction is an iterative process that
goes on until H converges (i.e., within 1%). The error in H
will cause an error in ET. Because the convergence was
within 1%, it will not affect the sensitivity analysis much.

The correction term for stability follows Campbell and
Norman (1998) and Stull (2001). The correction may not be
appropriate for sparse canopies because the equations for
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Figure 3. Flowchart of atmospheric correction for sensible heat flux (H)
(symbols are defined in the Appendix).
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stability correction and sensible heat flux are for
homogenous vegetation conditions (Campbell and Norman,
1998; Chehbouni et al., 1994; Crow and Kustas, 2005; Diak
et al., 2004; Schmugge et al., 2002; Shuttleworth, 2007;
Verhoef et al., 1997). However, calculating ET from soil and
canopy separately is difficult (Shuttleworth, 2007).
Furthermore, some studies showed that the two‐source
models (separate soil and vegetation) may not outperform the
one‐source model (SEBAL) under certain conditions (e.g.,
vegetated areas) (Crow and Kustas, 2005; French et al., 2005;
Wang et al., 2007b). Wang et al. (2007b) compared RSET
simulations to sparsely vegetated pecan orchards (3% to 50%
vegetation cover), and the results showed that the model is
quite accurate (accuracy >90%).

Once the stability‐corrected H value is estimated, the next
step is to solve for � ETins for each pixel using equation 1. The
� ETins is then scaled to the daily time scale using the
following relationship (Allen, 2007a, 2007b):

 
insr

ins
r ET

ET
ETET

−
− λ

λ= h24h24  (18)

where the subscript r refers to the reference crop, in this case
well‐irrigated alfalfa (i.e., � = 0.23, c = 0.04, and Ts = Ts - wet).
The symbol ETr-24h denotes the 24 h (daily) ET for the
standard reference surface, a well-irrigated alfalfa field. The
ETr-24h is obtained by the ASCE Penman‐Monteith equation
(Allen et al., 1998). The quantity �ETr-ins is the instantaneous
� ET at the satellite overpass time for a well‐irrigated alfalfa
field, which is obtained from equations 1 to 9.

Work by Bastiaanssen et al. (2005) supports equation 18
for environmental conditions where soil moisture does not
significantly change and advection does not occur. The
equation appears valid for diverse values of leaf area index
(different vegetation cover) (Shuttleworth et al., 1989;
Brutsaert and Sugita, 1992; Nicols and Cuenca, 1993; Kustas
et al., 1994; Crago, 1996; Franks and Beven, 1997; Farah,

Figure 4. Crop area and the measurement sites in Las Cruces, New Mexico: pecan orchard (triangular area, 32° 13� 32.45� N, 106° 45� 21.75� W) and
alfalfa field (rectangular area, 32° 12� 20.46� N, 106° 44� 27.15� W). The picture is from Google Earth. �
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2001). In addition, experimental data in Tasumi (2003)
indicate that equation 18 is valid for dry, bare ground soil and
sugar beet and grass fields.

EXPERIMENTAL SITE AND ET MEASUREMENTS

This study was conducted at the Las Cruces pecan crop
study area, located in southern New Mexico (fig. 4). It is a
semiarid area with a summer monsoon that delivers 55% of
the annual precipitation of 250 mm. Potential ET of 2300 mm
far exceeds precipitation. Mean annual temperature is 15°C;
average monthly highs vary from 13.9°C in January to
34.4°C in June. The soil is Harkey loam (coarse‐silty, mixed,
calcareous,  thermic Typic Torrifluvents). The fields were
flood irrigated (� 10 cm each irrigation) every two weeks
during the growing season.

The pecan orchard (triangular, with sides of 520, 430, and
390 m) was planted in 1970 at a 10 m × 10 m tree spacing.
About 2.5 km southwest of the pecan orchard is an alfalfa
field (940 m × 530 m). Eddy‐covariance instruments
(LI‐7500 open path CO2/H2O gas analyzer, LI‐COR,
Lincoln, Neb.) were placed in both fields. Flux
measurements were conducted from 2002 through 2004.
Applying standard eddy‐covariance methodology (the
covariance of vertical wind velocity and vapor concentration
as the vapor flux) described in Wang et al. (2007a), the daily
ET values were calculated from these eddy‐covariance
measurements as 30 min averages and with summation to
24�h ET. A footprint model (Schuepp et al., 1990) was run to
ensure that the measured fluxes originated primarily from the
study areas. At both the pecan and alfalfa sites, over 95% of
the flux was estimated to come from within the uniform crop
area.

VALIDATION STATISTICS
To evaluate the uncertainty in RSET estimates, a

comparison is made between RSET estimates and ET
observations (as described in the preceding sections). The
uncertainty is measured in terms of relative error and
absolute error. The relative error is expressed as:

 
o

oe
rel ET

ETET

,h24

,h24,h24 −
=ε  (19)

Table 1. Default conditions for sensitivity analysis
(symbols are defined in the Appendix).

Full Canopy
Cover

Half Canopy
Cover

Sparse Canopy
Cover

α1 0.099 0.104 0.161
α2 0.088 0.164 0.184
α3 0.320 0.322 0.270
α5 0.138 0.275 0.195
α6 0.134 0.185 0.276
α8 0.119 0.158 0.267
α9 0.199 0.258 0.370
γ 0.147 0.149 0.176

NDVI 0.57 0.31 0.19
Ts (K) 305.7 311.1 320.8
dT (K) 0.9 2.5 5.2

rah (s m‐1) 17.6 23.4 19.0
c (G/Rn) 0.27 0.31 0.35
zm (m) 1.12 0.016 0.003

Rnl (W m‐2) 75 71 67

where the subscripts e and o refer to RSET estimates and ET
eddy‐covariance  observations, respectively. The absolute
error is expressed as:

 oeabs ETET ,h24,h24 −=ε  (20)

The RSET estimates were compared with measured ET
values over two different land covers (alfalfa and pecan) for
three scattered dates over alfalfa (17 June 2002, 4 Sept. 2002,
and 18 May 2003) and for seven scattered dates over pecan
(9 April 2004, 23 April 2003, 4 Sept. 2002, 16 Oct. 2003,
18�May 2003, 7 Sept. 2003, and 17 June 2002). The dates
represent different water availability conditions.

The accuracy of the various SEBAL‐like algorithms
varies from 67% to 95% for instantaneous ET estimates and
from 70% to 98% for 1‐ to 10‐day ET estimates (Bastiaanssen
et al., 2005). If the average accuracy of a model is above 85%,
then it is acceptable, and the average acceptable absolute
error (mm d-1) is determined based on the local ET values,
e.g., at stressed areas (ET = 2 mm d-1), the acceptable
absolute error can be 2 × 15% = 0.3 mm d-1. Therefore, the
sensitivity analysis will not produce an average error over
15%.

SENSITIVITY ANALYSIS
Sensitivity analysis was carried out for three distinct land

cover conditions in pecan orchards: 78.5% canopy coverage
(full canopy) as projected by crown area (mean NDVI =
0.57), 50% coverage (mean NDVI = 0.31), and 5% coverage
in a newly planted orchard (mean NDVI = 0.19). The NDVI
values were obtained based on equation 11 from ASTER data
from 4 September 2002. Each coverage condition was
represented in six pixels, each pixel being 90 m × 90 m. The
orchards were all flood irrigated, and the corresponding ET
was linearly related to the projected canopy areal coverage
(Wang et al., 2007b). Therefore, the three distinct land cover

Table 2. Parameters used in sensitivity analyses at different
canopy cover areas (full, half, and sparse)

(symbols are defined in the Appendix).
Parameter Cover Baseline Range

Wet‐spot selection
(temperature, K)

Full 302 294.5‐309.5
Half

Sparse

Dry‐spot selection
(temperature, K)

Full 322.5 310‐335
Half

Sparse

dT (K) Full 1.5 0‐3.0
Half 3.0 2.0‐4.0

Sparse 4.5 3.0‐6.0

NDVI Full 0.65 0.5‐0.8
Half 0.35 0.2‐0.5

Sparse 0.15 0.05‐0.25

Albedo Full 0.15 0.05‐0.25
Half 0.175 0.1‐0.25

Sparse 0.3 0.2‐0.4

c Full 0.215 0.03‐0.4
Half 0.32 0.22‐0.42

Sparse 0.4 0.3‐0.5

Roughness length
(m)

Full 1.25 0.0001‐2.5
Half 1.0 0.0001‐2.0

Sparse 0.5 0.00003‐1.0
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conditions represent a large range of H/ET values (from 0
when H is 0 to infinity when ET was close to 0).

A summer satellite data set from 4 September 2002 was
chosen for this sensitivity analysis. The sensitivity analysis
used the following hourly meteorological parameters
obtained from the New Mexico State University Climate
Center at the Las Cruces Plant Science Research Weather
Station (32° 11′ 53.96″ N, 106° 44′  32.57″  W, elevation
1173�m) at the satellite overpass time: Rs = 800 W m-2, RH�=
0.28, u(z = 2 m) = 2.4 m s-1. The other parameters, which vary
with land cover conditions, are tabulated in table 1. The
sensitivity of ET to various input and intermediate variables
was investigated by varying the value of the input or
intermediate  variables within permissible ranges (table 2).
The variables were changed from the baseline values by
-50%, -25%, -10%, 0, 10%, 25%, and 50% of the ranges, and
the change in estimated ET change was calculated.

RESULTS
MODEL PERFORMANCE

An example of the spatial pattern of ET estimated with the
RSET model is displayed in figure 5. The figure shows that
the ET over the crop area was about 6 mm d-1 (red areas) and
in the range of 0 to 1 mm d-1 over the desert area (black areas).
The comparison results are presented in table 3 for alfalfa and
pecan fields.

In the alfalfa field, the error of simulated ET was within
2% of the measured ET (0.2 mm d-1) under non‐stressed
conditions (17 June 2002) and within 6% under water‐

Figure 5. Simulated daily ET (mm d-1) in the Las Cruces, New Mexico,
area on 4 September 2002. Resolution: 90 m × 90 m.

stressed conditions (4 Sept. 2002, when ETr was 5.7 mm d-1;
and 18 May 2003, when ETr was 7.1 mm d-1). The average
error was 4.3% (average absolute error = 0.23 mm d-1). The
alfalfa field had not been irrigated for two weeks prior to the
latter two dates, and the alfalfa was 30 cm tall. In the pecan
field, the average error of simulated ET was 13% of measured
ET (average absolute error = 0.57 mm d-1), and the standard
deviation was 8% (0.33 mm d-1). The pecan orchard was
always well irrigated. In the spring (April and May) or the end
of summer (October), there were low ET values compared
with those in mid‐summer. The results confirm that the RSET
model is accurate within an error of 13%.

SENSITIVITY ANALYSIS

Figure 6 shows the sensitivity of ET to different variables
at different percent canopy cover areas. At the sites of full
canopy cover, ET is very sensitive to the wet‐ and dry‐spot
selections (temperature values), dT, and c values; ET changes
more than 35% with ±50% changes of the permissible range
of each variable; and ET is less sensitive to NDVI, albedo,
and roughness length (ET changes less than 15%). Among
the variables, the selection of a wet‐spot has the strongest
effect on ET calculations. Selection of an incorrect wet‐spot
with a temperature of 309.5 K represents a 50% increase from
the baseline value of 302 K. Using this to anchor the
regression of dT against surface radiative temperature yields
a new ET estimate (8.8 mm d-1) that is 72% larger than the
baseline value (5.1 mm d-1). The ET output is least sensitive
to NDVI. It changes less than 5% if NDVI changes between
-50% and 50% (0.5 and 0.8) from the baseline value (0.65).
The reason for the small change is that NDVI variation has
contrary, nearly cancelling effects on G (c in fig. 1) and H
(fig. 7).

At the location with half canopy cover, the ET output is
most sensitive to the selection of wet‐ and dry‐spots,
roughness length, c, and dT (changes exceeding 35% [1.2 mm
d-1] when any of these variables change by ±50%). ET is
most sensitive to the selection (temperature) of a dry‐spot. A
-50% change in the temperature of the dry‐spot can result in
a -100% change in the ET value. The ET output is least
sensitive to NDVI (less than 5% change when NDVI changes
by ±50%).

At the area of sparse canopy cover, ET is most sensitive
to selection (temperature) of the dry‐spot and to c and NDVI.
Changes of ±50% in the parameters from their baseline
values can result in over 100% change in ET (i.e., >0.7 mm

Table 3. Pecan and alfalfa evapotranspiration
(ET) of simulation vs. observation.[a]

Date
Obs.

(mm d‐1)
Sim.

(mm d‐1)
RE
(%)

AE
(mm d‐1)

Pecan 9 Apr. 2004 1.8 2.1 17 0.30
23 Apr. 2003 4.1 5.1 24 1.00
4 Sept. 2002 4.5 5.5 22 1.00

116 Oct. 2003 4.6 4.9 7 0.30
18 May 2003 5.4 4.7 13 0.70
7 Sept. 2003 7.7 7.3 5 0.40
17 June 2002 8.0 8.3 4 0.30

Alfalfa 18 May 2003 4.0 3.8 5 0.20
4 Sept. 2002 4.7 4.4 6 0.30
17 June 2002 8.8 8.6 2 0.20

[a] Obs. = ET observation, Sim. = ET simulation, RE = relative error, 
and AE = absolute error
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Figure 6. Output of ET sensitivity to the parameters of dry‐ and wet‐spot
selection(temperature), difference of air and ground temperature (dT),
NDVI (normalized difference vegetation index), c (soil heat flux/net solar
radiation), albedo, and roughness length at areas of full canopy cover
(top), half canopy (middle), and sparse canopy (bottom).

Figure 7. Variable of sensible heat flux (H) sensitivity to NDVI
(normalized difference vegetation index) at different percent canopy
cover areas (full, half, and sparse canopy cover).

d-1). The ET estimate is most sensitive to dry‐spot selection,
and it can change by 270% (2.6 mm d-1) with a change in dry‐
spot temperature of 50% from the baseline value 322.5 K.
The ET variation with other parameters is less than 0.7 mm
d-1 over the whole range variation of the parameters (-50%
to 50%). The ET value is least sensitive to wet‐spot selection
and the albedo parameter (less than 0.5 mm d-1 change with
±50% variation of the parameter).

DISCUSSION
This study is more comprehensive compared to others in

the literature. It examined different vegetation cover areas
(with different water stress levels). These study results
determined which variables and equations have important
effects on the model, and future research should focus on
these variables and equations to improve the model. The
model has not yet been completely automated, and it requires
a technician or researcher to manually download satellite and
weather data and process them. The manual operation will
prevent some real‐time applications. Therefore, model
automation is needed. The sensitivity analysis in this study
also indicates that, in the automation, much more attention
should be paid to certain variables.

This sensitivity analysis study was conducted in the
western U.S. However, because the nature of the sensitivity
analysis (the output variation with the variable) includes a
large value range of the variables, the study results should be
applicable to other areas that have different local values for
the variables.

The sensitivity analysis in this study was conducted at
pecan orchards with different levels of canopy cover. The
site‐specific parameters of dT, c, NDVI, roughness length,
and albedo were changed over a large value range, which
included the possible values from bare ground to grasslands
to shrubs to trees. Therefore, the sensitivity analysis should
also be applicable to different vegetation covers.

The average accuracy of the RSET model was 87%
(average absolute error <0.57 mm d-1) for pecan orchards and
95.4% (average absolute error <0.23 mm d-1) for alfalfa
fields. The accuracy is acceptable, and the model is valid for
the sensitivity analysis. The sensitivity analysis informs the
trend of the effect of one variable variation on the model, and
the average error related to the analysis should be smaller
than the average error of the model.

The absolute error of Ts does not affect dT much if the
correct dry‐ and wet‐spots are chosen because dT is a relative
value calculated from Ts. Any errors in Ts that are constant
across pixels or even linear in true Ts are cancelled in the
calibration of equation 16. The main problem with all
SEBAL‐like remote sensing models is determining the
appropriate wet‐spot (full ET) and the spatial extent over
which the resulting regression model can be used in the
calculations.  Because the wet‐spot must represent a location
where ET is not limited by soil moisture stress conditions, the
ideal site may be hard to find. A nearby lake may be used, but
its temperature must be corrected because the lake
temperature may be colder than the wet‐spot under
vegetation cover; advection is common over small lakes.

When using ASTER data, the spatial extent over which
SEBAL and similar models can be used is constrained by the
size of the scene (60 km × 60 km coverage). This is not a
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restriction when using MODIS data for the calculations
(2230 km × 2048 km coverage). However, over large areas,
the air temperature varies, even as potential temperature.
This invalidates a primary assumption of SEBAL. A
systematic method of addressing this variation is merited,
using spatial statistics, atmospheric circulation models, or
both. A related consideration is elevation differences among
parts of the scene, especially the wet‐ and dry‐spots.
Corrections based on a lapse rate can be used, but the dry
adiabatic lapse rate, appropriate for vertical profiles at one
horizontal location, may be inappropriate. For example, over
arid areas, midday potential temperature (which should be
constant in adiabatic conditions) appears to vary consistently
with height at all seasons (Andreotti et al., 2009). Additional
research is needed. Selecting the dry‐spot is simple in the
southwestern U.S. because of the desert environment. At
other locations in the U.S., a dry‐spot may be found from an
asphalt area, but the estimation of its aerodynamic resistance
is challenging.

The regression equation selection is also a key to the dT
calculation (eq. 16). Currently, the dT equation uses a linear
function from Ts. However, a curvilinear relationship may be
investigated.  Better equations (e.g., those not affected by
illumination)  for c (G/Rn) calculation also need to be
investigated.

The sensitivity analysis shows that the model is very
sensitive to the wet‐ and dry‐spot selections. Because the
model is manually operated, the model accuracy will
partially depend on the operator. Therefore, it is necessary to
automate the spot selection process and more objectively
select the spots.

The equations for atmospheric stability correction and
sensible heat flux calculations were deduced from
homogeneous landscapes, and they may not be significantly
accurate over areas of partial vegetation cover. Although
some research has attempted to resolve the vegetation and
soil fluxes separately using two‐source models, the results
may not be better than SEBAL‐like models under certain
conditions. For example, the model of Crow and Kustas
(2005) demonstrates promise for flux calculations at dry and
lightly vegetated sites (bare soil, sparse shrubs, and grasses).
However, the results were relatively poor for wet and/or
heavily vegetated land surfaces. French et al. (2005)
compared SEBAL to measured ET data (eddy‐covariance
measurements) over sparse areas (soybean fields). The
results showed that SEBAL was capable of producing
accurate ET with a standard deviation of 1 W m-2, while a
two‐source model gave a standard deviation of 89 W m-2.
Wang et al. (2007b) also compared RSET simulations to ET
measurements over sparse pecan orchards (3% to 50%
vegetation cover). The RSET model showed an accuracy
exceeding 90%. In summary, two‐source models may not
outperform the one‐source model (SEBAL) under certain
conditions, and they also increase the complexity of the
model development. More research work on remote sensing
of ET is needed for sparse vegetation areas.

CONCLUSION
The energy balance algorithm for remote sensing of ET is

sensitive to the selection of the dry‐spot and c (G/Rn) value
at all the selected areas of full, half, and sparse canopy cover.

The estimate of ET is sensitive to the selection of a wet‐spot
and dT at both the full and half canopy cover areas. In
addition, ET is sensitive to the roughness length at the area
of half canopy cover and sensitive to NDVI at the area of
sparse canopy cover.

Improvement of remote‐sensing ET algorithms should
focus on the above variables and equations. For example,
automation should be completed for wet‐ and dry‐spot
selections to avoid subjectivity errors. The c function may be
improved by eliminating the effects of solar angle and view
angle on NDVI (e.g., the corrections for non‐Lambertian
reflectance;  Soenen and Peddle, 2005). For the use of models
over large areas, methods must be developed to incorporate
the spatial statistics of air temperature in a manner that does
not overwhelmingly complicate the models and that is
applicable in near real‐time.
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APPENDIX
SYMBOLS USED IN THE REMOTE SENSING ET MODEL

c = ratio G/Rn (unitless)
cp = specific heat of air (J mol-1 °C-1)
d = zero plane displacement height (m)
dT = difference between surface temperature and air

temperature (K)
dTdry = difference between surface temperature and air

temperature at a dry‐spot (K)
dTwet = difference between surface temperature and air

temperature at a wet‐spot (K)
ea = actual air vapor pressure (kPa)
es = saturation vapor pressure (kPa)
ET = evapotranspiration (mm d-1)

ET24h ,e = model‐estimated daily ET (mm d-1)
ET24h ,o = observed daily ET (mm d-1)
ETr-h = hourly alfalfa reference ET (mm h-1)
ETr-24h = daily alfalfa reference ET (mm d-1)
g = acceleration of gravity (m s-2)
G = soil heat flux (W m-2)
H = sensible heat flux (W m-2)
K = von Karman constant (unitless)
L = Monin‐Obukhov length (m)
NDVI = normalized difference vegetation index

(unitless)
rah = aerodynamic resistance to heat transport (s m-1)
RH = relative humidity (%)
Rn = net solar radiation (W m-2)
Rns = shortwave solar radiation (W m-2)
Rnl = longwave solar radiation (W m-2)
Rs = incoming solar radiation (W m-2)
Ta = air temperature (K)
Ts = absolute land surface temperature (K)
Ts-dry = absolute land surface temperature at a dry‐spot

(K)
Ts-wet = absolute land surface temperature at a wet‐spot

(K)
u* = friction velocity (m s-1)
u(z) = wind speed at height z (m s-1)
z = height above ground (m)
z0 = z at height z0 (m)
z1 = height of the plant canopy above the zero plane

displacement  height (m)
z2 = reference height above the plant canopy (m)
zm = roughness length (m)
�i = reflectance in spectral band i of ASTER satellite

sensors (unitless)
� = correction variable for the momentum transfer

(unitless)
� = surface albedo (unitless)
�abs = absolute error (unitless)
�rel = relative error (unitless)
� ETins = instantaneous latent heat (W m-2)
� ET24h = daily latent heat (W m-2)
ρ = air density (mol m-3)
� = Stefan‐Boltzmann constant (MJ K-4 m-2 h-1)
	 = Correction term for the momentum transfer

(unitless)
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