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1. INTRODUCTION
Many real-world applications exhibit both label and feature heterogeneity, such as
text categorization, medical diagnosis, image or video annotation, gene functionality
prediction, tag recommendation. On one hand, label heterogeneity means that each
example is associated with a set of different class labels. For example, the diabetes pa-
tients may receive multiple treatments such as metformin and sulphonylurea which
refer to multiple labels; genes may have multiple functionalities which cause them to
be associated with multiple diseases. On the other hand, feature heterogeneity means
that the data are described by features from multiple views, or information sources.
For example, the diabetes patients are characterized by different views of features
measuring the long term and short term drug impact; proteins in given species have
features that contain diverse information such as gene expression, protein-protein in-
teractions, and sequence similarity, where some features are species-specific, and the
others are cross-species.

The major challenge for addressing such problems is how to jointly model the multi-
ple types of heterogeneity in mutually beneficial way. To address this problem, in this
paper, we propose a novel graph-based model named L2F to leverage both label and
feature heterogeneity. In particular, L2F accommodates multiple relationships, such as
instance-instance, label-label, and view-view correlations in a principled framework.
In this way, it is able to: (1) model the label correlation by requiring that any two
label-specific classifiers behave similarly on the same views if the associated labels are
similar, and (2) impose the view consistency by requiring that view-based classifiers
generate similar predictions on the same examples. To solve the resulting optimiza-
tion problem, we propose an iterative algorithm based on block coordinate descent. It
is guaranteed to converge to the global optimum. Furthermore, different from most
existing methods for addressing data heterogeneity, which require complete views and
labels, a direct extension of the proposed L2F model can be used on data with both
missing views and missing labels. Therefore, it is widely applicable to real-world ap-
plications with incomplete views and incomplete labels.

Moreover, we aim to answer the fundamental question of whether the generalization
performance can be improved by jointly modeling both label and feature heterogene-
ity. Our theoretical analysis based on Rademacher complexity [Shawe-Taylor and Cris-
tianini 2004] shows that the error bound of the proposed model could be improved by
utilizing the label correlation and imposing the view consistency. We also empirically
demonstrate the effectiveness of L2F on various data sets compared with state-of-the-
art techniques.

The L2F model can be further extended to a generalized framework which uses the
hypergraph to model the multiple types of relationships among the objects in a princi-
pled manner. By encoding our prior knowledge on the learning task into the structure
of the hypergraph, we could develop various instantiations of the generalized frame-
work for modeling multiple types of heterogeneity.

The main contributions of this paper can be summarized as follows.

(1) A graph-based model named L2F for jointly learning the label and feature hetero-
geneity;

(2) A natural extension of L2F for handling data with missing views and missing la-
bels;

(3) Theoretical analysis showing the benefits of simultaneously leveraging both types
of heterogeneity;

(4) Experimental results on a variety of biomedical data sets showing the effectiveness
of the proposed approach.
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The rest of the paper is organized as follows. After a brief review of the related work
in Section 2, we present the proposed L2F model and its iterative optimization algo-
rithm in Section 3. The generalization performance of L2F is analyzed in Section 4.
Section 5 discusses the extension of L2F to a hypergraph-based framework. The ex-
perimental results on various datasets are shown in Section 6. Finally, we conclude in
Section 7.

2. RELATED WORK
In this section, we survey the related work on heterogeneous learning from single or
dual heterogeneity, as well as their applications in biomedical domain.

2.1. General Heterogeneous Learning
Multi-label learning studies the problem where each example is associated with a set
of labels [Tsoumakas and Katakis 2007; Zhang and Zhou 2014]. The key issue for
multi-label learning is how to exploit correlations or dependencies among multiple la-
bels. According to [Zhang and Zhang 2010], existing strategies for label correlation
exploitation can be grouped into three categories: first-order, second-order, and high-
order approaches. First-order methods assume that labels are independent, and multi-
label learning problem can be transformed into a number of independent binary clas-
sification problems, e.g., ML-kNN [Zhang and Zhou 2007]. Second-order approaches
consider the pairwise relations between labels. Then the multi-label learning problem
is transformed into the label ranking problem which aims at properly ranking every
relevant-irrelevant label pair for each training instance, e.g., Rank-SVM [Elisseeff and
Weston 2001]. Various methods have been proposed for high-order label correlation
learning. For example, LEAD [Zhang and Zhang 2010] employed Bayesian network to
encode the conditional dependencies of the labels as well as the feature set, with the
feature set as the common parent of all labels. LS-ML [Ji et al. 2008] aimed to ex-
tract common subspace shared among multiple labels. A hypergraph spectral learning
formulation was proposed for multi-label classification, where a hypergraph was con-
structed to exploit the correlation information among different labels [Sun et al. 2008].
LIFT [Zhang 2011] constructed features specific to each label by conducting clustering
analysis on its positive and negative instances, and then performed training and test-
ing by querying the clustering results. MLLOC [Huang and Zhou 2012] assumed that
the label correlation may be shared by only a subset of instances rather than all the
instances. MAHR [Huang et al. 2012] aimed to discover the label relationship via a
boosting approach with a hypothesis reuse mechanism. FaIE [Lin et al. 2014] is a
feature-aware label space dimension reduction (LSDR) approach which jointly max-
imized the recoverability of the original label space from the latent space, and the
predictability of the latent space from the feature space. CFT [Li and Lin 2014] adapt-
ed the filter tree algorithm for cost-sensitive multi-label classification via constructing
the label powerset.

Some multi-label methods work in the semi-supervised setting. CNMF [Liu et al.
2006] exploited unlabeled data as well as label correlations via the constrained non-
negative matrix factorization. TRAM [Kong et al. 2013] studied the problem of trans-
ductive multi-label learning by utilizing the information from both labeled and unla-
beled data. CSFS [Chang et al. 2014] jointly modeled the sparse feature selection and
semi-supervised learning in an optimization framework. TRANS [Guo and Schuur-
mans 2012] combined large-margin multi-label classification with unsupervised sub-
space learning. TML [Wang et al. 2011] is probabilistic transductive multi-label ap-
proach which simultaneously modeled the labeling consistency between visually simi-
lar videos and the multi-label interdependence for each video. iMLCU[Wu and Zhang
2013] is an inductive semi-supervised approach which simultaneously considered pair-
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wise label correlations over labeled data and imposes maximum-margin regularization
over unlabeled data.

Related theories for multi-label learning have also been studied and developed. The
VC-dimension theory is used to derive the generalization bound for MAHR [Huang
et al. 2012], which showed that the hypothesis reuse in MAHR can utilize the label
relationship to reduce the capacity of the learning system and thus lead to a better
generalization ability. A generic empirical risk minimization (ERM) framework was
proposed for large-scale multi-label learning [Yu et al. 2014]. The proposed framework
demonstrated better generalization performance for low-rank promoting trace-norm
regularization when compared to (rank insensitive) Frobenius norm regularization. A
theoretical analysis on multi-label consistency was proposed in [Gao and Zhou 2013].
They proved a necessary and sufficient condition for the consistency of multi-label
learning based on surrogate loss functions.

Since multi-label is closely related to multi-task learning, we brief review the re-
lated work on multi-task learning. The goal of multi-task learning is to leverage the
small amount of labeled data from multiple related tasks to improve the learner for
each task. Among others, alternating structure optimization [Ando and Zhang 2005]
decomposed the model into the task-specific and task-shared feature mapping; multi-
task feature learning [Argyriou et al. 2006] assumed that multiple related tasks share
a low-dimensional representation; clustered multi-task learning [Zhou et al. 2011] as-
sumed that multiple tasks follow a clustered structure. Some recent multi-task learn-
ing methods are able to deal with irrelevant tasks by assuming that the model can
be decomposed into a shared feature structure that captures task relatedness, and a
group-sparse structure that detects outliers [Chen et al. 2011; Gong et al. 2012].

Multi-view learning has been studied extensively in the literature. Co-
training [Blum and Mitchell 1998] is one of the earliest multi-view learning algorith-
m. It is proved that the two independent yet consistent views could be used to learn
a concept in the probably approximately correct (PAC) framework based on a few la-
beled and many unlabeled examples. SVM-2K [Farquhar et al. 2005] combined KCCA
with SVM in an optimization framework. CoMR [Sindhwani and Rosenberg 2008] is
proposed for multi-view learning, which is based on a Reproducing Kernel Hilbert S-
pace (RKHS) with a data-dependent co-regularization norm. The large-margin based
method MMH [Chen et al. 2010] aimed to discover a predictive latent subspace repre-
sentation shared by multiple views. The kernel spectral algorithm [Song et al. 2014]
is a nonparametric kernel estimation method for learning multi-view latent variable
models. An explicit objective function was introduced to measure the compatibility of
learned hypotheses in multi-view learning [Collins and Singer 1999], and the boosting
method was used to optimize the function. The PAC generalization bound [Dasgupta
et al. 2001] was provided for co-training, which upper-bounded the error of classifiers
learned from two views. The view independence assumption is relaxed in [Abney 2002],
which suggested that the disagreement rate of two independent hypotheses upper-
bounded the error rate of either hypothesis. An information-theoretic framework [S-
ridharan and Kakade 2008] was proposed for multi-view learning, which showed how
to derive incompatibility functions for certain loss functions of interest so that mini-
mizing this incompatibility over unlabeled data helped reduce expected loss on the test
data.

More recently, researchers begin to study problems with dual types of heterogene-
ity. For problems with both task (or domain) and view heterogeneity, a variety of
techniques have been proposed to model task relatedness in the presence of multi-
ple views, e.g., [He and Lawrence 2011; Zhang and Huan 2012; Yang and He 2014;
Yang et al. 2015; Yang and Gao 2013]. For the problems with both label and view
heterogeneity, the multi-view 2DAL [Zhang et al. 2009] method integrated the mech-
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anism of multi-view learning and active learning for multi-label image classification;
MVMVL-MM [Fang and Zhang 2012] is based on the large margin framework, which
mapped the multi-view data into low-dimensional feature space and simultaneous-
ly maximized the dependency between new feature descriptions and the labels; the
L2F approach [Yang et al. 2014] modeled both the view consistency and the label cor-
relations in a graph-based framework. This paper extends our previous work [Yang
et al. 2014] substantially by providing the detailed algorithm, theoretical justification
and model generalization, as well as the comprehensive empirical evaluations on the
biomedical data, which were not specifically presented in the preliminary version.

2.2. Heterogeneous Learning in Biomedical Domain
In biomedical domain, most data collected from different sources are heterogeneous.
Take the prediction of causal disease genes as an example, the data may be in the
forms of sequence, expression, annotation, etc. According to the survey paper [Piro
and Di Cunto 2012], the evidences available for disease genes can be classified into
the following categories: text-mining of biomedical literature, functional annotations,
pathways and ontologies, phenotype relationships, intrinsic gene properties, sequence
data, protein-protein interactions, regulatory information, orthologous relationships
and gene expression information. Since different data sources can provide quite com-
plementary disease-relevant information in many cases, they are practically merged
to provide better coverage and generalization than any single data source.

Various methods have been proposed to model the associations between gene and
disease. To name a few, sequence-based approach [Miozzi et al. 2008] used high-
throughput gene-expression data to predict gene function through the ’guilt by associa-
tion’ principle. Network-based approach [Singh-Blom et al. 2013] worked by determin-
ing similarity between candidate gene and disease nodes in heterogeneous network-
s composed of different biological networks. Diffusion-based approach [Li and Patra
2013] conducted the random walk on a heterogeneous network composed of both the
protein-protein interaction network and the weighted phenotype network. However,
most of these methods ignore either the correlations among multiple labels by treat-
ing different labels independently, or the consistency among multiple views by simply
concatenating different types of features into one view.

3. THE PROPOSED L2F MODEL
In this section, we will introduce the proposed L2F model. The basic idea of L2F is to
encode the label correlation and view consistency in a graph-based model. An iterative
algorithm is presented to solve the resulting optimization problem. Furthermore, a
direct extension of L2F can deal with missing labels and missing views.

3.1. Notations and Problem Statements
Let n, m denote the number of examples and labels, respectively. Let X be an example
space, and L = {L1,L2, · · · ,Lm} be a finite set of class labels. An example x ∈ X is
described from V views, i.e., x = {x(j)|1 ≤ j ≤ V } where x(j) is the instance in jth

view, which is a feature vector. For the jth(1 ≤ j ≤ V ) view, the feature dimension is
denoted by dj . Each example x is associated with a subset of relevant labels denoted by
L(x) ∈ 2L. In practice, the relevant labels L(x) can be denoted by a binary label vector
Y (x) = [Y1(x), Y2(x), · · · , Ym(x)], where Yi(x) ∈ {1,−1}(1 ≤ i ≤ m) is defined as

Yi (x) =

{
1 Li ∈ L(x)
−1 Li /∈ L(x)

Let Y = {1,−1}m be the set of all such possible labelings.
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Given a data set D = {(x, Y (x))|x ∈ X , Y (x) ∈ Y}, consisting of nl labeled examples
and nu unlabeled examples which are i.i.d drawn from some unknown distribution P,
our goal is to build a multi-label classifier h : X → Y that optimizes some specific
evaluation criterion. Without loss of generality, assume that the labels of the first nl
examples are known. We have n = nl + nu.

For the compactness of representation, we denote the ith(1 ≤ i ≤ m) label vector
of all the examples by yi = [Yi(x1), Yi(x2), · · · , Yi(xn)]T ∈ Rn×1. Let fij ∈ Rn×1 be the
prediction vector of all the examples for the ith(1 ≤ i ≤ m) label and the jth(1 ≤
j ≤ V ) view. Denote f =

[
fT11, · · · , fT1V , · · · , fTm1, · · · , fTmV

]T ∈ RnmV×1. Let ‖A‖F be the
Frobenius norm for the matrix A.

3.2. Objective
In L2F , we model the multiple types of relationship including instance-instance, label-
label, and view-view correlations in a graph-based framework. The goal is to maxi-
mize the smoothness consistency of the instances together with label correlation and
view consistency, and simultaneously minimize the empirical loss on the training data.
Thus, the objective is to minimize,

J (f) = JC (f) + αJL(f) + βJV (f) + γJemp (f) (1)

where JC , JL, JV , and Jemp correspond to instance consistency, label correlation, view
consistency, and empirical classification loss, respectively. The non-negative parame-
ters α, β, and γ balance the importance of the corresponding terms. In the following,
we will give a detailed setup of each loss function.

Instance Consistency on the Graph: Let G(C)
j = {Vj , Ej} be the K-nearest-

neighbors graph for the instances in the jth view, where Vj is the set of instances,
and Ej is the set of edges. We connect the instance pair (x

(j)
i , x

(j)
k ) if x(j)k is the K-

nearest neighbor of x(j)i . The edge weight is determined by the similarity between the
two instances denoted by k(x

(j)
i , x

(j)
k )(1 ≤ i, k ≤ n), which can be estimated using the

instance-feature correlation in various ways (e.g., we use Gaussian RBF function). Let
Wj ∈ Rn×n be the affinity matrix for the instance-instance graph G

(C)
j whose (i, k)

element is k(x
(j)
i , x

(j)
k ). Define the Laplacian matrix Lj = D−

1
2 (D −Wj)D

− 1
2 where D

is a diagonal matrix whose (i, i) element Dii =
n∑
k=1

Wj(i, k).

Intuitively, similar instances should have similar predictions. Following the random
walk model [Zhou et al. 2004], we model the instance consistency as follows,

JC (f) =

m∑
i=1

V∑
j=1

fTijLjfij = fTQCf (2)

where QC is a block diagonal matrix with its entry [QC ]ij,ij = Lj for 1 ≤ i ≤ m, 1 ≤
j ≤ V . Since the Laplacian matrix Lj is positive semi-definite, QC is also positive
semi-definite.

Label Correlation: Let G(L) = {V,E} be the K-nearest-neighbors graph for the
labels, where V = L is the set of labels, and E is the set of edges. We connect the
label pair (Li,Lk) if Lk is the K-nearest neighbor of Li. The edge weight is determined
by the similarity between the two labels denoted by k(Li,Lk)(1 ≤ i, k ≤ m), which
can be estimated using the example-label correlation in various ways (e.g., we use
Gaussian RBF function). Let S ∈ Rm×m be the affinity matrix for the label-label graph
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G(L) whose (i, k) element is k(Li,Lk). The degree of a label Li (1 ≤ i ≤ m) is defined as

di =
m∑
j=1

Sij .

Based on the graph G(L), we model the label correlations by requiring that any two
label-specific classifiers behave similarly on the same views if the associated labels are
similar. In specific, if two labels Li and Lk are similar, the label-specific classifiers fij
and fkj should keep close to each other on the same jth view. Therefore, we model the
correlation among multiple labels as follows,

JL (f) =

V∑
j=1

m∑
i,k=1

Sik

∥∥∥∥ fij√di − fkj√
dk

∥∥∥∥2
F

= fTQLf (3)

where QL is a block matrix with its entry,

[QL]ij,kj =

{
2 (1− Sik/di) In×n, i = k
−2SikIn×n/

√
didk, i 6= k

for 1 ≤ i, k ≤ m, 1 ≤ j ≤ V . Since fTQLf ≥ 0, QL is positive semi-definite.
View Consistency: In order to maximize the view consistency, we require that

for any view pairs, the difference of predictions resulting from their view-based classi-
fiers should keep small as much as possible. Hence, we model the consistency among
multiple views as follows,

JV (f) =

m∑
i=1

V∑
j,k=1

‖fij − fik‖2F = fTQV f (4)

where QV is a block matrix with its entry,

[QV ]ij,ik =

{
2 (V − 1) In×n, j = k
−2In×n, j 6= k

for 1 ≤ i ≤ m, 1 ≤ j, k ≤ V . Since fTQV f ≥ 0, QV is positive semi-definite.
Empirical Loss: Various empirical loss functions, such as hinge loss, least square

loss, logistic loss, and etc., can be used to measure the consistency with known label
information.

Overall Objective: In summary, the overall goal is to minimize the following ob-
jective function:

J (f) = JC (f) + αJL(f) + βJV (f) + γJemp (f)
= fT (QC + αQL + βQV ) f + γJemp (f)
= fTQf + γJemp (f)

(5)

where Q = QC + αQL + βQV .
A nice property of the proposed method is that its objective function is joint convex

as shown in the following theorem.

THEOREM 3.1 (CONVEXITY). When using convex empirical loss, the objective func-
tion in Eq. 5 is convex with respect to f .

PROOF. Since all of QC , QL, and QV are positive semi-definite, Q is also positive
semi-definite. Hence, fTQf is convex with respect to f . Therefore, when the empirical
loss function Jemp(f) is convex, the overall objective function in Eq. 5 is also convex.
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3.3. Optimization
When using least square loss as empirical loss function, the objective function in Eq. 5
can be solved analytically. For the least square loss, we have

Jemp (f) =

m∑
i=1

V∑
j=1

‖fij − yi‖2F = fTQempf − 2fT p+ q (6)

whereQemp is block diagonal matrix with its entry [Qemp]ij,ij = In×n, p is a block vector
with its entry [p]ij = yi, and q is a constant block vector with its entry [q]ij = yTi yi ·1n×1
for 1 ≤ i ≤ m, 1 ≤ j ≤ V . Obviously, Qemp is positive semi-definite.

Then, the objective function in Eq. 5 can be rewritten into
J (f) = JC (f) + αJL(f) + βJV (f) + γJemp (f)
= fT (QC + αQL + βQV + γQemp) f − 2γfT p+ γq
= fTQAf − 2γfT p+ γq

(7)

where QA = QC + αQL + βQV + γQemp. Obviously, QA is positive semi-definite. By
taking derivative of Eq. 7 with respect to f , we have

∇fJ (f) = 2QAf − 2γp = 0⇒ f∗ = γQ−1A p (8)

Optimization using block coordinate descent: Since QA ∈ RnmV×nmV , the s-
pace complexity of the above method is O

(
n2m2V 2

)
. To reduce the space complexity,

we resort to block coordinate descent (BCD) method [Luo and Tseng 1992; Tseng 2001]
to iteratively solve the optimization problem. We first rewrite the objective in Eq. 7 as
follows

J (f) = JC (f) + αJL(f) + βJV (f) + γJemp (f)

=
m∑
i=1

V∑
j=1

fTijLjfij + α
V∑
j=1

m∑
i,k=1

Sik

(
fT
ijfij
di
− 2fT

ijfkj√
didk

+
fT
kjfkj

dk

)
+β

m∑
i=1

V∑
j,k=1

(
fTijfij − 2fTijfik + fTikfik

)
+γ

m∑
i=1

V∑
j=1

(
fTijfij − 2fTijyi + yTi yi

)
(9)

By setting the first-order derivative of Eq. 9 with respect to fij (1 ≤ i ≤ m, 1 ≤ j ≤ V )
to zero, we have,

Hijf
∗
ij = pij (10)

where

Hij = 2Lj +

[
4α

(
1− Sii

di

)
+ 4β (V − 1) + 2γ

]
In×n

and

pij = 4α

m∑
k=1,k 6=i

Sik√
didk

fkj + 4β

V∑
k=1,k 6=j

fik + 2γyi

Prediction: For the test example, the final prediction is the expectation of predic-
tions resulting from view-based classifiers. For the example x, the prediction for its ith
label is as follows

hi (x) = sgn

 1

V

V∑
j=1

f∗ij (x)

 (11)
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ALGORITHM 1: The L2F Algorithm based on BCD
Input:

multi-view multi-label dataset D = {(x, y(x)|x ∈ X , y(x) ∈ Y},
parameters: α, β, γ, niter.

Output:
predicted labels for the test data.

1: Initialize yi(1 ≤ i ≤ m) for each example to its true label for training data, 0 for test data;
2: Compute the instance-instance Laplacian matrices {Lj |1 ≤ j ≤ V };
3: Compute the label-label affinity matrix S;
4: for t = 1 : niter do
5: for i = 1 : m do
6: for j = 1 : V do
7: Keep the other block fixed, and update fij by Eq. 10;
8: end for;
9: end for;
10: end for;
11: return predicted labels for the test data by using Eq. 11.

The L2F algorithm based on block coordinate descent method is shown in Algorithm
1. Next, we will discuss the convergence property, the time and space complexity of the
proposed algorithm.

THEOREM 3.2 (CONVERGENCE). The L2F algorithm converges to the global opti-
mum.

PROOF. By taking second-order derivative of Eq. 9 with respect to fij , we have
∇2
fij
J (f) = Hij . Obviously, the Hessian matrix Hij is positive semi-definite. There-

fore, the objective Jf is block-wise convex with respect to fij (1 ≤ i ≤ m, 1 ≤ j ≤ V ).
According to [Luo and Tseng 1992], block coordinate descent method converges to the
local optimum when the objective is block-wise convex.

Based on Theorem 3.1, the overall objective in Eq. 5 is joint convex with respect
to f . For a joint convex function, a local minimum is also a global minimum. Hence,
our algorithm based on block coordinate descent method converges to the global opti-
mum.

The space complexity for instance-instance Laplacian matrix and label-label affinity
matrix are O(n2) and O(m2), respectively. To sum up, the space complexity of the L2F
algorithm is O(V n2 +m2).

To solve Eq. 10, a straightforward way is to compute f∗ij = H−1ij pij . Based on the
selected matrix inversion algorithm [Don Coppersmith 1990], the time complexity of
computing the inverse matrix is O(nc) where 2.373 ≤ c ≤ 3. Hence, the time complexity
for the whole algorithm is O(niterV mn

c). However, if Lj is a large-size matrix, the com-
putation of inverse matrix is inefficient. Note that Lj is sparse since it is the Laplacian
matrix based on K-nearest-neighbors graph. Therefore, for the sparse and large-size
matrix Lj , it is much more efficient to solve Eq. 10 by the iterative conjugate gradient
type algorithms [Sun et al. 2009] such as LSQR [Paige and Saunders 1982], which can
take advantage of the sparsity to accelerate the convergence procedure.

3.4. Learning from Data with Missing Views and Labels
Many real-world applications often face the challenges of data with missing views or
labels. Generally speaking, missing label means that some labels of the examples are
incomplete, and missing view means that all the features in certain view are missing
for some examples. Given the incomplete views or labels, the learning problem becomes
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more challenging. A natural extension of our method can deal with these missing value
problems.

Missing Views: To tackle the missing view problem, we need to change the formu-
lation of the instance-instance affinity matrices {Wj |1 ≤ j ≤ V }.

Suppose that the jth view information is missing for the instance x(j)k , which is de-
noted as x(j)k ∈ ∅. In this case, we compute the instance-instance similarity regarding
the instance x(j)k by borrowing the strength from other views as follows

Wj(i, k) =
1

Vk

V∑
v=1,x

(v)
k /∈∅

k(x
(v)
i , x

(v)
k )

where Vk is the number of non-missing views for the example xk. Note that we suppose
that each example has at least one non-missing view.

Missing Labels: To tackle the missing label problem, we need to change the com-
putation of the label-label affinity matrix S.

Suppose that for example x, its kth label Yk (x) is missing. In this case, we estimate
its label by borrowing the strength from its nearest neighbors. First, by letting α = β =
0 in Eq. 10 and averaging the predictions from view-based classifiers, we can obtain
the predictions as follows

fk =
γ

V

V∑
j=1

(Lj + γI)−1yk

Then, the missing label for example x can be estimated as max{0, sgn(fk(x))}. Finally,
we can use the smoothed labels to re-compute the affinity matrix S.

Co-existing of Missing Views and Labels: When the missing views and missing
labels co-exist, the learning task becomes more difficult. But our proposed model can
handle this issue by simply combining the above two operations.

4. THEORETIC ANALYSIS
In this section, we analyze the generalization performance of the proposed approach,
which shows the benefits of simultaneously modeling label and feature heterogeneity.
To be specific, we will demonstrate that the upper bound of empirical Rademacher
complexity together with the error bound of the proposed L2F model can be reduced
by incorporating the label correlation and enhancing the view consistency.

We first construct a Reproducing Kernel Hilbert Space (RKHS) for the proposed
method, and then analyze its Rademacher complexity and error bound.

4.1. An RKHS
Let H be the space of functions with the norm defined as ‖f‖2H = fTQCf . Based on
H, we define H̃ to be the space of functions with the norm ‖f‖2H̃ = ‖f‖2H + αfTQLf +

βfTQV f = fTQf . Suppose that QC , QL, QV , Q are invertible 1. The following theorem
will show that both H and H̃ are RKHS.

THEOREM 4.1 (RKHS). Both H and H̃ are RKHS with kernel matrix K = Q−1C ,
and K̃ = Q−1 = [QC + αQL + βQV ]

−1, respectively.

PROOF. Since QC is positive semi-definite, according to Theorem 4 in [Smola and
Kondor 2003], H is a Reproducing Kernel Hilbert Space with the kernel matrix K =

1When it is singular, a practical approach is to add a small regularization term to it such as λI(λ ≥ 0).
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Q−1C . Likewise, sinceQ is positive semi-definite, H̃ is also a Reproducing Kernel Hilbert
Space with the kernel matrix K̃ = Q−1 = [QC + αQL + βQV ]

−1.

Hence, based on Theorem 4.1, the overall objective in Eq. 5 can be reduced to stan-
dard supervised learning problem:

f∗ = arg min
f∈H̃

‖f‖2H̃ + γJemp (f) (12)

4.2. Generalization Performance
Let F := {f ∈ H̃ : ‖f‖ ≤ r} denote the ball of radius r in H̃. According to Theorem 4.12
in [Shawe-Taylor and Cristianini 2004], we can obtain the following theorem regarding
the empirical Rademacher complexity of the proposed method.

THEOREM 4.2 (RADEMACHER COMPLEXITY). The empirical Rademacher complex-
ity of the proposed L2F method is upper bounded by:

R̂ (F) ≤ 2r

nmV

√
tr
(

[QC + αQL + βQV ]
−1
)

(13)

Note that α and β balance the importance of label correlation and view consistency
in the overall objective, respectively. For simplicity, let R̂ (Fα=β=0) and R̂ (Fβ=0) corre-
spond to the empirical Rademacher complexity for α = β = 0, and β = 0 in Eq. 13,
respectively.

THEOREM 4.3 (RADEMACHER COMPLEXITY REDUCTION). For the proposed L2F
method, the upper bound of empirical Rademacher complexity can be reduced by incor-
porating the label correlation and enhancing view consistency, i.e.,

R̂ (F) ≤ R̂ (Fβ=0) ≤ R̂ (Fα=β=0) (14)
PROOF. Note that both of QC and QL are positive semi-definite and symmetric.

Suppose QC has eigenvalues
υ1 ≥ · · · ≥ υt ≥ 0

and αQL has eigenvalues
ρ1 ≥ · · · ≥ ρt ≥ 0

and QC + αQL has eigenvalues
µ1 ≥ · · · ≥ µt ≥ 0

According to Weyl’s inequality, the following inequality holds for i = 1, · · · , t:
υi + ρt ≤ µi

Then, we have

tr
(

[QC + αQL]
−1
)

=

t∑
i=1

1

µi
≤

t∑
i=1

1

υi
= tr

(
Q−1C

)
(15)

Likewise, we have

tr
(

[QC + αQL + βQV ]
−1
)
≤ tr

(
[QC + αQL]

−1
)

(16)

By Eq. 15 and Eq. 16, we can reach the final conclusion as follows:

R̂ (F) ≤ R̂ (Fβ=0) ≤ R̂ (Fα=β=0)
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View v1 View v2

Fig. 1: A hypergraph model where the nodes represent the instances, and the simple
edges (solid line) encode the instance-instance correlations, and the hyperedges (dotted
ellipse) encode the instance-label correlations. The graphs corresponding two different
views are shown in the left and right panels, respectively.

Note that QL encodes the correlation among multiple labels, while QV encodes the
consistency among multiple views. From Theorem 4.3, we can see that the Rademacher
complexity of the proposed L2F method decreases by incorporating the label correla-
tion and view consistency into the overall objective as defined in Eq. 5.

An application of Theorem 4.9 in [Shawe-Taylor and Cristianini 2004] together with
Theorem 4.2 show that:

THEOREM 4.4 (ERROR BOUND). With probability at least 1 − δ(0 ≤ δ ≤ 1), the
generalization error of prediction function f is upper-bounded as follows:

ED[f(x)] ≤ Jemp(f) +
2r

nmV

√
tr (Q−1) + 3

√
ln (2/δ)

2nmV
(17)

Theorem 4.4 suggests that the error bound of our proposed method can be improved
due to the reduction of Rademacher complexity.

5. MODEL GENERALIZATION AND DISCUSSION
In this section, we extend the model proposed in Section 3 to a generalized framework
which uses the hypergraph to model multiple types of relationships among the objects
including the instance-instance, instance-label, and view-view correlations. Some spe-
cific instantiations of the generalization framework will also be discussed, as well as
the relationships between them.

Let G = {N,E} be the graph where N is the set of instances, and E is the set of
edges. E consists of two subset of edges, i.e., E = Ec ∪El, where Ec is the set of simple
edges and El is the set of hyperedges. Thus G can be viewed as the combination of two
subgraphs, i.e., G = Gc ∪ Gl, where Gc = {N,Ec} and Gl = {N,El} are the simple
graph and hypergraph, respectively. In comparison with simple graph which can only
represent the pairwise relationship, the hypergraph is capable of representing more
complex relationships among the objects [Zhou et al. 2007]. The illustration of the
hypergraph framework is shown in Figure 1. Note that the simple edges (solid line)
encode the instance-instance correlations, while the hyperedges (dotted ellipse) encode
the instance-label correlations. The graphs corresponding to different views have the
same hyperedge set but different simple edge set.
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For an edge e ∈ Ec connecting the instance pair (xi, xj), its weight is determined by
the similarity between the two instances. The similarity matrix for the subgraph Gc
is denoted by Wc. The degree matrix for Gc is denoted by Dc which is diagonal matrix
containing the degrees of the nodes, i.e., Dc(i, i) =

∑
jWc(i, j).

Each hyperedge e ∈ El corresponds to a label and consists of all the instances rele-
vant to this label. The degree of a hyperedge e, denoted as δ(e), is the number of nodes
in e. The degree of a node v ∈ N , denoted as δ(v), is defined as δ(v) =

∑
{e∈El|v∈e} w(e)

where w(e) is the weight associated with the hyperedge e. The diagonal matrix form-
s for δ(v), w(e) are denoted as Dl, Hl, respectively. The node-edge incidence matrix
Cl ∈ R|N |×|El| is defined as Cl(v, e) = 1 if v ∈ e, and Cl(v, e) = 0 otherwise. The similar-
ity matrix for the subgraph Gl is defined as Wl = ClHlC

T
l .

Based on the graph G, we propose a generalized framework to model both label
and feature heterogeneity. Note that the number of instances, features, and labels
are denoted as n, d, and m, respectively. Let X ∈ Rd×n, Y ∈ Rn×m, and F ∈ Rn×m
be matrices for the instances, labels, and predictions, respectively. The objective is to
minimize:

J (X,Y, F,G) = Ω (X,Y, F,G) + γJemp (Y, F ) (18)
where Jemp (Y, F ) is the empirical classification loss, and Ω (X,Y, F,G) is the regular-
ization term used to model multiple types of relationships among the objects including
the instance-instance, instance-label, and view-view correlations, which are closely re-
lated to the structure of the graph G. Next we will introduce two instantiations of the
generalized framework defined in Eq. 18. For simplicity, we only consider the single-
view scenario in the following discussions.

One instantiation is to model the instance-instance and instance-label correlation-
s on the subgraphs, Gc and Gl, respectively. Note that the subgraph Gc encodes the
instance-instance correlation. Intuitively, similar instances should have similar pre-
dictions. Therefore, we model the instance consistency as Jc (F ) = tr(FTLcF ) where
Lc is the Laplacian matrix for the graphGc. For the subgraphGl, if two instances share
more common hyperedges, they will be more similar. Likewise, if two hyperedges share
more common instances, they will also be more similar. In this regard, the hypergraph
Gl captures the instance-label correlation. Hence we can model instance-label correla-
tions as Jl (F ) = tr(FTLlF ) where Ll is the Laplacian matrix for the graph Gl. In this
case, Eq. 18 can be rewritten into

J (X,Y, F,G) = µtr(FTLcF ) + ωtr(FTLlF ) + γJemp (Y, F ) (19)
where µ and ω are non-negative parameters to balance the contributions of different
terms. We can prove that Eq. 1 is equivalent to Eq. 19 in single-view setting after some
algebraic operations.

Another instantiation is to model both instance-instance and instance-label corre-
lations in the hypergraph G. For the hypergraph G, we can consider putting differ-
ent weights on the edges to encode our prior knowledge on relations among the sub-
graphs. For example, we can assign the weights to the edges of the graph G such as[
µHc 0

0 ωHl

]
. We propose to model both instance-instance and instance-label correla-

tions encoded in the graph G as J (F ) = tr(FTLF ) where L is the Laplacian matrix for
the graph G. In this case, Eq. 18 can be reformulated into

J (X,Y, F,G) = tr(FTLF ) + γJemp (Y, F ) (20)
Since the solutions to both Eq. 19 and Eq. 20 are closely related to the corresponding

Laplacian matrices, i.e., Lc, Ll and L. Next we will discuss some relationships between
these two instantiations in term of their Laplacian matrices.
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THEOREM 5.1. For G = Gc ∪ Gl with the diagonal weight matrix for the hyper-

graph as H =

[
µHc 0

0 ωHl

]
, the unnormalized Laplacian matrix of the hypergraph is

weighted sum of the unnormalized Laplacian matrices of the subgraphs, i.e.,

L = µLc + ωLl (21)

PROOF. For the subgraph Gl, the unnormalized Laplacian matrix is defined as Ll =
Dl −Wl = Dl − ClHlC

T
l . For the subgraph Gc, the unnormalized Laplacian matrix is

defined as Lc = Dc −Wc. Because simple edge is a special case of hyperedge, Wc can
be rewritten into Wc = CcHcC

T
c in the same form with Wl, where Cc is the node-edge

incidence matrix and Hc is the weight matrix of the edges for graph Gc.
For the hypergraph G, we have

L = D −W = D − CHCT

= µDc + ωDl − [ Cc Cl ]

[
µHc 0

0 ωHl

] [
CTc
CTl

]
= µDc + ωDl −

(
µCcHcC

T
c + ωClHlC

T
l

)
= µ

(
Dc + CcHcC

T
c

)
+ ω

(
Dl + ClHlC

T
l

)
= µLc + ωLl

The normalized Laplacian matrix is defined as Lsym = D−
1
2LD−

1
2 = I −D− 1

2LD−
1
2 .

However, the equation Lsym = µLsymc +ωLsyml is usually not satisfied. One special case
is when Dc = Dl, we have Lsym = 2(µLsymc + ωLsyml ), which follows from

µLsymc + ωLsyml = µD
− 1

2
c LcD

− 1
2

c + ωD
− 1

2

l LlD
− 1

2

l

= 1
2D
− 1

2 (µLc + ωLl)D
− 1

2 = 1
2D
− 1

2LD−
1
2

= 1
2L

sym

The above discussions indicate that if the unnormalized Laplacian matrices are used
in both Eq. 19 and Eq. 20, they will lead to the equivalent solutions. But such a con-
clusion cannot be made for the normalized Laplacian matrices.

It is worth noting that a variety of instantiations of the generalization framework
are possible depending on the structure of the hypergraph, as well as the weights
putting on the hyperedges. The strength of the proposed generalization framework
is that it allows us to model multiple types of correlations, such as instance-instance,
label-label, and view-view correlations in a principled way by encoding our prior knowl-
edge of the learning task into the hypergraph structure.

6. EXPERIMENTS
The theoretical analysis in Section 4 shows the advantages of modeling label and fea-
ture heterogeneity in our framework. In this section, we aim to empirically verify the
effectiveness of the proposed algorithm in comparison with a variety of state-of-the-art
approaches.

6.1. Datasets and Setup
Four multi-label datasets on the biomedical domain are used to test the performance
of our proposed algorithm.

The first dataset is the Medical dataset [Pestian et al. 2007]. The Computational
Medical Center organized Medical NLP Challenge 2 with a rich set of medical text

2http://www.computationalmedicine.org/challenge/index.php
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Table I: Statistics of Different Datasets.

Dataset Instances Features Labels Cardinality Density Diversity Training Test
Medical 978 1449 45 1.245 0.028 94 333 645
Tudiabetes 10521 9064 20 2.715 0.136 1665 7364 3157
Genbase 662 1186 27 1.252 0.046 32 463 199
Diabetes 8812 16 30 1.290 0.043 45 6168 2644

corpus. This dataset is actually a collection of patient symptom histories, diagnosis
and prognoses reported to the insurance companies.

The Tudiabetes dataset is a collection of about 300,000 posts belonging to 21,285
threads crawled from Tudiabetes forum 3. The posts are organized into 20 categories
such as type 1 diabetes, type 2 diabetes, insulin pump, etc. Each forum user may send
the posts in multiple categories. In this dataset, users are instances and categories are
labels. This is a multi-label setting, since the same user can belong to many categories.
The features for each user are characterized by the text of his posts.

Both of the Medical and Tudiabetes datasets are text data. Based on the raw text,
we generate two views of features as follows: one corresponds to the TF-IDF features;
another corresponds to the latent topics obtained by applying probabilistic latent se-
mantic analysis on the term counts, where the number of latent topics is set to 100.

Genbase [Diplaris et al. 2005] is a biomedical dataset for protein function classifica-
tion. In Genbase, each instance is a protein, and each label is a protein class which it
belongs to. The function of a protein is directly related to its structure. The proteins are
represented with two views of features, i.e., patterns and profiles. Patterns are short
amino acid chains that have a specific order, while profiles are computational repre-
sentations of multiple sequence alignments using hidden Markov models. Proteins are
grouped into several families according to the functions they perform. All proteins con-
tained in a family feature a certain structural relation, thus having similar properties.
Some proteins belong to more than one class, thus the problem could be defined as a
multi-label classification problem.

The Diabetes dataset was obtained from a big biomedical company. This dataset is
a collection of symptom and treatment information regarding diabetes patients. Each
patient may receive multiple treatments which can be regarded as the labels. The pa-
tients are described with two views of features measuring the long and short term
drug impact, respectively. For example, glycated hemoglobin (A1c or HbA1c) is a mea-
surement of blood glucose level. A1c measures the average past 3 month blood glucose
value. Comparing with the A1c, fasting blood glucose (FBG) measure the short term
drug impact. The FBG measures the current fasting blood glucose value. Both views
of measurements are key variables for treating diabetes patients.

Both Medical and Genbase datasets are available online 4. Table I shows the prop-
erties of different datasets. Label cardinality is the average number of labels per in-
stance. Accordingly, label density normalizes label cardinality by the the number of
labels. Label diversity is the number of distinct label combinations observed in the
dataset [Zhang and Zhou 2014].

6.2. Evaluation Metric and Comparison Algorithms
We use both F1-score and accuracy as the evaluation metrics to test the performance
of the proposed method.

3http://www.tudiabetes.org/forum
4http://mulan.sourceforge.net/datasets.html
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Fig. 2: Performance (left: F1-score, right: accuracy) varies with ratio on Medical.

F1-score [Godbole and Sarawagi 2004] is the harmonic mean of precision and recall,
which is defined as follows:

F1 =
1

nu

nl+nu∑
k=nl+1

2 |L(xk) ∩ Z(xk)|
|L(xk)|+ |Z(xk)|

where Z(x) = {Li|hi(x) = 1, 1 ≤ i ≤ m} is the predicted label set for example x. Note
that the larger value of F1-score is indicating better performance.

Accuracy [Godbole and Sarawagi 2004] for each instance is defined as the proportion
of the predicted correct labels to the total number of labels for that instance. Overall
accuracy is the average across all test instances, which is defined as follows,

Accuracy =
1

nu

nl+nu∑
k=nl+1

2 |L(xk) ∩ Z(xk)|
|L(xk) ∪ Z(xk)|

Note that the larger value of accuracy is indicating the better performance.
The proposed L2F method is compared with a variety of multi-label learning algo-

rithms including: 1) first-order approach ML-kNN [Zhang and Zhou 2007]; 2) feature-
based approach LIFT [Zhang 2011]; 3) subspace learning approach LS-ML [Ji et al.
2008]; 4) transductive learning approach TRAM [Kong et al. 2013]; 5) semi-supervised
method CSFS [Chang et al. 2014].
L2F is given the multi-view data, whereas the other methods are given the concate-

nated features from all the views. The parameters are tuned for each algorithm using
cross-validation on the training data. Then, the models are builded on the training
data with the optimal parameters, and then evaluated on the test data. We repeat the
experiments ten times for each dataset and report the average performance.

6.3. Performance Evaluation
The comparison results for the datasets are shown in Figures 2-5. In each figure, x-axis
represents the ratio which is used to randomly sample a subset of instances from the
training data, and y-axis denotes the performance such as F1-score and accuracy.

First of all, a common trend observed from these figures is that the performance of
all the algorithms usually perform better when the ratio increases. It is reasonable
because more training instances help build a robust classifier.

The results show that L2F performs better than the other algorithms in most cases.
The performance of ML-kNN [Zhang and Zhou 2007] is somewhat limited due to the
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Fig. 3: Performance (left: F1-score, right: accuracy) varies with ratio on TuDiabetes.
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Fig. 4: Performance (left: F1-score, right: accuracy) varies with ratio on Genbase.
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Fig. 5: Performance (left: F1-score, right: accuracy) varies with ratio on Diabetes.
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fact that ML-kNN is a first-order approach which ignores the correlation among mul-
tiple labels. In contrast, all the other algorithms usually perform better than ML-kNN
by leveraging the label correlations. In principle, the classifiers induction process of
LIFT [Zhang 2011] is similar to ML-kNN. But LIFT improves upon ML-kNN by build-
ing the classifier on each label with label-specific features instead of the original ones.
LS-ML [Ji et al. 2008] learns a common subspace shared among multiple labels, which
helps improve the learning performance for the multi-label data. However, since its ob-
jective function is non-convex, the performance of LS-ML would be limited by the local
optimum problem. Different from other approaches, TRAM [Kong et al. 2013] is a tran-
ductive multi-label learning method which tries to exploit the information from both
labeled and unlabeled data. They formulate the transductive multi-label classification
as an optimization problem of estimating label concept compositions. CSFS [Chang
et al. 2014] is also a semi-supervised method which conducts the sparse feature se-
lection by leveraging the unlabeled data. The results show that unlabeled data can
provide helpful information to build the multi-label classifier.

In comparison with the other methods, the key advantage of L2F is that it models
both label and feature heterogeneity in a principled framework. First, by leveraging
the consistency among multiple views, the view-based classifiers can mutually improve
each other. On the contrary, all the other comparison methods do not consider the view
consistency, simply concatenating features from different views cannot gain much ad-
ditional improvement. Second, by considering the correlation among multiple labels,
the performance of label-specific classifiers in L2F can benefit from each other. In the
next subsection, we will also show how the performances of L2F vary with the trade-off
parameters, α and β, which control the weight of label correlation and view consisten-
cy, respectively. Another competency of L2F is that it is capable of finding the global
optimum due to the joint convexity of the objective function.

In addition, we have a few different observations on the Diabetes dataset. First, we
find that the performance of the proposed algorithm is not very sensitive to different
ratios in the range of 0.2-1.0. Hence, we gradually decrease the ratio from 0.2 to 0.03,
and find that its performance begins to worsen. It suggests that the proposed method
can perform well on this data set even though very few instances are used for training.
Second, the performance of four algorithms, i.e., ML-kNN, LS-ML, LIFT and CSFS,
are poor, indicating that this is a more challenging task. In contrast, both TRAM and
L2F perform better than the other methods. This might due to the fact both TRAM
and L2F take advantage of the unlabeled data. TRAM utilizes the unlabeled data in a
tranductive way, while L2F leverages the smoothness consistency among the nearest
instances. But all things have pros and cons. The result of CSFS suggests that the
performance cannot be guaranteed to improve with the help of unlabeled data.

6.4. Parameter Sensitivity
We study the parameter sensitivity on the Medical dataset. α and β are used to weigh
the importance of label correlation and view consistency, respectively. We tune α and
β on the grid 2[−4:1:4]. The left panel of Figure 6 shows the performance varies with α.
In comparison with α = 0, the algorithm performs better when α increases, and the
best result occurs when α = 1, which indicates that modeling label correlation could
significantly improve the multi-label learning performance. However, if α is very large
such as α = 16, the label correlation part will dominate the entire objective function,
making the model hard to keep certain level of accuracy. Nevertheless, the perfor-
mance is robust over a wide range of values for α. The right panel of Figure 6 shows a
similar trend for β, which suggests that the learner could benefit from enhancing the
consistency among multiple views.
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Fig. 6: F1-score varies with α (left) and β (right) (log2 scale).
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Fig. 7: F1-score varies with σx (left) and σy (right) (log2 scale).

We use the RBF kernel to estimate both the instance-instance and label-label simi-
larities, which is defined as k(xi, xj) = exp

(
− |xi−xj |2

2σ2

)
where σ is the width parameter.

We tune the width for instance kernel denoted by σx and label kernel denoted by σy
on the grid 2[−5:1:5]. The performance varying with σ is shown in Figure 7. The results
show that the performance is robust over a wide range of σ values.
γ is used to control the weight of empirical loss. We tune γ on the grid 2[−4:1:4]. The

result is shown in the left panel of Figure 8. As expected, the performance is poor when
γ = 0, and the F1-score first increases and then decreases when γ is increased.

As a result, we tune the parameters on each dataset using standard cross-validation.

6.5. Convergence
The L2F algorithm uses an iterative procedure to solve the optimization problem. The-
orem 3.2 guarantees that L2F converges to a global optimum. Here, we empirically
study the convergence property of L2F algorithm on the Medical dataset. The result is
shown in the right panel of Figure 8. From this figure, we can see that L2F converges
fast and its performance becomes stable after 10 iterations. Thus, we terminate the
algorithm after a maximum of 15 iterations.
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Fig. 8: F1-score varies with γ (log2 scale) (left) and iteration (right).
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Fig. 9: Performance (left: F1-score, right: accuracy) varies with masked rate of labels.

6.6. Learning from Missing Views and Labels
In this subsection, we aim to verify the robustness of the L2F method to the missing
views and missing labels on the Medical dataset.

Missing Labels: To generate the dataset with missing labels, we first randomly
select a percentage of examples from the training data. The ratio between the number
of selected examples and that of total training examples is denoted by the masked
rate r, which is adjusted in the range r = {0, 0.025, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3}. Then,
for each example, we randomly select one of its positive labels and mask it as missing
label.

Figure 9 shows the performances of different algorithms vary with masked rate of
labels. A common trend is that all the algorithms usually perform worse when the
masked rate increases in most cases. It is reasonable that as the masked rate increas-
es, more noise will be introduced into the training data rendering more difficulty to
the learning task. As shown in the figure, L2F is more robust to the noisy data in com-
parison with the other algorithms. Its performance remains stable over a wide range
of masked rates. In contrast, the performance curve of TRAM [Kong et al. 2013] drops
sharply when the labels of a very small percentage of instances are masked as missing,
such as r = 0.025. This result suggests that the transductive learning method TRAM is
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Fig. 10: Performance (left: F1-score, right: accuracy) varies with masked rate of views.
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Fig. 11: Performance (left: F1-score, right: accuracy) varies with masked rate of both
views and labels.

sensitive to the missing labels because the noisy label information is likely to mislead
the learning system in the transductive setting.

Missing Views: To generate the dataset with missing views, we first randomly s-
elect a percentage of examples from the training data. Likewise, the masked rate is
adjusted in the range r = {0, 0.025, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3}. Then, for each example,
we randomly select one of its views and mask it as missing view.

Figure 10 shows the performances of different algorithms vary with masked rate of
views. In this figure, we can see that the performance of all the algorithms is not very
sensitive to the missing values in most cases. Two reasons could account for this phe-
nomenon. For the comparison algorithms except L2F , though some views are missing,
the features in other views are concatenated to build the classifiers. For L2F , we bor-
row the strength from other views to reconstruct the instance-instance affinity matrix,
which is then used to build the learning system.

Co-existing of Missing Views and Labels: By combining the above two opera-
tions as we done for the missing labels and views, we can generate the dataset with
both missing labels and missing views. The results are shown in Figure 11. Since the
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3        177              9.36        12.78
4        727              9.29        12.26
5        135              9.80        12.67
6        623              9.42        12.20
7        240              9.26        11.88
8        1982            8.86        11.34
9        53                7.97        8.78
10      29                7.86        8.36
11      446              8.05        8.94

Fig. 12: A fraction of hypergraph constructed from the Diabetes data, where the hyper-
edge in dotted polyline represents the treatment which corresponds to a set of patients
received this treatment. The average A1C and FBG values of the patients received the
corresponding treatments are shown in the table.

algorithms are not very sensitive to the missing views in our setting, we can see that
the results shown in this figure are similar to those in Figure 9.

6.7. Visualization of the Hypergraph on Diabetes Dataset
Taking the Diabetes data as an example, we explore the correlations among multiple
labels, as well as the feature distributions in different views.

Figure 12 shows a fraction of the hypergraph constructed from the Diabetes data.
In this figure, the hyperedge in dotted polyline represents the label (treatment) which
corresponds to a set of nodes (patients) received this treatment. There are five types
of treatments shown in the figure, i.e., insulin, metformin, sulphonylurea, pioglita-
zone 15mg and pioglitazone 30mg. Insulin is a hormone which helps to regulate blood
sugar. It is known that insulin is prescribed for patients with type 1 diabetes and for
patients with type 2 diabetes who have not responded so well on oral medication. Met-
formin is commonly used as a first line treatment for type 2 diabetes, which is the only
available diabetes medication in the biguanides class of drugs. Sulphonylureas are the
class of antidiabetic drug for type 2 diabetes, which work by increasing the amount
of insulin the pancreas produces and increasing the working effectiveness of insulin.
Pioglitazone is an antidiabetic drug used to increase the insulin sensitivity. From the
figure, we can see that there is no correlations between insulin and either metformin
or sulphonylurea. This is reasonable because insulin is usually used for patients with
type 1 diabetes, while both metformin and sulphonylurea are commonly used for pa-
tients with type 2 diabetes. The results suggest that multiple types of labels are locally
correlated in the Diabetes dataset, and learning system can benefit from exploring the
correlations among different labels.

The right panel of the figure further shows the data distributions of features in
different views. In this table, the second column (instance) refers to the total number of
patients received the corresponding treatments; the last two columns (A1C and FBG)
refer to the average A1C and FBG values of these patients, which measure the long
term and short term drug impact, respectively.
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7. CONCLUSION
In this paper, we propose a graph-based approach L2F for learning from both label and
feature heterogeneity. L2F is robust to missing value problems, such as missing labels
and missing views. An iterative algorithm is presented to solve the convex problem,
which is guaranteed to converge to the global optimum. We analyze its performance
in terms of its generalization error rate, which shows the benefit of jointly modeling
the dual heterogeneity. Furthermore, a generalized framework based on L2F allows
us to model multiple types of heterogeneity by incorporating our prior knowledge of
the learning task into the hypergraph structure. The comparison experiments with
state-of-the-art methods demonstrate the effectiveness of the proposed algorithm.

One of our on-going work is to extend the proposed framework to the semi-
supervised setting. It is expected that the performance could be improved by picking
out the informative examples and rebuilding the learning system, which is particularly
challenging due to both label and feature heterogeneity. Also, we will explore differen-
t pathways to model the multiple types of correlation relationships among different
labels, and investigate how and when the learning performance can be improved by
leveraging multiple types of correlations in the heterogeneous scenarios.
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