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• Passive
  ◦ Polling
  ◦ “Traditional”

• Active
  ◦ Event-driven
  ◦ HyperTap (and others...)
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Figure 1: Formal model of secure active monitoring shown with potential attacks.
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  - Then actual applications
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Avoid TOCTTOU race

```c
int fd;
if (access(argv[1], R_OK) != 0)
exit(1);
fd = open(argv[1], O_RDONLY);
```

- Can check exactly at time of use
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Process-specific tests
- Custom to application
- User supplied?
- Cloud provider perspective?
Potential Uses

Execution artifacts (signature)
Potential Uses

Execution artifacts (signature)

- Place probes in applications
Potential Uses

Execution artifacts (signature)

• Place probes in applications
• Characterize by execution pattern?
Potential Uses

Execution artifacts (signature)

- Place probes in applications
- Characterize by execution pattern?
- Invariants?
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## Some quick benchmarks

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Run time (s) w/o probes*</th>
<th>Run time (s) w/ probes*</th>
<th>Percent Difference</th>
<th>Probe locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>find /</td>
<td>88.69 (0.27)</td>
<td>92.10 (1.98)</td>
<td>3.82%</td>
<td>sys_open</td>
</tr>
<tr>
<td>SPECjvm2008</td>
<td>360.5 (7.50)</td>
<td>492.43 (19.4)</td>
<td>36.6%</td>
<td>sys_open, sys_read, sys_write, sys_close</td>
</tr>
<tr>
<td>kernel make</td>
<td>245.15 (16.7)</td>
<td>250.06 (14.5)</td>
<td>2.00%</td>
<td>sys_open</td>
</tr>
<tr>
<td>kernel make</td>
<td>245.15 (16.7)</td>
<td>245.41 (16.3)</td>
<td>0.11%</td>
<td>sys_write</td>
</tr>
<tr>
<td>kernel make</td>
<td>245.15 (16.7)</td>
<td>245.13 (16.7)</td>
<td>0.01%</td>
<td>sys_read</td>
</tr>
<tr>
<td>kernel make</td>
<td>245.15 (16.7)</td>
<td>246.38 (16.7)</td>
<td>0.50%</td>
<td>sys_close</td>
</tr>
</tbody>
</table>
A Scaling Picture
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